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14In this paper, force and position control of parallel kinematic machines are discussed. Cartesian
15space computed torque control is applied to achieve force and position servoing directly in the
16task space within a sensor-based control architecture. The originality of the approach resides in
17the use of a vision system as an exteroceptive pose measurement of a parallel machine tool for
18force control purposes. Three different mechanical structures with different degrees of freedom
19are considered to validate the approach.
20© 2011 Published by Elsevier Ltd. 21Keywords:
22Parallel robots
23Force control
24Parallel control
25Visual servoing 2627

28

291. Introduction

30Recently, parallel robots have drawn a lot of interest in the robotic community due to their theoretical superiority over the
31classical serial structures in terms of stiffness, accuracy, high speed and payload in spite of their more complex kinematics and
32smaller workspace compared to serial manipulators. These specific benefits allowed the parallel kinematic machines to perform
33better some industrial tasks requiring accurate and fast motion like the pick and place of light objects. Moreover, being stiff,
34parallel robots have potential abilities to perform bettermost ofmachining operations (like deburring, polishing,…) than the serial
35ones because these lasters are subject to link deflections under external load when exerting force on a rigid environment. Such
36deflections have significant impact on robot performances when dealing with tasks involving both Cartesian position and contact
37forces control. For such tasks, the interaction force must be controlled properly, since otherwise the arising contact forces may
38damage the object or the robot tip. To this end, different force control approaches have been proposed in the literature and applied
39for serial machines. The case of parallel machines has rarely been addressed in view of the complexity of their mechanical
40architecture, which leads to difficulty to obtain the relation determining the pose of the end effector from the joint coordinates
41(Forward KinematicModel). Indeed, solving the Forward KinematicModel (FKM) of parallel machines remains a difficult problem.
42The Forward Kinematic Model is indispensable to achieve robot position control in Cartesian space (using joint sensors) which is
43more convenient when the interaction forces between the robot end effector and the environment must be controlled as well.
44Also, force control involves the dynamics of the mechanical structure which is easily described in Cartesian space for a parallel
45machine. An alternative to obtain the end effector Cartesian pose without calculating the fastidious Forward Kinematic Model of a
46parallel robot is the use of an exteroceptive measure, specially, a camera since vision systems have shown good efficiency to guide
47robot using image information (visual servoing). The present work focuses on coupling force feedback and visual servoing to
48control both contact forces and the end effector Cartesian pose of a parallel robot. The two controlled variables (contact forces and
49Cartesian pose of the end effector) are directly measured by exteroceptive sensors (force sensor and camera) within parallel
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50vision/force control architecture similar to that presented in [7]. The major advantage of the proposed control scheme is the
51opportunity of achieving both control goals directly in the task space without any use of the manipulator's forward kinematics.
52Also within this control architecture, the robot dynamic non linearities are fully compensated for, position and force are explicitly
53controlled and both sensors (force sensor and camera) control simultaneously all directions. First, the results obtained with two
54different mechanical structures (with three and four DOF) are presented to show the robots inertia effects on its sensibility to the
55measurement noise. Then, the results obtained with a third six DOF robot are presented to show the approach efficiency for those
56parallel structures for which the forward kinematics is difficult to obtain.
57The remainder of the paper is the following: next section presents briefly previouswork on force control, parallel machines and
58vision/force control, Section 3 outlines the Cartesian general dynamics of the machine and the derivation of the adopted control
59law, Section 4 exposes the difficulties encountered in position/force control scheme of parallel robots and the proposed solution, in
60Section 5 a description of the three test-beds architecture is presented, the environment simulation and a discussion on the
61obtained results is to be found in Section 6.

622. Preliminaries

632.1. Force control

64Force control is essential for tasks involving interaction between the manipulator and the environment. Different control
65schemes have been proposed in the literature, as surveyed by DeSchutter and Spong [14]. The two basic approaches to force
66control are namely hybrid position/force control [34] and impedance control [17]. On one hand, hybrid control formalism
67partitions the six task space degrees of freedom into purely position-controlled and purely force-controlled directions selected a
68priori upon an ideal description of the environment geometry. A diagonal selection matrix dictates which degrees of freedom are
69force-controlled and which ones are position-controlled. Two independent controllers are then independently designed for each
70subspace and the orthogonality of the two subspaces is ensured within this control architecture. However, the geometric
71description of the environment is not always perfectly known and can change at every stage of the task execution. The hybrid
72control formalism with a selection matrix, although applicable to many simple contact situations, has been superseded by a more
73general constrained-based approach in which desiredmotions and desired contact forces can be specified in arbitrary directions of
74the six-dimensional manipulation space [11]. On the other hand, impedance control aims at developing a relationship between
75interaction forces and end effector position in contact with the environment without controlling force explicitly. The force exerted
76on the environment by the manipulator is dependent on its position and its impedance, and is indirectly controlled by
77prespecifying a robot positional reference trajectory which is determined regarding the dynamic properties of the environment.
78One of the major practical difficulties with this technique is that the environment dynamic properties (stiffness, damping and
79inertia) are usually not known precisely so that accurate reference trajectory cannot be designed to achieve accurate contact force
80control. Other approaches were proposed to combine inherent advantages of both impedance and hybrid position/force control.
81External control [12] where the force control loop is closed around an internal position loop in a hierarchical way, and parallel
82(or implicit) control [7] which is able to control both position and force variables using two parallel force control and position
83control loops like the hybrid approachwithout any selectionmatrices. The conflict situations between the two control loop actions
84are managed by the dominance of the force control loop over the position control loop.

852.2. Parallel machines

86Parallel structures offer superior rigidity relative to their size and weight, low mass and high acceleration with respect to
87existing serial machines. In the last years, they have been the subject of increasing attention and all the control schemesmentioned
88above which are essentially developed for serial robot manipulators, have been extended to parallel machines. Thus, hybrid
89control were applied to parallel mechanisms [25,36], impedance control approaches were also used [2,15,4,5] as well as external
90control [35,16] and parallel control [6,18]. Nevertheless, the issue of position/force control of parallel robots remains rarely
91addressed in the robotic literature. This is due to the additional weaknesses like the limited work volume in comparison with that
92of serial manipulators, and the increased computational effort necessary to their control. Such problems were widely invoked and
93analyzed in the literature [10,26,19,28,39]. Themajor problem of parallel robots is the forward kinematics consisting in finding the
94possible pose of the platform for given joint coordinates which is more complex than its dual inverse kinematics for serial robots.
95Generally, numerical approaches (e.g. Newton–Raphson) are used to solve iteratively the set of non linear Forward kinematic
96equations starting by an initial estimate of the solution. This method leads sometimes to a solution which does not correspond
97to the current pose. The analytical approach is possible only for very restrictive particular kinematic structures of parallel robots,
98in the general case, the analytical approach leads to solve high degree polynomial equations. These drawbacks prevent these
99structures from being used in many high speed real-time engineering applications in spite of their potentially higher accuracy and
100rigidity.

1012.3. Vision/force coupling

102To cope with this difficulty, a very attractive alternative to model-based control of the tool tip pose is to use an exteroceptive
103sensor (e.g. vision and laser) which does not make any restriction on the kinematics of the robot. Indeed, it allows to directly
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104measure the Cartesian pose of the parallel robot while traditional proprioceptive measure requires the calculation of the forward
105kinematic model. This idea was adopted in [30,1] using vision system for motion tracking purposes. To our knowledge, the use of
106cameras as position sensor in addition to the force sensor has never been suggested in the literature for the force control and
107motion tracking of parallel structures, whereas, it has beenwidely invoked in the case of serial manipulators. Indeed, the benefit of
108combining visual servoing and force feedback to increase the robot robustness and ability in manipulation tasks was recognized
109since 1973 when an insertion task was performed using visual feedback [37]. Hence, the issues concerning the integration of these
110two sensing modalities intrigued the robotic community: cameras are useful robotic sensors since they mimic the human sense of
111vision and allow the robots to locate and inspect the objects without contact. On the other hand, force sensors are useful to control
112the contact force in order to avoid damages in the robot end effector and manipulated object. This makes the combination of force
113and vision an attractive option for accurate control of contact tasks.
114In [27], vision/impedance control was used for peg-in-hole insertion experiments where an image-based visual servoing
115controller is closed around an impedance controller. The output of the 2D visual controller is integrated to generate the reference
116trajectory required by the impedance controller which is limited to pure damping. The same approach is adopted in [33] with a
117second order impedance controller. Theories of hybrid position/force control were adopted in [29] by substituting the position
118control loop by position-based visual servoing which permits fast approach of the end effector toward the surface to be contacted
119and gives information regarding the proximity of the workpiece. In [3], an appropriate hybrid (or shared) control for eye-in-hand
120vision and force integrationwas proposed, placed into a global 3D framework based onMason's task frame formalism. In this work,
121a simulated 3D visual servoing loop is achieving motion control while a force control loop regulates contact forces via force
122feedback. This requires the derivative of the robot dynamic model.

1233. General dynamics and control

124Computed torque control is widespread for serial manipulators. It can be applied ever in joint space or in Cartesian space.
125However, joint space control is incompatible with the requirements of constrained tasks, which involve simultaneous motion and
126force control [22]. So, force control algorithms must take into account dynamic interaction between the end-effector and the
127manipulated object at the task space level to achieve higher performances. For parallel robots, the Cartesian space computed
128torque control was shown more suitable [10] since the natural description of parallel machine dynamics is in the task space, in
129addition, the variables to be controlled are naturally defined in the task space. This nonlinear Cartesian dynamic decoupling
130approachwas adopted in [6] within the parallel position/force control architecture introduced by Chiaverini [7] for a position/force
131controlled parallel robot as depicted in Fig. 1.
132Defining x as a set of independent Cartesian generalized coordinates, if the manipulator is interacting with the environment
133and exerting a force F in the task space, the equation of motion can be written as:

Ax xð Þx:: + Cx x; ẋð Þ + Gx xð Þ + F + Dt
inv xð ÞΓf = Γx ð1Þ

134135with:

x = FKM qð Þ; q = IKM xð Þ ð2Þ
136137

ẋ = D−1
inv xð Þq̇; q̇ = Dinv xð Þẋ

x
::
= D−1

inv xð Þq:: + Ḋ−1
inv xð Þq̇;

ð3Þ

138139

q
::
= Dinv xð Þ x

::−Ḋ−1
inv xð Þq̇

h i
ð4Þ

140141
Γx = Dt

inv xð ÞΓ; Γ = D−t
inv xð ÞΓx ð5Þ

142143where q is the generalized coordinate vector, Ax(x) is the symmetric and positive definite Cartesian space inertia matrix, Cx x; ẋð Þ
144is the vector representing Coriolis and centrifugal terms in the Cartesian space, Gx(x) is the vector of Cartesian gravitational terms,
145Γf represents the vector of friction forces, Γ is the vector of generalized torques at the joints and Γx its projection in the task frame,
146Dinv(x) is the inverse instantaneous kinematic matrix also known as the inverse kinematic Jacobianmatrix of the robot. Notice that
147for a general parallel machine, the forward instantaneous kinematic matrix Dinv

−1(x) is obtained by inverting numerically the
148inverse instantaneous kinematic matrix Dinv(x) (which is easier to obtain for most parallel structures) since the forward kinematic
149model is not available analytically.
150Under the hypothesis that the system model is perfectly known, the non linear dynamic decoupling approach [21] is thus
151applied to the motion Eq. (1) which leads to the following control law:

Γx = Âx xð Þu + Ĉx x; ẋð Þ + Ĝx xð Þ + F̂ + Dt
inv xð Þ Γ̂f ð6Þ
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152153where Âx, Ĉx, Ĝx, F̂ and Γ̂f are estimated values of Ax, Cx, Gx, F and Γf respectively. By choosing the auxiliary input control u as
154the Cartesian acceleration, a linearization by non linear feedback is hence possible. Assuming that position and force control
155loops are respectively a linear PD and PI control laws (see Fig. 1):

up = x
::d + Kv ẋd−ẋ

� �
+ Kp xd−x

� �
ð7Þ

156157
uf = Kf Fd−F

� �
+ Ki∫

t

0
Fd−F
� �

dτ ð8Þ
158159with:

u = up + uf ð9Þ

160161where xd, ẋd and F d are respectively the desired values of the Cartesian position, its derivative and the contact forces. The resultant
162control law applied to the actuators can hence be written as:

Γx = Âx xð Þ x
::d + Kv ẋd−x

� �
+ Kp xd−x

� �
+ Kf Fd−F

� �
+ Ki∫t

0
Fd−F
� �

dτ
� �

+ Ĉx x; ẋð Þ + Ĝx xð Þ + F̂ + Dt
inv xð Þ Γ̂f : ð10Þ

163164
165This control law allows for explicit servoing of both position and force variables along all directions of the task space with
166dominance of force control loop over the position one thanks to the integral action.

1674. Vision/force control

168In the control scheme depicted in Fig. 1, the calculation of the forward kinematics of the parallel robot is required to achieve
169Cartesian position control. As mentioned above, the analytical equations of the forward kinematic model are not available for any
170parallel robot and the numerical methods can fail to reach the actual pose (convergence difficulty). To deal with these troubles, the
171idea we are proposing is to replace the forward kinematic model by an exteroceptive sensor which gives directly the measured
172value of the platform pose instead of solving a set of non linear equations. Indeed, in the control scheme presented in Fig. 1, a
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Fig. 1. The parallel force position control scheme adopted in [6].

4 S. Bellakehal et al. / Mechanism and Machine Theory xxx (2011) xxx–xxx

Please cite this article as: S. Bellakehal, et al., Vision/force control of parallel robots, Mech. Mach. Theory (2011), doi:10.1016/
j.mechmachtheory.2011.05.010

http://dx.doi.org/10.1016/j.mechmachtheory.2011.05.010
http://dx.doi.org/10.1016/j.mechmachtheory.2011.05.010


173sensor-based force control loop is coupledwith amodel-based position control loopwhich is not homogeneous in terms of control
174architecture. Furthermore, the presence of a numerically estimated model in the control loop can lead to a lack of stability,
175reliability and accuracy, while increasing the computational cost. Note also that a model-based control is inherently less robust
176with respect to modeling errors.
177On the opposite, using an exteroceptive measure, one has only to deal with one potential source of errors (Cartesian pose
178measurement errors) which is directly sent to the controller. In this case, all uncertainties due to geometric errors and joint
179backlashes do not affect the control loop. Furthermore, one can decrease the computational cost since no calculation of
180forward kinematic model is needed. In addition, contrary to the control scheme presented in Fig. 1, motion and force are
181addressed at the same control level. As a result, pose and contact forces are controlled in the task frame within a homogeneous
182sensor-based control approach. In conclusion, there is a clear need for the end effector pose measurement in the task space to
183deal with the requirements of constrained tasks and high speed applications. To this end, some measuring devices can be
184employed:

185Wire based systems: A number of wires are connected to the robot end effector to constitute tetrahedra and the pose is
186estimated by mean of trilateration (reconstruction of the pose from the length of tetrahedra edges) as in the CaTraSys system
187[40]. This technique has low cost but is not completely safe since wires can constitute a physical limitation (interference among
188wires and wrapping risks). In addition, wires can be seen as extensible legs, so this problem is equivalent to that of solving the
189kinematics of a parallel manipulator. Thus, using this device means that one is replacing the problem of solving the kinematics
190of a parallel machine by solving the same problem.
191Mechanical device: One could also add a serial mechanism in parallel with the parallel robot and calculate its pose (e.g. Faro or
192Romer arms), which is the same as the parallel robot's one, by means of the well known Forward Kinematics of serial
193structures. The added measuring mechanism can even have a parallel architecture like Gough–Stewart platform [8]. This
194method is limitative since the added robot must be sufficiently light to limit the influence on the parallel robot dynamics and
195thus it may be subject to flexion leading to non accurate pose estimation. Also with this technique, one cannot obtain
196redundancy in the measured information since we have just six measures to determine the six Cartesian pose variables.
197Laser interferometer: This device canprecisely guide the robot at high sampling rate if appropriately calibrated but it is expensive
198and very restrictive regarding its sensitivity to environmental effects (namely, the laser beammust not be interrupted). Alsowhen
199possible, the orientation measurement is not very accurate.
200Vision system: A vision system needs calibration but it is suitable for a large class of structures and does not make any
201assumption on the kinematics of the robot. It is low cost, safe, easy to use (without any physical interaction) and rather accurate
202since it allows easily to obtain redundant information on the end effector pose.

203
204In view of the growing efficiency of image processing algorithms and image acquisition technology, vision constitutes an
205adequate sensor that we propose to employ for end effector pose measurement. In this way, the force/position control scheme
206proposed in [6] (Fig. 1) can be reduced to the one depicted in Fig. 2 where no calculation of the Forward Kinematic Model is
207required. In this control scheme, both force and position variables are controlled in the task space by means of two control loops
208acting in parallel. As mentioned in Section 1, and regarding the complementarity between the force and vision sensors, coupling
209vision and force is indeed more than convenient in the case of parallel robots since it additionally avoids the Forward Kinematic
210problem and allows to compensate for the kinematic errors.
211Notice that even the end effector velocity measurement can be available from vision according to [1]. A more recent work
212developed in our laboratory [9] uses a strategy based on an acquisition of selected regions of interest which decreases the density
213of the transmitted data. An estimation frequency of 333 Hz was reached experimentally with a fairly good accuracy. Therefore, no
214numerical differentiation may appear in the motion control loop.

2155. Modeling of the test-beds

216The proposed approach illustrated in Fig. 2 will be applied on three different mechanical structures: a heavy four DOF (degrees
217of freedom) parallel robot, the Isoglide-4 T3R1, a light one, the Orthoglide (three DOF), and a six DOF robot, the DeltaLabwhich is a
218Gough–Stewart type machine. Kinematic and dynamic modeling which are required to achieve control purposes have to be
219recalled in the next subsections for each parallel robot for the sake of completeness.

2205.1. The Orthoglide

2215.1.1. Presentation
222The Orthoglide is a Delta-type PKM dedicated to 3-axis rapid machining applications that was designed at IRCCyN [23]. Its
223mechanical structure is constituted of three identical legs (Fig. 3) which are PRPaR chains (P: Prismatic, R: Revolute, Pa:
224Parallelogram) with only one actuated joint (the prismatic one), this leads to a pure translational motion of the tool like
225conventional PPP machines (Fig. 3). The model used in this study is the light weight structure prototype which was originally
226developed at IRCCyN in 2000–2001 to validate the kinematic architecture [41]. Its maximal performances are 1.2m.s−1 for speed
227and 20m.s−2 for acceleration (much more faster compared to the Isoglide-4 T3R1).
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2285.1.2. Kinematic modeling
229The Orthoglide has the advantage of having an analytically defined forward kinematic model linking the active joint variables
230(qi, i=1, 2, 3) to the end-effector Cartesian coordinates (xe, ye, ze) through second order equations whose solution is [32]:

xe = P2 + t = P2
ye = P3 + t = P3
ze = P1 + t = P1

8<
: ð11Þ

xe

ze

ye

leg 1

leg 2leg 3
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Base frame

End-effector frame
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R
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R

Fig. 3. Global view of the Orhtoglide (left) and its kinematic scheme (right).
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235236237238239240241242243244245246247248249250251where:

252• Pi = 1
2 −d + qið Þ for i=1, 2, 3

253• t =
−BF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2−4AC

p

8A

254with:

A =
1
16

∑
3

i=3
P−2
i ; B =

1
2
; C = ∑

3

i=3
P2
i

 !
−L2

255256where d is the origin of each axis and L is the length of the parallelogram. The inverse instantaneous kinematic model linking
257joint speeds to the end-effector velocity is then given by:

Dinv xð Þ =

xe
Δ1

ye
Δ1

1

1
ye
Δ2

ze−a
Δ2

xe
Δ3

1
ze−a
Δ3

0
BBBBBBB@

1
CCCCCCCA

ð12Þ

258259where:

Δ1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2−x2e−y2e

q
Δ2 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2−y2e− ze−að Þ2

q
Δ3 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2−x2e− ze−að Þ2

q
260261

2625.2. The Isoglide-4 T3R1

2635.2.1. Presentation
264The mechanical structure of the fully isotropic parallel machine the Isoglide4-T3R1 has four DOF with three translations and
265one rotation θ (Fig. 4) around Y axis. It is constituted of a fixed base connected to the payload platform by means of four identical
266legs (two horizontal and two vertical) which are PRRU chains, each leg contains three links: the first one is connected to the fixed
267base and is actuated with a prismatic joint (linear actuator); the second one has its two extremities connected to the first and the
268third ones with two passive revolute joints (fixed length); the mobile platform is connected to the third leg by a universal joint
269(fixed length) as presented in Fig. 4. This machine is designed for high speed machining and can reach 10m.s−1 while its maximal
270acceleration is limited at 3m.s−2 due to its inertia. In fact, the structure weight is important to satisfy the stiffness requirements:
27131 kg for each leg and 14 kg for the mobile platform.
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Fig. 4. Structure of the Isoglide4-T3R1 (left) and its kinematic scheme (right).
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2725.2.2. Kinematic modeling
273The main advantage of the Isoglide-4 T3R1 is to have an almost decoupled structure leading to a simple expression of the
274forward kinematics giving the Cartesian end-effector pose (xe, ye, ze, θ) as a function of active joint variables:

xe = q1−x0
ye = q2−y0
ze = q3−z0

sinθ =
q4−q3 + δz

L

8>>>>>><
>>>>>>:

ð13Þ

275276where L is the characteristic length of the moving platform (i.e. the distance between the attachment points of legs 3 and 4 onto
277the platform) and δz is the distance along the z0 axis between the origins of joints 3 and 4. The inverse instantaneous kinematics
278model is derived from the inverse kinematics in a straightforwardway, the expression obtained close to the identity matrix:

Dinv xð Þ =
1 0 0 0
0 1 0 0
0 0 1 0
0 0 1 L cosθ

0
BB@

1
CCA ð14Þ

279280
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Fig. 5. A pedagogic implementation of the Gough–Stewart platform (left) and its kinematic scheme (right).
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Fig. 6. Projection of the Orthoglide desired trajectory in the image plane using a 6 blob visual pattern.
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2815.3. The Gough–Stewart robot

2825.3.1. Presentation
283As a last example, we consider the Gough–Stewart platform as representing a generic robot with full position and orientation
284capabilities. This robot is a 6-UPS (Universal-prismatic-spherical) structure constituted of two bodies connected with six
285extendable legs which are actuated with prismatic joints. Each leg is connected trough spherical joint at the mobile platform and
286through universal joint at the fixed base. The implementation we have is the DeltaLab robot which was designed for academic and
287teaching purposes. This mechanism has two triangular bodies: a fixed base of radius 270 mm and a mobile platform of radius
288195 mm (Fig. 5).

2895.3.2. Kinematic modeling
290Like the most of hexapods, the forward kinematic of the Gough–Stewart robot is difficult to be solved and no analytic
291formulation is available, whereas, its inverse kinematic model have the simpler form:

q2i =
→
AiBi

t→
AiBi ∀ i∈ 1::6 ð15Þ

292293where Ai are the points of attachment between the legs and the base and Bi are the points of attachment between the legs and the
294mobile platform. This model express that qi is the length of vector

→
AiBi .

Table 1t1:1

Desired trajectory of the Orthoglide.
t1:2

t1:3 xe (m) ye (m) ze (m)

t1:4 x0 0.00 0.00 0.34
t1:5 xc 0.1 −0.1 0.24
t1:6 Δx 0.1 −0.1 −0.1
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Fig. 7. Results obtained with the Orthoglide in Case 1: (a) Desired and realized forces, (b) force errors, (c) 3D Cartesian trajectory, (d) Cartesian position errors.
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2955.4. Dynamic modeling

296A general solution for the dynamic modeling of parallel kinematic machines was proposed in [20]. In most cases, this method
297should lead to an inverse dynamic model which depends only on Cartesian space variables. This property is suitable for Cartesian
298space computed torque control. According to Khalil's formulation which is adopted here, the dynamics of the mobile platform is
299calculated as a function of the Cartesian variables (x, ẋ and x

::
), whereas the dynamics of the legs are calculated as a function of the

300joint variables of the legs (q, q̇ and q
::
). As a result, the dynamics of the overall parallel structure can be presented as [20]:

Γ = D−t
inv xð Þ Fp + ∑

k

i=1
Jtpi J

t
i Hi

" #
+ Γf ð16Þ

301302where Fp is the dynamics of the mobile platform, k is the legs number, Jpi a Jacobian matrix linking the Cartesian coordinates of
303the end of the leg i to the Cartesian coordinates of the end effector, Ji the Jacobianmatrix of the serial kinematic structure of the leg
304i, Γf is the friction forces term and Hi is the inverse dynamic model of the leg i seen as a single serial machine. Many well known
305methods can be used to calculate Hi as a function of passive and active joints of the leg i. However, in most cases, parallel robots
306have quite simple legs with few joints (three or four). Thus, linking passive joint variables to the end-effector pose is easy with
307trivial trigonometry, whereas, the active joint variables are linked to the end-effector pose with the algebraic inverse kinematic
308model depending on the end-effector pose. Consequently, each term depends algebraically on the end-effector pose as mentioned
309above. The friction forces term Γf is composed of viscous and dry friction forces Γfv and Γfs respectively:

Γf = Γfv + Γfs = Fvq̇ + Fssign q̇ð Þ ð17Þ
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Fig. 8. Results obtained with the Orthoglide in Case 2: (b) force errors, (d) Cartesian position errors.
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310311where Fv and Fs are viscous and dry friction parameters. Newton–Euler formalism is used to derive the dynamics of the mobile
312platform. Assuming that the end effector is exerting a force F on the environment, the dynamics of the mobile platform is given in
313the general case of six DOF by the following Newton–Euler equation:

Fp = Apx
::
+

Ω × Ω × MSp
� �

Ω × IpΩ
� �

2
4

3
5− mpI3

MS̃p

" #
g + F ð18Þ

314315where:

316• Ap: is the 6×6 spatial inertia matrix of the platform given by:

317

Ap =
mpI3 −MS̃p
M S̃p Ip

" #

318319

320• Ip is the (3×3) inertia matrix of the platform.
321• Ω: is the angular velocity of the platform.
322• M Sp: is the 3×1 vector of first moments of the platform around the origin of the platform frame,

323
M Sp = M Xp M Yp M Zp

� �
324325

326• MS̃p: designates the (3×3) skew matrix associated with the vector.
327• mp: is the masse of the platform.
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Fig. 9. Results obtained with the Orthoglide in Case 3: (b) force errors, (d) Cartesian position errors.
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328• I3: is the 3×3 identity matrix.
329• g: is the acceleration of gravity.
330• F: is the force exerted on the environment.

331
332Only the terms along the end-effector degrees of freedom are retained. Thus, in the case of the Orthoglide and all translational
333robot, bias forces (or coriolis and centrifugal terms) resulting from the angular velocity of the mobile platform are not considered.
334The Orthoglide end-effector dynamics is then reduced to:

Fp = mp x
::−gð Þ + F: ð19Þ

335336
337Detailed expressions of the Orthoglide dynamic model can be found in [31] where an experimentally validation of this model
338was conducted. In the Isoglide-4 T3R1 case, the inverse dynamic model is more complex since a fourth DOF is added, but it still has
339a closed-form expression depending on the end-effector pose. Detailed expression and experimental validation of the Isoglide-4
340T3R1 dynamic model can be found in [30]. The Gough–Stewart platform is considered as representing the common problems of
341parallel robots dynamics and an explicit method to calculate the dynamic model of a general Gough–Stewart platform can be
342found in [17] or [10].
343Notice that in [20], the contact force F between the end-effector and the environment is not considered and the effector is
344assumed to move in free space only. However, constrained motion is addressed in this work and the surface with which the
345effector interacts is modeled as a spring with a constant stiffness matrix Ke. The contact model is expressed as:

F = KeΔx ð20Þ

346347where Δx is the deviation of the effector from the nominal position. In the next section, these kinematic and dynamic models are
348used to simulate the behavior of the three parallel robots under the parallel force/visual control scheme presented above.
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Fig. 10. Results obtained with the Orthoglide in Case 4: (b) force errors, (d) Cartesian position errors.
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3496. Simulation

3506.1. Simulation environment

351The dynamic models of the Orthoglide, the Isoglide4-T3R1 and the Gough–Stewart hexapod were implemented within a
352Matlab/Simulink environment using the dynamic and kinematicmodels explained in the previous section. In all this simulation, an
353uncertainty of 10% is added to the identified dynamic model parameters and 50μm on the geometric parameters is considered.
354Under the assumption that the tool axis is rigidly fixed at the center of the mobile platform and that the contact surface is parallel
355with the x–y plane, the contact model is assumed to have a linear force/displacement dependence via the stiffness matrix as is
356expressed in Eq. (20) where the stiffness value coefficient of the contact surface is set as:

ke = 104N:m−1

357358
359The resolution of the adopted force sensor (Gamma sensor of ATI) is equal to 1

160
N;

1
160

N;
1
80

N;
1

32000
N:m;

1
32000

N:m;
1

32000
N:m

� �
.

3606.2. Vision system and pose estimation

361The vision system is modeled as a virtual perspective camera (pinhole model) in an eye-to-hand configuration. Namely, the
362camera observes the pose of the mobile platform with respect to the manipulator base. Hence the camera can easily be
363encapsulated between the legs, safely from the environment. The camera is assumed to be calibrated (with a 1024×1024
364resolution and a 1.2 pixel/mm focal length) and distortion is assumed to be compensated for. The projection of a metric point in

0 0.5 1 1.5
−2

0

2

4

6

8

10

12

time (s)

Fo
rc

e 
(N

, N
.m

)

Fzd
Fxr
Fyr
Fzr
Myr

0 0.5 1 1.5
−2

0

2

4

6

8

10

time (s)

Fo
rc

e 
er

ro
rs

 (
N

, N
.m

)

Efz
Efx
Efy
Emy

a b

0.7
0.8

0.9

0.8

1

1.2
0.75

0.8

0.85

x axis (m)y axis (m)

z 
ax

is
 (

m
)

desired trajectory
realized trajectory

0 0.5 1 1.5
−12

−10

−8

−6

−4

−2

0

2
x 10−4

time (s)

Po
si

tio
n 

er
ro

rs
  (

m
)

Epz
Epy
Epx

c d

Fig. 11. Results obtained with the Isoglide in Case 1: (a) Desired and realized forces, (b) force errors, (c) 3D Cartesian trajectory, (d) Cartesian position errors.
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365the observed object frame P=[X Y Z 1]t into pixelic point m=[u v 1]t expressed in the image frame is given by the well-known
366relation:

m = K I3×3 03×1½ �
cameraRobjet

cameratobjet
0 1

� � X
Y
Z
1

2
664

3
775 ð21Þ

367368were K is a matrix containing the intrinsic camera parameters.
369The pose estimation of an object is possible with a unique camera if its 3Dmodel and the camera parameters are known. In our
370simulations, the observed object is a pattern composed of 16 blobs (only 6 blobs were used in the simulation as depicted in Fig. 6).
371Its 3D model was precisely determined off line. The pose estimation is achieved via virtual visual servoing method which defines
372the pose computation problem as 2D visual servoing. This method minimizes the errors between the features extracted from
373the real image and the same features computed by perspective projection. The convergence of this optimization problem is
374ensured if the error is small enough [24]. This condition is largely verified in our application since the images of two successive 3D
375poses are nearby. Only the first initial image has to be sufficiently well approximated. For this purpose, the well-known
376Dementhon algorithm [13] is used in the first iteration. Several levels of calibration errors are simulated by a random disturbance
377applied once on the intrinsic parameters of the camera. A uniform noise is also added at each image to simulate measurement
378noises (Table 1):

379Case 1: A low cost vision systemwith a roughly calibrated camera is used and precision of 0.1 pixel is considered. The resolution
380of the force sensor given above is kept.
381Case 2: A highly sophisticated vision systemwith precisely calibrated camera is used and a precision of 0.05 pixel is considered.
382This precision is realistic and currently available [9]. The same resolution is kept for the force sensor.
383Case 3: A futuristic case is considered and a precision of 0.01 pixel is taken. This precision is available now only in the static case
384not at high frame rates. The same resolution force sensor is kept.
385Case 4: A fourth and last case is considered in which the accuracy of the force sensor is ten times less than the previous three
386cases with the vision system used in Case 2.
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Fig. 12. Results obtained with the Isoglide in Case 2: (b) force errors, (d) Cartesian position errors.
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3877. Results

388In Figs. 7 to 14, the following subfigures are given: subfigure (a) displays both the desired and actual contact forces/moments;
389subfigure (b) displays the difference between the desired and actual contact forces/moments; subfigure (c) shows both the
390desired and actual 3D trajectories of the tool; and subfigure (d) displays the difference between the desired and actual tool
391position coordinates along the trajectory. The tool of each robot is initially not in contact with the work surface at the initial
392position x0. It has to exert a constant force of 10 N perpendicularly to the contact surface (along the z-axis direction) while
393following a circular trajectory of 0.05m diameter.
394The Orthoglide tool is initially at x0=[0.0; 0.0; 0.34]t expressed in its base frame and has to track a circular trajectory on a
395surface fixed at 0.24m from the base along the Z axis around xc=x0+[0.1;−0.1;−0.1]t as resumed in Table 2. The
396corresponding image trajectory is shown in Fig. 6 with an object composed of only six blobs to have a compromise between
397computational time and accuracy. Note that in [9], an object composed of sixteen blobs is used and a pose computation at
398400 Hz is realized.
399The Isoglide tool is initially at x0=[0.676, 1.047; 0.771; 0.112]t expressed in its base frame and it has to track a circular
400trajectory on a surface fixed at 0.871 m from the base along the Z axis around xc=x0+[0.1,−0.1, 0.1, 0.0]t as resumed in Table 2.
401To obtain the same temporal and spatial trajectories, the same performances are imposed to the two robots. Thus, the lowest
402maximum speed (1.2m.s−1) and the lowestmaximum acceleration (3m.s−2) are taken to generate the reference trajectory using
403a fifth order polynomial time interpolation.
404A different reference trajectory including orientation variations is imposed to the Gough–Stewart platform since this robot is
405taken specially to show the approach efficiency for spatial architectures with full orientation capabilities. The Gough–Stewart
406robot tool is initially at x0=[0.1, 0.1; 0.4; 0.4; 0.4; 0.4]t expressed in its base frame (the orientation is represented with a ZYZ
407parametrization of Euler angles). It has to come into contact with a surface fixed at 0.46m from the base along the Z axis and to
408track two linear trajectories with orientation around Z axis (as summarized in Table 3) while exerting a perpendicular force onto
409the surface. The same six blobs object of Fig. 6 is used with the Isoglide4-T3R1 and the Gough–Stewart hexapod, the corresponding
410image trajectory figures were omitted here to avoid repetition.
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Fig. 13. Results obtained with the Isoglide in Case 3: (b) force errors, (d) Cartesian position errors.
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411In all cases and for the three robots, the constant gains of the controller in Eq. (10) are the same. It has been shown [38] that,
412along such direction, the system is stable if the gains kp, kv, kf and ki (which are tuned using Ziegler–Nichols method) satisfy the
413following condition:

ki b kv
kp

k̂e
+ kf

 !
ð22Þ

414415where k̂e is an estimate of contact surface stiffness. The following values have been chosen in the simulations: kp=3(2πω)2,
416kv=3(2πω), kf=0.05ω and ki=5ω where ω is tuned at 10 rad/s under 1KHz sampling rate. With those values, Eq. (22) becomes
417k̂eb4:10

4N:m−1 which does not constrain the choice of k̂e in practice.
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Fig. 14. Results obtained with the Isoglide in Case 4: (b) force errors, (d) Cartesian position errors.

Table 2t2:1

Desired trajectory of the Isoglide-4 T3R1.
t2:2

t2:3 xe (m) ye (m) ze (m) θ(rad)

t2:4 x0 0.676 1.049 0.771 0.112
t2:5 xc 0.776 0.949 0.871 0.112
t2:6 Δx 0.1 −0.1 0.1 0.0

Table 3t3:1

Desired trajectory of the Gough–Stewart robot.
t3:2

t3:3 xe (m) ye (m) ze (m) α(rad) β(rd) γ(rd)

t3:4 x0 0.1 0.1 0.4 0.4 0.4 0.4
t3:5 Δx1 −0.05 0.0 0.06 −0.3 −0.3 −0.3
t3:6 Δx2 −0.05 −0.05 0.0 0.0 0.0 0.3
t3:7 Δx3 0.05 −0.05 0.0 0.0 0.0 −0.3
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418The results obtained with the Orthoglide are presented in Figs. 7 to 10. The choice of the controller gains allows for a smooth
419transient phase from the unconstrained to the constrained motion (at t≈0.4s) with zero force steady state error. Figs. 7-a,b, 8-a,b,
420and 9-a,b show that the force errors are proportional to the accuracy of the vision system: in Case 1, the force error is less than
4210.2N on X and Z axis corresponding to the image plane and about 0.4N on Y axis being orthogonal to the image plane oriented
422along increasing depth. In Case 2, this error is less than 0.1N on X and Z axis and about 0.2N on Y direction. The force errors in
423Case 3 are about 0.05N on X and Z directions and less than 0.1N on Y direction. These figures show also that the accuracy of
424the force sensor is less significant: the difference between Cases 2 and 4 can only be observed during the impact phase where
425the contact force appears more significant in the case 4 (it exceeds 10 N) leading to a more significant position error too. Figs. 7-c
426and 8-c show that the position control loop is globally not affected by the force control loop either in free or constrained space
427since the desired and realized trajectories overlap completely. Nevertheless, a residual constant position error is persisting along
428the force controlled direction (Z axis) after the impact (at t≈0.4s) which depends on the exerted force and the environment
429stiffness as it can be observed in Figs. 7-d, 8-d, 9-d and 10-d. This is due to the fact that force control loop is hierarchic upon
430position control loop along that direction. Cartesian position errors on X and Z axis does not exceed 0.4×10−4m, 0.15×10−4m
431and 0.05×10−4m in Cases 1, 2 and 3 respectively. Whereas, along the Y axis which corresponds to the camera depth, the
432error is naturally more significant: it reaches 1.2×10−4m in Case 1, 0.6×10−4m in Case 2 and 0.1×10−4m in Case 3. It is very
433important to notice that the accuracy obtained here in each case can easily be improved by adding more blobs to the observed
434object to increase the information redundancy. This property constitutes an important advantage of the vision system compared to
435other pose measurement techniques. No filtering is used to eliminate the measurement noise (force sensor and camera) in this
436simulation and, as can be seen, the results obtained in Case 2 are rather satisfactory Q3andmeet the requirements for highly accurate
437applications such as assembly tasks or contour following. The vision system used in Case 1 can be used if one just needs to roughly
438track a position and force target and low accuracy on force and position tracking is allowed.
439The results obtained with the Isoglide are presented in Figs. 11 to 14. Since the obtained results are similar, only errors on force
440and Cartesian position are shown for the last three cases (subfigures (b) and (d)). The same control performances are maintained
441using this control scheme: stable contact and normal force regulation is achieved in the four cases with a good trajectory tracking.
442These results were expected since all dynamics are compensated for in the control law. We observe for this machine also a strong
443dependence between the vision system performances and the tracking errors values for the two controlled variables (position and
444contact forces). The accuracy of the force sensor affects the system response essentially in the impact phase.
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Fig. 15. Results obtained with the Gough–Stewart robot in Case 1: (a) Desired and realized forces, (b) 3D Cartesian trajectory, (c) Cartesian position errors,
(d) Cartesian orientation errors.
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445The results obtained with the Gough–Stewart robot are presented in Figs. 15 to 17. Good control performances were obtained
446in general like with the two previous robots and convergence is ensured even if the vision system is roughly calibrated. As it appear
447in Fig. 15-a (Case 1), the force tracking error is about 0.4N along X and Z axis and less than 0.6N along Y direction corresponding to
448the camera depth. Since the results on force tracking are similar, force figures are not presented for the other cases. Position errors
449are about 0.5×10−4m along X and Z axis and less than 1.4×10−4m along Y axis as is depicted in Fig. 15-c. Orientation errors
450around X and Z axis are about 0.3×10−3rd, 0.2×10−3rd and 0.06×10−3rd in Cases 1, 2 and 3 respectively and less than
4510.8×10−3rd, 0.5×10−3rd and 0.15×10−3rd in Cases 1, 2 and 3 respectively around Y axis (see Figs. 15-d, 17-c and 17d). Q4
452Finally, let us note that these results confirm the comparative study between model-based position control and vision-based
453position control conducted in [30]. It shows indeed the numerous advantages and the superiority of sensor-based control scheme
454adopted here (Fig. 2) upon model-based control scheme used in [6] (Fig. 1) in the case of parallel machine motion control.

4558. Conclusion

456Parallel force/vision control for a parallel robot manipulator in contact with plane surface has been derived in this work. To the
457best of our knowledge, combining force sensing and motion control with high-level guidance from a vision system has not been
458addressed before for a parallel kinematic machine. Simulation results on the Orthoglide have shown good performance
459tracking for both contact forces and end-effector motion simultaneously within the proposed control scheme. Tracking errors
460depends only on sensor performances, namely, the vision system. The same study was conducted on a second parallel robot
461(the Isoglide-4 T3R1) which has very heavy inertial characteristics compared to the first one (the Orthoglide) and has a
462different kinematic model. The Isoglide-4 T3R1 has shown similar behavior with respect to the vision system errors variations
463and the force sensor errors variations. Simulations on a third example of parallel robot, the Gough–Stewart platform, was
464presented and has shown that the proposed control scheme can easily be applied on different mechanical structures with
465fully position and orientation capabilities. This result is not surprising since the vision system as an exteroceptive pose
466measurement is completely independent of the machine kinematics and dynamics and does not make any limitation on the
467machine geometry.
468Using an exteroceptive measure to obtain end-effector pose instead of numerical calculation of the forward kinematic
469model results in a conceptually elegant sensor-based control scheme which has numerous benefits compared to forward
470kinematic model-based control. First, it allows for a task space representation for the parallel manipulator dynamics which is
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Fig. 16. Results obtained with the Gough–Stewart robot in Case 2: (c) Cartesian position errors, (d) Cartesian orientation errors.
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471known to be much simpler compared with a joint-space representation. The state feedback control scheme is thus reduced
472to its simplest expression. Second, it would unburden the control loop from the problems associated with numerical methods
473of solving a set of nonlinear or polynomial equations, such as local minima, sensitivity to the initial values, finding only
474one solution, and solutions with imaginary part. Furthermore, the accuracy of the closed-loop performance can be made
475relatively insensitive to modeling errors such as errors on the machine geometric parameters, encoders errors, errors on the
476orthogonality of axis, flexion phenomena of links, clearances and assembly defects due to the large number of links and
477passive joints etc…
478Unlike the analytical methods that are restricted to special types of platforms, vision system is a very safe sensor without
479any contact or physical interaction with the observed scene, so it does not make any restrictions on the geometry, the
480kinematics or the dynamics of the machine. Additionally, a vision system is very flexible in the sense that depending on the
481desired level of accuracy and online computation time, the blobs number can be adjusted accordingly. Finally, the obtained
482results egg on the adoption of vision as a very suitable and promising tool to ensure a precise measure for the end-effector
483Cartesian pose since computer vision is a field of phenomenal improvement in cameras technology and dedicated hardware for
484image processing.
485Future works will first address the experimental validation of the proposed parallel force/vision control on the studied parallel
486robots, then, instead of the position servoing by means of visual sensor achieved here, future research efforts will be devoted to
487extending our approach to an image based visual servoing scheme. The intended scheme consist on regulating the error between
488the current image and a desired image directly in the image plane since this approach (also named 2D visual servoing) is known as
489having some degrees of robustness with respect to noise in the image and camera calibration errors.
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