Abstract—This paper is concerned with the energy shaping of 1D linear boundary controlled port-Hamiltonian systems. The energy-Casimir method is first proposed to deal with power preserving systems. It is shown how to use finite dimensional dynamic boundary controllers and closed-loop structural invariants to partially shape the closed-loop energy function and how such controller finally reduces to a state feedback. When dissipative port-Hamiltonian systems are considered, the Casimir functions do not exist anymore (dissipation obstacle) and the immersion (via a dynamic controller)/reduction (through invariants) method cannot be applied. The main contribution of this paper is to show how to use the same ideas and state functions to shape the closed-loop energy function of dissipative systems through direct state feedback i.e. without relying on a dynamic controller and a reduction step. In both cases the existence of solution and the asymptotic stability (by additional damping injection) of the closed-loop system are proven. The general theory and achievable closed-loop performances are illustrated with the help of a concluding example, the boundary stabilisation of a longitudinal beam vibrations.
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I. INTRODUCTION

It is more than two centuries that partial differential equations (PDEs) are used to model physical systems. However, one of the most recurring assumption is that no external signals are present. In this respect, it is only since the sixties and seventies of the last century that a mathematical theory has been developed in order to cope with boundary control and observation. This fact makes it possible to study practical problems modeled by PDEs, such as controlling the water level in a river, or estimating the temperature distribution in a room. Moreover, by introducing inputs and outputs, the distributed parameter system is no longer a “closed” system since it can be easily interconnected with other (sub-)systems.

From a physical point of view and with the bond-graph modeling formalism [1] in mind, the interaction between different systems can be interpreted as an exchange of energy through a set of well-defined power ports. Port-Hamiltonian systems [2], [3] have been introduced about twenty years ago as the mathematical formalization of bond-graphs to describe lumped parameter physical systems in an unified manner, [4], [5]. The generalization to the infinite dimensional scenario leads to the definition of distributed port-Hamiltonian systems [6]–[9] that have been introduced about one decade ago as a particular case of the more general framework presented e.g. in [10], that deals with closed infinite dimensional Hamiltonian systems, and then extended in [11] (see also the references therein), to open physical systems. Distributed port-Hamiltonian systems have proved to represent a powerful framework for modeling, simulation and control of physical systems described by PDEs.

Most of the current research on the stabilization of distributed port-Hamiltonian systems is about the development of boundary controllers. The simplest way of designing such controllers is to add some dissipation, or to use the passivity properties of the interconnected systems and the total energy as Lyapunov function to prove asymptotic or exponential stability. Inspired by the finite dimensional case, a more sophisticated approach aiming at achieving a certain level of performances in closed-loop consists in shaping the energy function, the stability being ensured by the passivity properties of the controlled system. In current literature (see e.g. [11]–[16]), this task has been accomplished for power preserving systems by considering a dynamic controller and generating a set of closed-loop Casimir functions that relates the state of the infinite dimensional plant to the state of the finite dimensional controller. The shape of the closed-loop energy function is then changed by acting on the Hamiltonian of the controller. From the existence of the closed-loop structural invariants the dynamic controller finally reduces to the end to a state feedback. This procedure is the generalisation of the control by interconnection (energy-Casimir method or immersion/reduction methods) developed for finite dimensional systems, [3], [17]. The strong limitation of such control design method is the dissipation that breaks the structural invariants. This phenomenon is well known as the dissipation obstacle.

This paper focuses on the class of distributed port-Hamiltonian systems defined on real Hilbert spaces studied in [8], [18], where the problem of existence of solutions for the associated system of PDEs, and of the selection of the boundary conditions to have a well-defined boundary control system in the sense of [19] has been solved in case of linear systems with one-dimensional spatial domain. The latest results that combine abstract functional analytical approach with the physical approach of port-Hamiltonian system theory have been collected in [20], in which, among others, simple
matrix conditions for well-posedness and stability are given. With the framework proposed in [8], [20] in mind, in this paper new results dealing with the synthesis of asymptotically stabilising boundary control laws are given.

The starting point is the energy-Casimir method, here investigated in the most general possible case as far as the controller structure is concerned. In this way, the results already presented in literature [11]–[16] can be seen as particular cases of the theory discussed here. In first instance, the geometric properties of the closed-loop system are investigated. General conditions for the existence of Casimir functions are provided, together with a precise characterisation of the class of systems to which the method is applicable. It is well-known, in fact, that with this approach it is not possible to deal with systems that are characterised by equilibria which require an infinite amount of supplied energy in steady state, i.e. with the so-called “dissipation obstacle,” [3], [15], [17], [21]–[23]. Secondly, based on [24]–[27], existence and properties of the closed-loop system solutions are investigated, and a positive answer in case the controller is passive is given. Once the Casimir functions are characterised, it is shown how to use them for control purposes. Indeed, these invariants allow to link the state of the controller to the state of the system, and then to reduce the dynamic contribution of the controller to a boundary state feedback. An appropriate choice of this state feedback through the initial choice of the controller energy function allows to shape, at least in some directions (this point is discussed in the last section of the paper), the closed-loop energy function. Such a control action can be paired, for example, with damping injection without worrying that possible changes in the dissipative structure of the system “destroy” the Casimir functions, thus ensuring, after having proved existence of solution, the asymptotic stability of the closed-loop system.

Inspired by this energy-Casimir method, a new control design method is proposed to avoid the problems associated to the dissipation obstacle. The idea is to keep a boundary state feedback structure without designing it through a dynamic controller nor closed-loop invariants. In this paper, all the boundary state feedback laws that shape the Hamiltonian function in pre-defined directions are characterised, so that simple stability in closed-loop is obtained. To have asymptotic stability, it is then necessary to add damping by means of a further control loop. This is the same concept adopted in finite dimensions in case of stabilisation with state modulated sources [17], or with the more general IDA-PBC control technique, [28]. These considerations lead to the last main contribution of this paper. It is shown that if it is possible, via damping injection, to impose full boundary dissipation to the closed-loop port-Hamiltonian systems with shaped Hamiltonian, then the desired equilibrium is asymptotically stable.

It is now important to understand how to frame this work in the more general topic “control of distributed parameter systems.” First of all, there are several sub-classes of infinite-dimensional systems. In the general operator-theoretic approach [19] the use of energy is most times hidden, although the co-located feedback is based on it. Therefore, our approach is more related to the second main subclass of infinite-dimensional systems, namely working with the PDE directly, [29]. In this class, the use of energy is very common. However, in this paper, there is no reference to a specific PDE, but to a class of PDEs that encompasses models e.g. of flexible beams, waves and reaction diffusion processes, in 1D but also 2D or 3D when there are symmetries that can be exploited to obtain a simplified 1D model, and that forms a sub-class of port-Hamiltonian systems. Furthermore, the idea is not to stabilise the system around the origin (the lowest point of the energy), but around another point with modified closed-loop performances associated to a modified shape of the closed-loop system. Combined with the analytic proof that this is possible, to the best of our knowledge this has not been studied before neither in the operator approach, nor in the PDE approach.

The paper is organized as follows. In Section II, the class of linear, distributed, port-Hamiltonian systems under investigation is briefly presented. In Section III, the geometric properties of the energy-Casimir method are discussed. Section IV is devoted to the main control synthesis methodology that is based on passivity-based considerations. How to achieve asymptotic stability via damping injection is then discussed in Section V. Finally, in Section VI, the general methodology is illustrated with the help of an example, namely the PDE that describes the longitudinal vibration of a beam. Conclusions and a discussion about possible future research activities are reported in Section VII.

II. BACKGROUND

In this paper, we refer to the class of linear distributed port-Hamiltonian systems defined on real Hilbert spaces that have been studied in [8], [20], [27], [30], i.e. to systems described by the PDE

\[
\frac{\partial x}{\partial t}(t, z) = P_1 \frac{\partial}{\partial z} (L(z)x(t, z)) + (P_0 - G_0)L(z)x(t, z) \quad (1)
\]

with \( x \in \mathbb{R}^n \), and \( z \in [a, b] \). Moreover, \( P_1 = P_1^T \) and invertible, \( P_0 = -P_0^T \), \( G_0 = G_0^T \geq 0 \), and \( L(\cdot) \) is a bounded and Lipschitz continuous matrix-valued function such that \( L(z) = L^T(z) \) and \( L(z) \geq kI \) with \( k > 0 \), for all \( z \in [a, b] \). For the sake of clearness, \( (Lx)(t, z) : = L(z)x(t, z) \). We say that the symmetric matrix \( M \) is positive definite, in short \( M > 0 \), if all its eigenvalues are positive, and positive semi-definite, in short \( M \geq 0 \), if its eigenvalues are non-negative. The state space is \( X = L^2(a, b; \mathbb{R}^n) \), and is endowed with the inner product \( \langle x_1 \mid x_2 \rangle_L = \langle x_1 \mid Lx_2 \rangle \) and norm \( \|x\|_L^2 = \langle x \mid x \rangle_L \), where \( \langle \cdot \mid \cdot \rangle \) denotes the natural \( L^2 \)-inner product. The selection of this space for the state variable is motivated by the fact that \( \|\cdot\|_L^2 \) is strongly linked to the energy function of (1). As a consequence, \( X \) is also called the space of energy variables, and \( Lx \) denote the co-energy variables. This class is quite general and includes models of flexible structures, traveling waves [7], [9], [13], heat exchangers, and linearised models of bio or chemical reactors among others, [31].

Remark 2.1: Note that \( L(\cdot) \) may be \( L^\infty \), i.e. a bounded measurable matrix-valued function. Lipschitz continuity is only needed in the proof of Theorem 5.3.
The PDE (1) can be also written as \( \dot{x} = Jx \), where \( J \) is the linear operator defined as \( Jx := P_1 \frac{\partial}{\partial z}(Lx) + (P_0 - G_0)Lx \), with domain \( D(J) = \{ Lx \in H^1(a, b; \mathbb{R}^n) \} \). Here \( H^1(a, b; \mathbb{R}^n) \) denotes the Sobolev space of order one.

To have a distributed port-Hamiltonian system, the PDE (1) has to be completed by a set of boundary port variables. More precisely, for \( Lx \in H^1(a, b; \mathbb{R}^n) \), the boundary port variables associated to (1) are the vectors \( f_\theta, e_\theta \in \mathbb{R}^n \) defined by

\[
\begin{pmatrix}
  f_\theta \\
  e_\theta
\end{pmatrix} = \begin{pmatrix} P_1 & -P_1 \\ I & I \end{pmatrix} \begin{pmatrix} Lx(b) \\
  Lx(a) \end{pmatrix}.
\]

(2)

The boundary port variables are a linear combination of the restriction of the co-energy variables to the boundary, and integration by parts shows that \( \frac{1}{2} \frac{d}{dt} \| x(t) \|^2_Z = \dot{e}_\theta^T(t)f_\theta(t) \).

The problem of determining the “right” boundary inputs and outputs for (1) has to be completed by a set of boundary port variables. More precisely, for \( \text{a,b} \), there has to be selected in such a way that \( H(L_a, L_b) \) is a self-adjoint operator. Thus, let \( \Sigma \in \mathbb{R}^{n \times n} \) be a real matrix. With this further condition satisfied:

\[
\| x(t) \|^2_{L^2} \leq \frac{1}{2} \| u(t) \|^2_{H^1} + \frac{1}{2} \| x(t) \|^2_{C^1},
\]

(5)

In this case the energy-balance (5) reduces to

\[
\frac{1}{2} \frac{d}{dt} \| x(t) \|^2_Z \leq y^T(t)u(t).
\]

(7)

In Sections IV and V, the design of a state-feedback law for the PDE (1) that leads to a closed-loop system in port-Hamiltonian form which is asymptotically stable is discussed. However, preliminary problems are to understand if the linear system of coupled PDEs and ODEs associated to the closed-loop system has a unique solution, and if it is a well-defined boundary control system. In this respect, let us consider a linear control system in port-Hamiltonian form, whose most general formulation is [32]

\[
\begin{align*}
\dot{x}_C &= (J_C - R_C)Q_Cx_C + (G_C - P_C)u_C \\
y_C &= (G_C + P_C)^TQ_Cx_C + (M_C + S_C)u_C
\end{align*}
\]

(8)

where \( x_C \in \mathbb{R}^{nc} \) and \( u_C \in \mathbb{R}^n \), while \( J_C = -J_C \), \( M_C = -M_C^T \), \( R_C = R_C^T \), and \( S_C = S_C^T \), with further condition satisfied:

\[
\begin{pmatrix} R_C & P_C \\ P_C^T & S_C \end{pmatrix} \succeq 0.
\]

(9)

Finally, assume that \( Q_C = Q_C^T > 0 \), so that (8) is a passive linear system. For the sake of compactness, this system can be easily written in standard \( (A_C, B_C, C_C, D_C) \) form, being

\[
\begin{align*}
A_C &= (J_C - R_C)Q_C \\
B_C &= G_C - P_C \\
C_C &= (G_C + P_C)^TQ_C \\
D_C &= M_C + S_C
\end{align*}
\]

(10)

The control system (8) is inter-connected to the boundary of (1) in a power-conserving way through the input \( u \) and the output \( y \) defined in (3) and (4) under the assumptions (6) as

\[
\begin{pmatrix} u \\ y \end{pmatrix} = \begin{pmatrix} 0 & -I \\ I & 0 \end{pmatrix} \begin{pmatrix} u_C \\ y_C \end{pmatrix} + \begin{pmatrix} u' \\ 0 \end{pmatrix},
\]

(11)

where \( u' \in \mathbb{R}^n \) is an additional control input. This is the standard feedback interconnection. The closed-loop system is characterized by the total Hamiltonian

\[
H_{cl}(x(t), x_C(t)) = \frac{1}{2} \| x(t) \|^2_{L^2} + \frac{1}{2} x_C(t)Q_Cx_C(t)
\]

(12)

and can be compactly written as

\[
\begin{pmatrix} \dot{\xi} \\ u' \end{pmatrix} = J cl \xi
\]

(13)

where

\[
\xi = \begin{pmatrix} x \\ x_C \end{pmatrix} \in Z := X \times \mathbb{R}^{nc}
\]

is the state variable of the closed-loop system and \( J_{cl} : D(J_{cl}) \subset Z \to Z \) is the following linear operator

\[
J_{cl} \xi := \begin{pmatrix} J \\ B_C \end{pmatrix} \begin{pmatrix} 0 \\ A_C \end{pmatrix} x_C
\]

(14)

with domain

\[
D(J_{cl}) = D(J) \times \mathbb{R}^{nc}.
\]

(15)

\( Z \) is endowed with the inner product defined as

\[
\langle \xi_1, \xi_2 \rangle_Z = \langle x_1, x_2 \rangle_L + x_{C,1}^TQ_Cx_{C,2}
\]
which means that \( H_{cl}(\zeta) = \frac{1}{2} \| \zeta \|_Z^2 \). Some fundamental properties associated to the PDEs and ODEs describing the closed-loop dynamics are presented in the next proposition.

**Proposition 2.2:** Consider the port-Hamiltonian system resulting from the power-conserving interconnection (11) of (1) and (8), which results in (13). Then, (13) with \( \mathcal{J}_d \) defined in (14) with domain (15) is a boundary control system. Moreover, the operator \( \mathcal{J}_d \) given by

\[
\mathcal{J}_d \zeta := \begin{pmatrix} \mathcal{J} & 0 \\ B_C C & A_C \end{pmatrix} \begin{pmatrix} x \\ x_C \end{pmatrix}
\]

with domain

\[
D(\mathcal{J}_d) = \left\{ \begin{pmatrix} x \\ x_C \end{pmatrix} \in Z \mid x \in D(\mathcal{J}), \text{ and } B' \begin{pmatrix} x \\ x_C \end{pmatrix} = 0 \right\}
\]

with \( B' \) defined in (13) generates a contraction semigroup.

**Proof:** The proof can be found in [26].

### III. STRUCTURAL INVARIANTS OF BOUNDARY CONTROLLED SYSTEMS

Proposition 2.2 shows that the power conserving interconnection (11) of the distributed port-Hamiltonian system (1) with the passive port-Hamiltonian controller (8) results in a port-Hamiltonian system, the *closed-loop system*, characterized by the Hamiltonian (12) which is the sum of the Hamiltonian functions of (1) and (8). To use this closed-loop Hamiltonian as Lyapunov function, one has first to guarantee that this function has a minimum at the desired equilibrium with a proper choice of \( H_C \). The choice of \( H_C \) also allows to change the shape (at least in some directions) of the closed-loop energy function, and thus the closed-loop performances. As in the finite dimensional case [3], [17], if it is possible to find structural invariants (i.e., that do not depend on the Hamiltonian) named Casimir functions of the form \( C(x, x_C) = x_C - F(x) \), with \( F(x) \) some smooth well defined functional of \( x \), then on every invariant manifold defined by \( x_C - F(x) = \kappa \), with \( \kappa \) a real constant relating the initial state of the system to the initial state of the controller, the closed-loop Hamiltonian (12) may be written as \( H_{cl}(x) = H(x) + H_C(F(x) + \kappa) \), with \( H(x) = \frac{1}{2} \| x \|_Z^2 \).

Hence, the closed-loop Hamiltonian \( H_{cl}(x) \) depends on the state variable of (1) only. Its minimum and its shape, defining the closed-loop equilibrium and the closed-loop performances, can be assigned by an appropriate choice of \( H_C \).

**Definition 3.1 (Casimir function):** Consider the boundary control system defined in Proposition 2.2 with \( u' = 0 \) in (11). A function \( C : \mathbb{R}^{nC} \rightarrow \mathbb{R} \) is a Casimir function if \( \dot{C} = 0 \) along the (classical) solutions for every possible choice of \( L(\cdot) \) and \( Q(\cdot) \), [3], [13], [21].

Due to the fact that the geometric structure (namely, the Dirac structure) associated to the boundary control system introduced in Proposition 2.2 is linear, the Casimir functions are linear (see e.g. [22]). Consequently, as in [26], [33], [34], we look for Casimir functions in the form

\[
C(x(t), x_C(t)) = \Gamma^T x_C(t) + \int_a^b \Psi^T(z) x(t, z) \, dz
\]

with \( \Gamma \in \mathbb{R}^{nC} \) and \( \Psi \in L^2(a, b; \mathbb{R}^n) \). Note that they are not (yet) in the form assumed above.

**Proposition 3.1:** Consider the boundary control system introduced in Proposition 2.2 with \( u' = 0 \) in (11). Then, (16) is a Casimir function for this system if and only if \( \Psi \in H^1(a, b; \mathbb{R}^n) \),

\[
P_1 \frac{d\Psi}{dz}(z) + (P_0 + G_0) \Psi(z) = 0
\]

\[
(J_C + R_C) \hat{\Gamma} + (G_C + P_C) \tilde{W} \begin{pmatrix} \Psi(b) \\ \Psi(a) \end{pmatrix} = 0
\]

\[
(G_C - P_C) \hat{\Gamma} + \left[ W + (M_C - S_C) \tilde{W} \right] R \begin{pmatrix} \Psi(b) \\ \Psi(a) \end{pmatrix} = 0
\]

**Proof:** The proof of [26], for the case \( R_C = P_C = M_C = 0 \), can be easily adjusted to show the above proposition. However, in Appendix A we present a simpler and more elegant one.

It is worth noting that Casimir functions are also discussed in [10] for Hamiltonian systems, and there called “distinguishing functionals.” They are employed in the stabilisation by port-interconnection in [11], where a finite dimensional Hamiltonian control system is interconnected to the boundary of an infinite dimensional Hamiltonian plant, and similar results to the ones in Proposition 3.1 are obtained.

**Proposition 3.2:** Assume that it is possible to find \( n_C \) Casimir functions, i.e., it is possible to relate all the state variables of the controller with the states of the plant, and denote by \( \hat{\Gamma} = (\Gamma_1 \cdots \Gamma_{n_C}) \) and \( \Psi = (\Psi_1 \cdots \Psi_{n_C}) \) the \( n_C \times n_C \) matrices built from the vectors and vector valued functions that appear in the Casimir (16). Moreover, assume that the \( \Psi_i \) are independent solutions of (17). Then, the following conditions are satisfied:

\[
G_0 \hat{\Psi}(z) = 0
\]

\[
\begin{pmatrix} R_C & P_C \\ S_C & T_C \end{pmatrix} \begin{pmatrix} \hat{\Gamma} \\ \tilde{W} \begin{pmatrix} \Psi(b) \\ \Psi(a) \end{pmatrix} \end{pmatrix} = 0.
\]

**Proof:** The proof is reported in Appendix B.

Propositions 3.1 and 3.2 summarise the conditions for the existence of the Casimir invariants in closed-loop. Relations (20) and (21) impose conditions on the parameters in the Casimir when there is dissipation in the system. This is called the dissipation obstacle. For instance, when \( G_0 \) is invertible, i.e., there is strong dissipation in the PDE, (20) implies that \( \hat{\Psi} \) must be zero, and so we cannot find any Casimir function of the form (16). Hence our control design procedure fails. See also [3], [17] for the finite-dimensional case.

### IV. BOUNDARY CONTROL BY ENERGY-SHAPING

The aim of this section is to present a boundary control law able to shape the Hamiltonian and move the minimum to the desired equilibrium state. The synthesis technique discussed here allows to overcome the main limitation of the energy-Casimir method, namely the dissipation obstacle, that imposes strong constraints on the amount of damping that can be added in the system, damping that is fundamental to achieve asymptotic or exponential stability in closed-loop. Before
presenting the main result of this section, it is important to investigate what is the effect of the control system \( \delta H_d \) developed according to the energy-Casimir method on the distributed parameter system (1).

The link between the state of the controller \( x_C \) and the state of the plant \( x \) appears through the Casimir functions (16). Indeed, under the hypothesis of Proposition 3.2 and if \( \Gamma \) is invertible, since each Casimir function is constant along the system trajectories, we have that

\[
x_C(t) = -\hat{\Gamma}^{-T} \int_0^t \hat{\Psi}^T(z)x(t, z) \, dz + \kappa
\]

with \( \kappa \in \mathbb{R}^{nC} \) a constant that depends on the initial conditions only. If we assume that the controller initial state is selected in such a way that \( \kappa = 0 \), it is possible to verify that the closed-loop dynamics are given by the boundary control system:

\[
\frac{dx}{dt}(t, z) = P_1 \frac{\partial}{\partial z} \frac{\delta H_d}{\delta x}(x(t))(z) + (P_0 - G_0) \frac{\delta H_d}{\delta x}(x(t))(z)
\]

\[
u'(t) = W'R \left( \left( \frac{\delta H_d}{\delta x}(x(t))(b) \right) \left( \frac{\delta H_d}{\delta x}(x(t))(a) \right) \right)
\]

(23)

in which \( \delta \) denotes the functional derivative (Fréchet derivative, in the language of functional analysis) [7], [9], [10], while

\[
H_d(x(t)) = \frac{1}{2} \|x(t)\|^2_L + \frac{1}{2} \left( \int_a^b \hat{\Psi}^T(z)x(t, z) \, dz \right)^T \hat{\Gamma}^{-1} Q_C \hat{\Gamma}^{-T} \int_a^b \hat{\Psi}^T(z)x(t, z) \, dz
\]

(24)

and \( W' \) is a \( n \times 2n \) full rank, real matrix such that \( W'SW'^T \geq 0 \).

The fact that the closed-loop energy as function of the \( x \) coordinates is given by (24) is an immediate consequence of (12) and (22) if \( \kappa = 0 \). Moreover, the PDE that describes the closed-loop dynamics in the following (23) from (22) and

\[
\frac{\delta H_d}{\delta x}(z) = (Lx)(z) + \hat{\Psi}(z)\hat{\Gamma}^{-1}Q_C\hat{\Gamma}^{-T}\int_a^b \hat{\Psi}(z)x(t, z) \, dz
\]

and because from (17) and (20) we have that

\[
0 = P_1 \frac{d\hat{\Psi}}{dz}(z) + (P_0 + G_0)\hat{\Psi}(z) - 2G_0\hat{\Psi}(z)
\]

\[
= P_1 \frac{d\hat{\Psi}}{dz}(z) + (P_0 - G_0)\hat{\Psi}(z)
\]

with the integral term that appears in the previous expression of \( \frac{\delta H_d}{\delta x} \) that is not a function of \( z \). Finally, with simple calculations it is possible to prove that \( W'T = W + (M_C + S_C)\hat{W} \), which from (6) and (9) implies that \( W'SW'^T = 2S_C \geq 0 \).

The effect of the controller (8) is then to shape the open-loop Hamiltonian \( \frac{1}{2} \|x(t)\|^2_L \) into the desired one (24), as expected, and this property is strictly related to the presence of Casimir functions in closed-loop that establish the algebraic relation (22) between state of the controller and of the plant. The same result can be equivalently achieved by writing the control action, i.e. the output \( u_C \) of (8), in state-feedback form by defining \( x_C \) as in (22), with \( \kappa = 0 \). With such control action, the closed-loop system evolves according to (23), i.e. with the shaped Hamiltonian. Proposition 2.2 assures that also when the boundary control action is in standard state feedback form, the closed-loop system is well-posed. Furthermore, it is possible to act on the auxiliary input \( u' \) e.g. to add damping without losing the stability properties obtained in the inner loop.

Similarly to the finite dimensional case, the main contribution of this section is to use state feedback to avoid the intrinsic drawbacks of the energy-Casimir method in presence of the dissipation obstacle. In the following proposition, it is shown how to design a boundary state feedback control that is able to map the open-loop dynamics (1) into the target system given in (23).

**Proposition 4.1 (Energy-shaping):** Consider the system (1) with boundary control given by (3). Denote by \( H(x) = \frac{1}{2} \|x\|^2_L \) its Hamiltonian function. Then, the feedback law \( u = \beta(x) + u' \), with \( u' \) an auxiliary boundary input, maps (1), (3) into the target dynamical system

\[
\frac{dx}{dt}(t, z) = P_1 \frac{\partial}{\partial z} \frac{\delta H_d}{\delta x}(x(t))(z) + (P_0 - G_0) \frac{\delta H_d}{\delta x}(x(t))(z)
\]

\[
u'(t) = W'R \left( \left( \frac{\delta H_d}{\delta x}(x(t))(b) \right) \left( \frac{\delta H_d}{\delta x}(x(t))(a) \right) \right)
\]

(25)

with \( H_d(x) = H(x) + H_a(x) \), provided that

\[
P_1 \frac{\partial}{\partial z} \frac{\delta H_a}{\delta x}(x) + (P_0 - G_0) \frac{\delta H_a}{\delta x}(x) = 0
\]

(26)

\[
\beta(x) + WR \left( \left( \frac{\delta H_d}{\delta x}(x)(b) \right) \left( \frac{\delta H_d}{\delta x}(x)(a) \right) \right) = 0.
\]

(27)

**Proof:** The proof is immediate by comparison of initial and target dynamics. For a geometric interpretation of this result in the distributed parameter scenario, we refer to [22].

**Remark 4.1:** Equation (26) provides all the possible functions \( H_a \) that can be employed in the energy-shaping procedure, while (27) gives the associated boundary control action. Furthermore, from (26) it is clear that \( \frac{\delta H_a}{\delta x} \) is related to the equilibrium states of (1). More precisely, the function \( x(t, z) := x_s(z) \) is an equilibrium state of (1) if and only if \( x_s := L^{-1}\frac{\delta H_a}{\delta x}(x_s) \), with \( H_a \) such that (26) holds.

Once \( H_a \) is defined, by Theorem 2.1 a natural choice for the output is

\[
y'(t) = WR \left( \left( \frac{\delta H_a}{\delta x}(x(t))(b) \right) \left( \frac{\delta H_a}{\delta x}(x(t))(a) \right) \right)
\]

(28)

which implies that \( \frac{d}{dt}H_d(x(t)) \leq y^T(t)u'(t) \). Such new boundary port \( (u', y') \) has now to be terminated over a dissipative element to obtain asymptotic stability of the equilibrium, or just to improve the convergence rate:

\[
u'(t) = -\Xi y'(t), \quad \Xi = \Xi^T \geq 0.
\]

(29)

This will be shown in Theorem 5.3.

By the previous remarks it is clear that the additional Hamiltonian \( H_a \) is constructed in such a way that \( L^{-1}\frac{\delta H_a}{\delta x}(x) \) are equilibrium states of (1). Furthermore, since the system has to reach a non-zero state, \( H_a \) is chosen with a global minimum in this non-zero state. In the following lemma, a construction
for $H_a$ which achieves this is illustrated. Since, in this paper, the linear case is treated, the focus is on quadratic Hamiltonian functions.

**Lemma 4.2:** Let $\Phi_i \in H^1(a, b; \mathbb{R}^n)$, $i = 1, \ldots, n$ be independent solutions of

$$P_i \frac{d\Phi_i}{dz}(z) + (P_0 - G_0)\Phi_i(z) = 0,$$

and define $\hat{\Phi}(z) = (\Phi_1(z), \ldots, \Phi_n(z))$. Furthermore, let $x_*$ be an equilibrium state of (1), i.e., $L_{x_*} \in H^1(a, b; \mathbb{R}^n)$ and

$$P_1 \frac{d(L_{x_*})}{dz}(z) + (P_0 - G_0)(L_{x_*})(z) = 0.$$  

Then

$$H_a(x) = \frac{1}{2} \left[ \int_a^b \hat{\Phi}^T (x - x_*) \, dz \right]^T \times Q_a \left[ \int_a^b \hat{\Phi}^T (x - x_*) \, dz \right] - \int_a^b x_*^T L x \, dz + \kappa,$$

with $Q_a = Q_a^T > 0$ and $\kappa \in \mathbb{R}$ some constant, satisfies (26) and $H_d = H + H_a$ has a global minimum in $x_*$. **Proof:** From (32) we have

$$\frac{\delta H_a}{\delta x}(x) = \hat{\Phi} Q_a \left[ \int_a^b \hat{\Phi}^T (x - x_*) \, dz \right] - L_{x_*}$$

and so by the definition of $\hat{\Phi}$ and $x_*$, (26) is satisfied. Furthermore, since $H(x) - \int_a^b x_*^T L x \, dz$ equals $H(x - x_*) - H(x_*)$ the last assertion follows.

**V. ASYMPTOTIC STABILITY ANALYSIS**

The aim of this section is now to show that damping injection (29) with $H_d = H + H_a$ given by (32) asymptotically stabilises (1) in the equilibrium $x_*$. We begin by studying the closed-loop system (25), (28) with (29). Before doing so, we introduce some notation. We define the bounded linear operator $K_{\hat{\phi}} : X \to \mathbb{R}^n$ as

$$K_{\hat{\phi}} x = \int_a^b \hat{\phi}^T (z) x(z) \, dz,$$

and $L_d$ as

$$L_d = L + K_{\hat{\phi}} Q_a K_{\hat{\phi}},$$

where $K_{\hat{\phi}}^* : \mathbb{R}^n \to X$ is the adjoint operator of $K_{\hat{\phi}}$. Clearly, $K_{\hat{\phi}}^* = \hat{\phi}$, and $L_d$ is a bounded, coercive operator on $L^2(a, b; \mathbb{R}^n)$. Furthermore, $H_a$ being given by (32) we find

$$H_d(x) = \frac{1}{2} \langle (x - x_*) \mid L_d (x - x_*) \rangle_{L^2} + H_d(x_*)$$

**Proposition 5.1:** The closed-loop system (25), (28) with (29) in which $H_a$ is defined by (32) admits a unique solution. Furthermore, the mapping from the initial error state at time $t = 0$, $x_0 - x_*$ to the error state at time $t$, $x(t) - x_*$ defines a contraction semigroup in the norm $\frac{1}{2} \langle (x - x_*) \mid L_d (x - x_*) \rangle_{L^2}$.

**Proof:** We begin by defining $\tilde{x}$ as $x - x_*$, then by (35) we have that $\frac{\partial H_d}{\partial x}(x) = L_d \tilde{x}$. Since $x_*$ is independent of $t,$ we see that the closed-loop system (25), (28) with (29) can be written as

$$\frac{\partial \tilde{x}}{\partial t}(t, z) = P_1 \frac{\partial(L_d \tilde{x})}{\partial z}(t, z) + (P_0 - G_0)(L_d \tilde{x})(t, z),$$

and then from Lemma 5.4 in [8] it follows that the semigroup associated to (36) is a contraction semigroup with respect to the norm $\frac{1}{2} \langle (x - x_*) \mid L_d (x - x_*) \rangle_{L^2}$. Furthermore, since $\tilde{x}$ and $x$ only differ by $x_*$ is clear that the closed-loop system (25), (28) with (29) admits a unique mild solution for all initial conditions.

**Proposition 5.2:** The operator $J_d$ defined as

$$J_d x := P_1 \frac{\partial(L_d x)}{\partial z} + (P_0 - G_0)(L_d x)$$

with domain

$$D(J_d) = \left\{ x \in L^2(a, b; \mathbb{C}^n) \mid L_d x \in H^1(a, b; \mathbb{C}^n) \right\},$$

and $0 = \left[ W + \Xi \tilde{W} \right] \left\{ (L_d x)(b) \right\}$ is the infinitesimal generator of a contraction semigroup and has a compact resolvent.

**Proof:** From [8, Lemma 5.4], of which Theorem 2.1 is a particular case, it follows that $J_d$ generates a contraction semigroup since $L_d$ is a bounded, coercive operator on $L^2(a, b; \mathbb{R}^n)$. The compactness of the resolvent is derived from [25, Theorem 2.28, pg. 50] because, as before, $L_d$ is a bounded and coercive operator.

The main result is an application of the Arendt-Batty-Lyubich-Vu Theorem, see e.g. [29, Theorem 3.26, p. 130].

**Theorem 5.3 (Asymptotic stability):** Consider the linear, infinite dimensional, port-Hamiltonian system (1) and the equilibrium state $x_*$ satisfying (31). Then, the control action $u = \beta(x) + u'$ with $\beta$ defined in (27), $H_a$ chosen as in (32), and with $u'$ defined in (29) with $\Xi > 0$, makes $x_*$ asymptotically stable.

**Proof:** Using the previous notation, it is clear that the assertion in the theorem is equivalent to the assertion that the origin is asymptotically stable for the PDE (36). To this PDE, we associate the infinitesimal generator $J_d$ defined by (37) and with domain (38). Since $J_d$ has compact resolvent and generates a contraction semigroup, the semigroup is asymptotically stable if and only if there are no eigenvalues on the imaginary axis, see [29, Theorem 3.26]. In this respect, assume that $\omega$ is an eigenvalue, i.e., there exists a non-zero $x \in D(J_d)$ such that

$$\omega x = J_d x.$$
Using the definition of $J_d$ and integration by parts, we see that
\[
0 = \text{Re} \left( \langle Ldx | \omega x \rangle \right) = \frac{1}{2} \langle Ldx \rangle^* (b) P_1 \langle Ldx \rangle (a) - \langle Ldx \rangle | G_0 Ldx \rangle,
\]
where we have introduced
\[
u' = WR \left( \frac{Ldx}{\langle Ldx \rangle (a)} \right) y' = WR \left( \frac{Ldx}{\langle Ldx \rangle (a)} \right) y
\]
and used (6). Hence the boundary condition gives
\[
0 = \langle \nu' \rangle \Xi y' \langle Ldx \rangle | G_0 Ldx \rangle. \tag{40}
\]
Since $\Xi > 0$ we see that $y' = 0$ and thus $u' = 0$. Furthermore,
\[
G_0 Ldx = 0. \tag{41}
\]
Using the fact that $\langle W \rangle$ is invertible, $y' = u' = 0$ implies that $\langle Ldx \rangle (a) = \langle Ldx \rangle (b) = 0$. Let now consider two cases:

- If $\omega = 0$, then (39) and (41) imply that the function $q := \langle Ldx \rangle$ satisfies the first order ordinary differential equation $P_1 \frac{q}{b} + P_0 q = 0$. However, since $q(b) = q(a) = 0$ this is only possible when $q = 0$. Thus zero is not an eigenvalue.
- For $\omega \neq 0$, we introduce $\xi = \int_a^b \hat{\Phi}^T (z) x (z) dz$. We have that
\[
\langle \xi \rangle = \int_a^b \hat{\Phi}^T(x) x (z) dz = \int_a^b \hat{\Phi}^T(z) (J_d)(z) dz = \hat{\Phi}^T(b) P_1 \langle Ldx \rangle (b) - \hat{\Phi}^T(a) P_1 \langle Ldx \rangle (a),
\]
where we have used integration by parts (30) and (41). Since $\langle Ldx \rangle (a) = \langle Ldx \rangle (b) = 0$, we have proved that $\xi = 0$. Combining this with equation (33) and (34) we see that
\[
Ldx = Lx + K_a Q_a \xi = Lx.
\]
Using this and the definition of $J_d$, we have that $x$ satisfies the first order ordinary differential equation
\[
\langle \dot{x} \rangle = P_1 \frac{\partial (Lx)}{\partial z} + P_0 (Lx).
\]
Since $L$ is Lipschitz continuous, bounded from above and away from zero, so is its inverse. Due to the Cauchy–Lipschitz theorem on existence and uniqueness of solutions to ordinary differential equations with given initial conditions, and combining this fact with $\langle Ldx \rangle (a) = \langle Ldx \rangle (a) = 0$, we conclude that $x = 0$. Hence there are no eigenvalues on the imaginary axis and the closed-loop error system is asymptotically stable.

Remark 5.1: In (32) it is assumed that the functions $\Phi_i$ solutions of (30) are such that
\[
0 = WR \left( \phi (b) \phi (a) \right), \quad i = 1, \ldots, n
\]
then the energy-shaping state feedback law $\beta$ defined in (27) reduces to a constant, namely
\[
\beta(x) = WR \left( \phi (b) \phi (a) \right),
\]
which are the boundary conditions associated to the equilibrium $(Lx)$. Then, the effect of the damping injection contribution (29) is to dissipate the total energy until the new minimum is reached. A simple application of [30] shows that the equilibrium is uniformly exponentially stable. Since there are no constraints on the boundary conditions on the function $\Phi_i$ solution of (30), a parametrisation of all the possible energy-shaping control actions is provided in the linear case. Different choices lead to different performances in closed-loop.

Remark 5.2: With the methodology discussed in the previous section in mind, provided that $H_C(x) \equiv H_a(x)$ and $H_C(x) \equiv H_d(x)$, we see that the control by interconnection and energy shaping via Casimir generation is a particular case of this one. In fact, since the Casimir functions have to satisfy (17) and (20), it is immediate that
\[
P_i \frac{\partial \Psi}{\partial z} (z) + (P_0 - G_0) \Psi (z) = 0
\]
and that
\[
\frac{\delta H_C}{\delta x} (x,t,z) = \Psi (z) \frac{\partial H_C}{\partial x} \bigg|_{x_C = \int_a^b \Psi (z)} dt dz
\]
Furthermore, condition (27) is a consequence of the definition of $u'$ in (23). In addition, if for simplicity the finite dimensional boundary controller (8) is chosen without the feedthrough term, i.e. if $M_C = S_C = 0$, then in the second relation in (23) we have that $W' = W$. Since $u = \beta(x) + u'$, from (3) we have that
\[
\beta(x) = u - u' = WR \left( \frac{\delta H_C}{\delta x} (x) \right) (b) \left( \frac{\delta H_C}{\delta x} (x) \right) (a)
\]
which is exactly (27). Equivalently, we can say that in the lossless case for any energy shaping control action $\beta(x)$ it is possible to determine a control system (8) that is able, if properly initialised, to generate the control action $\beta(x)$ itself.

VI. Example: The longitudinal vibration of a beam

A. Port Hamiltonian modelling

In this section we consider the example of a bar of size $L$ subject to longitudinal (axial) vibration. The beam motion results from an extension/compression deformation along its longitudinal direction $z \in [0, L]$. In the following, we shall denote the section of the beam by $S(z)$, the longitudinal displacement of a section of the beam from the unstressed configuration by $\varphi(t,z)$, and its velocity by $v = \frac{\partial \varphi}{\partial t}(t,z)$. In case of longitudinal motion, the deformation of the beam $\varepsilon(t,z)$ is related to the displacement by:
\[
\varepsilon(t,z) = \frac{\partial \varphi}{\partial z}(t,z) \tag{42}
\]
The material’s deformation behaviour is considered to be linear (Hooke’s law), which means that the axial deformation \( \varepsilon(t, z) \) through the Young elasticity modulus \( E \), i.e. \( \sigma(t, z) = E \varepsilon(t, z) \). Applying the second Newton’s law to an infinitesimal piece of beam (taking internal friction into account) leads to the PDE equation:

\[
\rho S(z) \frac{\partial^2 \varphi}{\partial t^2} (t, z) = \frac{\partial}{\partial z} \left[ ES(z) \frac{\partial \varphi}{\partial z} (t, z) \right] - D \frac{\partial \varphi}{\partial t} (t, z)
\]

where \( \rho \) is the mass density, and \( D \geq 0 \) is the internal friction coefficient. By considering as energy variables the deformation \( \varepsilon(t, z) \) and the linear momentum density \( p(t, z) = \rho S(z)v(t, z) \), the total energy of the system can be written as the sum of the kinetic energy and the potential energy of the elastic deformation, i.e.:

\[
H(p(t, z), \varepsilon(t, z)) = \frac{1}{2} \int_0^L \left[ \frac{p^2(t, z)}{\rho S(z)} + ES(z)\varepsilon^2(t, z) \right] dz
\]

leading to the definition of the co-energy variables

\[
\sigma_S(t, z) = \frac{\delta H}{\delta \varepsilon}(\varepsilon(t, z)) = ES(z)\varepsilon(t, z) = S(z)\sigma(t, z)
\]

\[
v(t, z) = \frac{\delta H}{\delta p}(p(t, z)) = \frac{p(t, z)}{\rho S(z)} = \frac{\partial \varphi}{\partial t} (t, z)
\]

which are the elastic force acting on the cross-section, and its velocity, respectively. The port-Hamiltonian formulation of the system is then

\[
\frac{\partial}{\partial t} \begin{pmatrix} \varepsilon(t, z) \\ p(t, z) \end{pmatrix} = \begin{pmatrix} 0 & \frac{\partial}{\partial z} \\ \frac{\partial}{\partial z} & -D \end{pmatrix} \begin{pmatrix} ES(z) & 0 \\ 0 & \frac{1}{{\rho S(z)}} \end{pmatrix} \begin{pmatrix} \varepsilon(t, z) \\ p(t, z) \end{pmatrix}
\]

which is in the form (1), with \( P_0 = 0 \), and

\[
P_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad G_0 = \begin{pmatrix} 0 & 0 \\ 0 & D \end{pmatrix},
\]

\[
\mathcal{L}(z) = \begin{pmatrix} ES(z) & 0 \\ 0 & \frac{1}{{\rho S(z)}} \end{pmatrix}.
\]

The boundary port variables (2) are

\[
\begin{pmatrix} f_a \\ e_a \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} v(L) - v(0) \\ \sigma_S(L) - \sigma_S(0) \\ \sigma_S(L) + \sigma_S(0) \\ v(L) + v(0) \end{pmatrix}.
\]

The boundary input and output are selected as

\[
u(t) = \begin{pmatrix} v(t, 0) \\ \sigma_S(t, L) \end{pmatrix}, \quad y(t) = \begin{pmatrix} -\sigma_S(t, 0) \\ v(t, L) \end{pmatrix},
\]

which can be derived from (3) and (4) thanks to the following choice for \( W \) and \( \tilde{W} \):

\[
W = \frac{1}{\sqrt{2}} \begin{pmatrix} -1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 \end{pmatrix}, \quad \tilde{W} = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & -1 & 0 \\ 1 & 0 & 0 & 1 \end{pmatrix}.
\]

The energy balance associated to this choice of input and output is then given by:

\[
\frac{dH}{dt}(t) = -\int_0^L Dv^2(t, z) \, dz + y^T(t)u(t) \leq y^T(t)u(t).
\]

### B. Lossless case

At first, we assume that \( D = 0 \), and we consider the fully actuated case, i.e. the controller acts on both sides of the beam, and a state feedback of the form \( u(t) = \beta(\varepsilon, p) + w' \). The aim of the state feedback is to shape, at least partially, the closed-loop energy function. The stability is insured by an additional dissipation term on the new input/output. From Lemma 4.2, the class of function \( H_a \) that can be employed in the energy-shaping design procedure are in the form

\[
H_a(\varepsilon, p) = \tilde{H}_a(\xi_1(\varepsilon, p), \xi_2(\varepsilon, p))
\]

with

\[
\xi_1(\varepsilon, \cdot) = \int_0^L \varepsilon(t, z) \, dz
\]

\[
\xi_2(p, \cdot) = \int_0^L p(t, z) \, dz
\]

and \( \tilde{H}_a \) can be freely chosen. A closed-loop system with Hamiltonian \( H_d(\varepsilon, p) = H(\varepsilon, p) + H_a(\varepsilon, p) \) with a minimum in \((0, 0)\) is obtained by selecting \( \tilde{H}_a \) as

\[
\tilde{H}_a(\xi_1, \xi_2) = \frac{1}{2} \Xi_1 \xi_1^2 + \frac{1}{2} \Xi_2 \xi_2^2
\]

where \( \Xi_1, \Xi_2 \) are two positive gains. From (27), this leads to the state feedback:

\[
\beta(\varepsilon, p) = -\left( \Xi_2 \xi_2(\varepsilon) \right) = -\left( \Xi_2 \xi_1(\varepsilon) \right) \left( \int_0^L p \, dz \right)
\]

and the desired closed-loop energy function:

\[
H_d(\varepsilon, p) = \frac{1}{2} \int_0^L \left[ \frac{p^2(t, z)}{\rho S(z)} + ES(z)\varepsilon^2 \right] \, dz + \frac{1}{2} \Xi_1 \left( \int_0^L \varepsilon \, dz \right)^2 + \frac{1}{2} \Xi_2 \left( \int_0^L p \, dz \right)^2.
\]

The resulting closed-loop system is impedance passive with respect to the new input/output port \((u', y')\) defined by (25) and (28). Moreover, from (46) and (47), we see the energy function can be (partially) shaped in the \( \varepsilon \) and \( p \) coordinates by adequately choosing the gains \( \Xi_1 \) and \( \Xi_2 \). The asymptotic stability is obtained by interconnecting a dissipative element at the input/output port \((u', y')\), as in (29). The achievable performances of energy shaping plus damping injection control strategy are illustrated in Section VI-D.

**Remark 6.1:** A similar result could have been obtained by using the energy-Casimir method. For that purpose let us consider the system (8) with \( n_C = 2 \), \( R_C = P_C = M_C = S_C = 0 \), \( G_C = I \) and \( J_C \) to be assigned later on. By following the energy-Casimir method discussed in Section III, it is quite easy to check that Casimir functions are not present in closed-loop if \( J_C = 0 \). With this choice, the boundary controller (8) consists of two separate systems, each required to provide a constant power flow in steady state: they are not energy-balancing controllers. So, it is necessary to couple these regulators and allow for an internal power flow at the controller side. This can be achieved by choosing

\[
J_C = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix},
\]
which implies that the closed-loop system is characterized by the following Casimir functions:

\[ C_1(\xi_1(t), \varepsilon(t, \cdot)) = \xi_1(t) - \int_0^L \varepsilon(t, z) \, dz \]

\[ C_2(\xi_2(t), p(t, \cdot)) = \xi_2(t) - \int_0^L p(t, z) \, dz. \]

Note the similarities with (45), as expected. The controller Hamiltonian can then be chosen as in (46).

One can check that the closed-loop system is lossless, so only simple stability has been achieved. However, asymptotic stability can be obtained by damping injection at the boundary, as discussed in Section IV. More precisely, asymptotic stability follows immediately from Theorem 5.3

\[ \text{Energy shaping: We consider now the energy shaping method presented in Section IV. Since one of the extremities} \]

\[ \text{follows immediately from Theorem 5.3 as discussed in Section IV. More precisely, asymptotic stability} \]

\[ \text{can be obtained by damping injection at the boundary, as discussed in Section IV. More precisely, asymptotic} \]

\[ \text{stability follows immediately from Theorem 5.3.} \]

C. System with internal friction

Due to internal dissipation, i.e. when \( D \neq 0 \), the energy-Casimir method briefly discussed at the end of the previous subsection (using a dynamic controller, and reduction) cannot be applied as the dissipation obstacle does not allow to compute invariant Casimir function in the \( p \) coordinate. It is then necessary to rely on the energy-shaping methodology presented in Section IV. The PDE (26) provides the admissible functions \( H_a \), and (27) the associated boundary control action.

With Lemma 4.2 in mind, the admissible \( H_a \) takes again the form (44), with now

\[ \xi_1(\varepsilon(t, \cdot)) = \int_0^L \varepsilon(t, z) \, dz, \]

\[ \xi_1(\varepsilon(t, \cdot), p(t, \cdot)) = \int_0^L [D(L - z)\varepsilon(t, z) + p(t, z)] \, dz. \]

(48)

Note that the solution proposed in [35] is just a particular case of the one presented here. Finally, \( H_a \) can be selected e.g. as in (46) and, thanks to Theorem 5.3, asymptotic stability is obtained via damping injection (29) on the new control port \((u', y')\) defined in (25) and (28) in the general case.

D. Achievable closed-loop performances

In order to illustrate the achievable performances with the energy shaping methods proposed in this paper, we consider the aforementioned beam (with \( D = 0 \)) clamped at one side and controlled at the other side, i.e.:

\[ u(t) = \begin{pmatrix} v(t, 0) \\ \sigma_S(t, L) \end{pmatrix} = \begin{pmatrix} 0 \\ \bar{u}(t) \end{pmatrix} \]

\[ y(t) = \begin{pmatrix} -\sigma_S(t, 0) \\ v(t, L) \end{pmatrix} = \begin{pmatrix} \bar{y}(t) \\ \bar{g}(t) \end{pmatrix} \]

where \( u \) and \( y \) are defined as in (43), \( \bar{u} \) is the actual control input, namely the applied force in \( z = L \), and \( \bar{y} \) the associated dual output, the velocity in \( z = L \).

1) Open-loop response: For simulation purpose, we consider a finite dimensional approximation of the system with normalized parameters (all set equal to one). In particular, the spatial discretisation technique for distributed port-Hamiltonian systems presented in [36] has been employed. The result is a finite volume approximation in port-Hamiltonian form. Figure 1 shows the evolution of the position of the end of the beam when a (normalised) force step is applied at the same point. One can note the undamped oscillations occurring at the different frequencies.

2) Dissipative boundary feedback: At first, a dissipative boundary feedback in the form:

\[ \ddot{u}(t) = -\alpha \dot{y}(t), \quad \alpha > 0 \]

is implemented. Figure 2 clearly shows that the oscillations can be damped by increasing the values of \( \alpha \). As long as the system is damped, the raising time increases, but at the same time, the settling time decreases to 2.5 sec until \( \alpha \) is tuned in such a way that the system does not present any oscillations. This happens when \( \alpha = 1 \), i.e. when the dissipative gain matches the mechanical impedance of the beam. For larger values of \( \alpha \), the system is over-damped, and the settling time increases again.

3) Energy shaping: We consider now the energy shaping method presented in Section IV. Since one of the extremities
of the beam is clamped, $H_a$ is looked for under the form $H_a(\varepsilon) = H_a(\xi_1(\varepsilon))$. By applying Lemma 4.2, the admissible $H_a$ are of the form

$$H_a(\varepsilon(t, \cdot)) = \frac{\Xi}{2} \left( \int_0^L \varepsilon(t, z) \, d\varepsilon \right)^2 = \frac{\Xi}{2} [\varphi(t, L) - \varphi(t, 0)]^2$$

with $\Xi > 0$, in which the geometric constraint (42) has been taken into account. The corresponding state feedback is

$$\beta(\varphi) = -\Xi [\varphi(t, L) - \varphi(t, 0)]$$

which is equivalent to an additional boundary stiffness, i.e. to a proportional control action. Asymptotic stability is achieved thanks to a dissipative feedback gain $\alpha$, and the final control law is of the form:

$$u = \beta(\varphi) - \alpha \ddot{y} = -\Xi [\varphi(t, L) - \varphi(t, 0)] - \alpha v(t, L) = -\Xi \varphi(t, L) - \alpha v(t, L)$$

in which it is assumed that $\varphi(t, 0) = 0$ because the beam is clamped in $z = 0$. Note that this is a classical PD control law, in which the proportional gain is related to energy-shaping, while the derivative one to damping injection. Figure 3 shows how $\Xi$ allows to improve the settling time, and this effect combined with the damping injection gain $\alpha$ allows to improve drastically the transient response.

VII. CONCLUSIONS AND FUTURE WORK

The motivating idea of the paper has been the development of a general synthesis methodology of boundary control laws for linear, distributed port-Hamiltonian systems on a one-dimensional spatial domain. As in the lumped parameter case, the feedback law is determined in such a way that its effect on the system is to shape the energy function, and to modify the dissipative structure. Thanks to energy-shaping, simple stability of the desired equilibrium is achieved, while damping injection assures asymptotic convergence of the trajectories. For any infinite-dimensional system existence and uniqueness of solutions is not guaranteed beforehand. Therefore, we started with the energy-Casimir method to design our control action that leads to a (formally) passive dynamical system. Using this structure it is much easier to prove that the set of PDEs and ODEs associated with the dynamics of the closed-loop system has a unique solution. This property holds also when the control action is not provided by a dynamic controller, but by an equivalent state feedback law.

Since the class of stabilising controllers that the energy-Casimir method can provide is quite limited because of the dissipation obstacle, the problem of determining a feedback law able to shape the Hamiltonian in a proper manner has been tackled by determining the control action that maps the open-loop system into a new one, with the same geometric structure, but with a different Hamiltonian. Since the control action shares the main properties of the feedback law obtained via the energy-Casimir method, it is possible to verify that also in this case the closed-loop system is well-posed, and defines a new boundary control system. The resulting control law is proved to asymptotically stabilize the system.

The proposed methodology has been developed for linear systems with one-dimensional domain. The extensions to distributed port-Hamiltonian systems on a 2D or 3D spatial domain and to non linear distributed port-Hamiltonian systems are our main future research topics. Concerning the later one, all the geometric considerations that have been used in this paper remain valid as the port-Hamiltonian framework is intrinsically devoted to non linear systems, but the analysis of the existence of solution and of the stability proof remain difficult and open problems.
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ROOFS OF THE RESULTS OF SECTION III

A. Proof of Proposition 3.1

By using the compact notation introduced in (10), and with Definition 3.1 in mind, \( \frac{d}{dt} x = 0 \) along all classical solutions if and only if for all \( \{(Lx, x_C) \in H^1(a, b; \mathbb{R}^n) \times \mathbb{R}^n_c \} \) there holds

\[
B^T \left( \begin{array}{c} x \\ x_C \end{array} \right) = 0
\]

and

\[
0 = \tau^T \left[ A_{C} x_C + B_{C} \Psi \right] + \int_{a}^{b} \psi^T \left[ P_{1} \delta(Lx) + (P_{0} - G_{0})(Lx) \right] dz \tag{49}
\]

Since (49) holds for all \( Lx \in H^1(a, b; \mathbb{R}^n) \), it implies that \( \Psi \in H^1(a, b; \mathbb{R}^n) \). By integrating by parts, we find

\[
0 = \tau^T \left[ A_{C} x_C + B_{C} \Psi \right] + \int_{a}^{b} \left[ -\left( \frac{\partial \Psi}{\partial z} \right)^T P_{1} + \Psi^T (P_{0} - G_{0}) (Lx) \right] dz + \left. \left[ \frac{\partial \Psi}{\partial z} \right] \right|_{z=a} \tag{50}
\]

By the definition of a Casimir, the above has to hold independently of \( L \) and \( Q_{C} \). The integral term vanishes if and only if \( \Psi \) satisfies (17), where we used the properties of \( P_{1}, P_{0} \) and \( G_{0} \). Next we concentrate on the equation (50) without the integral term. Using (3), (4), and (11) with \( u' = 0 \) we have that

\[
W \left( \begin{array}{c} f_{0} \\ e_{0} \end{array} \right) = u = -y_C = -C_{C} x_C - D_{C} x_C
\]

\[
W \left( \begin{array}{c} f_{0} \\ e_{0} \end{array} \right) = y = u C
\]
Thanks to (6) and the definition of $\Sigma$, we see that the inverse of $(W \tilde{W})$ equals $\Sigma (W^T \tilde{W}^T) \Sigma$. Thus

$$\begin{pmatrix} f_0 \\ e_0 \end{pmatrix} = \Sigma (W^T \tilde{W}^T) \begin{pmatrix} u_C \\ -C_C x_C - D_C u_C \end{pmatrix}.$$  

By using the above relation, the equality

$$\begin{pmatrix} P_1 \\ 0 \end{pmatrix} = R^T \Sigma R$$

and (2), we see that (50) becomes

$$0 = \Gamma^T [A_C x_C + B_C u_C] +$$

$$+ \begin{pmatrix} \Psi(b) \\ \Psi(a) \end{pmatrix}^T \begin{pmatrix} R \tilde{W}^T (W^T \tilde{W}^T) \Sigma \end{pmatrix} u_C$$

or equivalently by using (10) and $u_C = y$

$$0 = \Gamma^T (J_C - R_C) -$$

$$- \begin{pmatrix} \Psi(b) \\ \Psi(a) \end{pmatrix}^T \begin{pmatrix} R \tilde{W}^T (G_C + P_C) \end{pmatrix} C_C x_C +$$

$$+ \Gamma^T (G_C - P_C) +$$

$$+ \begin{pmatrix} \Psi(b) \\ \Psi(a) \end{pmatrix}^T \begin{pmatrix} R \tilde{W}^T (M_C + S_C) \end{pmatrix} y.$$  

From the definition of $y$ in (4) and the skew symmetry of $J_C$ and $M_C$, this expression becomes independent of $Q_C$ and $L(\cdot)$ if and only if (18) and (19) hold. Since the classical solution are dense, the assertion follows.

### B. Proof of Proposition 3.2

Let us consider the matrices $W$ and $\tilde{W}$ introduced in Theorem 2.1, and satisfying (6). Then, the skew-symmetric and symmetric parts of $W^T \tilde{W}$ are given by

$$\tilde{J} = \frac{1}{2} \left[ \tilde{W}^T W - W^T \tilde{W} \right]$$

and

$$\frac{1}{2} \left[ \tilde{W}^T W + W^T \tilde{W} \right] = \frac{1}{2} \Sigma,$$

respectively, where (6) was used in the last relation. We can then write that

$$\tilde{W}^T W = \tilde{J} + \frac{1}{2} \Sigma.$$  

(52)

Now, since

$$\begin{pmatrix} \Psi(b) \\ \Psi(a) \end{pmatrix}^T \begin{pmatrix} P_1 \\ 0 \end{pmatrix} \begin{pmatrix} \Psi(b) \\ \Psi(a) \end{pmatrix} =$$

$$= \int_a^b \frac{d\tilde{\Psi}^T}{dz} (z) P_1 \tilde{\Psi}(z) + \tilde{\Psi}^T (z) P_1 \frac{d\tilde{\Psi}}{dz} (z) dz,$$

we find by using (17), the symmetry of $P_1$, $G_0$, and the skew-symmetry of $P_0$ that

$$\begin{pmatrix} \Psi(b) \\ \Psi(a) \end{pmatrix}^T \begin{pmatrix} P_1 \\ 0 \end{pmatrix} \begin{pmatrix} \Psi(b) \\ \Psi(a) \end{pmatrix} =$$

$$= -2 \int_a^b \tilde{\Psi}^T (z) G_0 \tilde{\Psi}(z) dz.$$  

(53)

By eliminating $G_C$ in (18) and (19), we have that

$$0 = \Gamma^T (J_C + R_C) \tilde{J} + 2 \Gamma^T P_C \tilde{W} R \begin{pmatrix} \Psi(b) \\ \Psi(a) \end{pmatrix} +$$

$$+ \begin{pmatrix} \Psi(b) \\ \Psi(a) \end{pmatrix}^T R \tilde{W}^T (M_C + S_C) \tilde{W} R \begin{pmatrix} \Psi(b) \\ \Psi(a) \end{pmatrix}$$

which can be compactly written as

$$0 = \begin{pmatrix} \tilde{\Psi}(b) \\ \tilde{\Psi}(a) \end{pmatrix}^T \begin{pmatrix} R \tilde{W}^T C_C \tilde{W}^T S \tilde{W} + \tilde{J} \end{pmatrix} \begin{pmatrix} \tilde{\Psi}(b) \\ \tilde{\Psi}(a) \end{pmatrix} -$$

$$- \frac{1}{2} \begin{pmatrix} \tilde{\Psi}(b) \\ \tilde{\Psi}(a) \end{pmatrix}^T \begin{pmatrix} P_1 \\ 0 \end{pmatrix} \begin{pmatrix} \tilde{\Psi}(b) \\ \tilde{\Psi}(a) \end{pmatrix}$$  

(54)

once (2), (52) and (53) have been taken into account. Since for a skew-symmetric matrix $Q$ there holds that $u^T \tilde{Q} v = 0$, we see that the middle term in above equality disappears. From equations (9) and (53), we see that the remaining two terms are non-negative. Hence (54) implies that both terms are zero, thus (21) holds, and by (53) we conclude that (20) holds as well.
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