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Abstract—In Wireless multimedia sensor networks (WMSNs),
one of the most important issues is to balance video data coding
versus the perceived video quality at the sink, while maximizing
the network lifetime. That is, better quality generates higher
data rates and consequently consumes additional resources (i.e.
energy). Finding such a balance is not obvious, especially in a
distributed fashion. Previous research works have tackled this
issue by not considering the routing issue; i.e. they consider that
it has been done separately during the network initialization. In
other term, routing is ”viewed” as a network input and not as a
parameter to optimize. The purpose of this paper is to demon-
strate, through extensive simulations, the impact of the routing
policy on the approaches used to find such a balance. To this
end, we first considered several well-known routing approaches
in WMSNs and extensively analyzed the impact of each one by
considering three main parameters: battery consumption, activity
duration, and network lifetime. The simulation results show
clearly the great impact of the considered routing approaches
on the obtained resource’s consumption balance.

Index terms— WMSN, network lifetime, distributed, rout-
ing, optimize

I. INTRODUCTION

Different from traditional sensor networks (WSNs), where
data processing is usually simple and even negligible in terms
of energy consumption, in WMSNs, the captured multimedia
content usually needs to be coded/processed before transmis-
sion. This is particularly true in some applications as target
tracking, video surveillance, etc., where sensors are supposed
to handle high data rates to provide the desired video quality.
Consequently, additional resources are consumed (processing
and transmission), which can greatly limit the performance of
the network in term of operational lifetime.

The research issue is then to find a balance between the
visual quality at the sink and the video coding at the source
nodes, since higher quality generates higher data rates and
consequently consumes additional resources. Nevertheless,
previous approaches [7], [5], also called power-rate-distortion
approaches, have not considered the routing issue and the latter
has been left as a separate issue. In other word, the routing
is supposed to be done/fixed during the initialization of the
network and hence is considered after as an input (i.e. pre-
defined) in the optimization process.

We argue that maximizing network lifetime depends not
only on power-rate-distortion optimization, but also on the

chosen routing protocol across the network by optimally se-
lecting the forwarding nodes. To the best of our knowledge, the
only work that considers the last two parameters was described
in [12]. However, the authors propose a centralized approach
that intrinsically limits its applicability (i.e. weaknesses of
centralized approach within large distributed sensor networks).

In a previous work [10], we proposed a distributed approach
based on a power-rate-distortion model [8] which ensures a
trade-off between the desirable visual quality at the sink and
the available network’s resources, mainly encoding power and
data rates, in order to prolong the network lifetime. Based
on this approach, we aim, within this paper, to evaluate the
impact of routing protocols on network lifetime in WMSNs.
We analyze thus the behavior of various routing protocols
implemented as an add-on to the fully distributed algorithm
of our previous work. The analysis was conducted on several
configurations studying the following parameters: convergence
delay, network lifetime improvement and battery consumption
of these different routing algorithms.

This paper is organized as follows: Section II presents the
related work. In Section III we describe the system model. In
Section IV we describe a set of routing protocols which have
been implemented in this work. In Section V we compare
and evaluate the impact on network lifetime of these routing
protocols. Results are presented in section VI. Concluding
remarks and future work are finally outlined in VII.

II. RELATED WORK

WMSN is a special type of wireless sensor networks
(WSNs), that can wirelessly communicate scalar data as well
as multimedia data (e.g. audio, image, and video). If not
properly routed, this latter dramatically decreases both the
desired video quality and the network lifetime. In the past few
years, many research works on WMSN routing algorithms.
The intent behind the proposed solutions is to improve the
performance of WMSNs in terms of quality of service and
energy conservation in order to maximize the network lifetime.

Based on the hierarchical structure of the network, Bi
et al. [2] have proposed an ant-colony routing algorithm
for WMSNs. In order to meet: delay, packet-loss, energy
and memory requirements, authors only address the routing
scheme between the cluster heads and the sink. To reach the



sink, paths over the multi-hop communication are selected
with respect to the aforementioned QoS metrics on each path.
However, control packets used in this solution for route dis-
covery cause a high overhead. Each sensor node periodically
broadcasts a HELLO packet and forwards ants that have to
reach the sink and go back for route discovery.

Focusing on energy constraint, authors in [13] have pro-
posed a solution (EEQAR), in which the WMSN routing is
modeled by communications in a social network. EEQAR
adopts a cluster hierarchy to meet flexibility and communica-
tion efficiency. However, the authors made a strong assumption
that the cluster heads (CHs) are not limited by energy. In addi-
tion, we notice that first an additional overhead is required for
route discovery inside the cluster. Furthermore, the evaluation
of the video quality level has not been considered.

To address this problem, a Multi-hop hierarchical routing
protocol for Efficient VIdeo communication (MEVI) [3] have
been proposed. Composed by both scalar and camera nodes
(denoted as CHs). MEVI, first selects the CHs based on the
Link Quality Indicator. Then, it uses two types of messages
for route discovery (i.e., route request and route reply). The
base station can also send requests to the CH, that will turn its
FoV to the desired location and transmits the video content to
the BS. However, a failure of one CH may cause the network
to lose a part of its tracking area, and may cause the network
to partition into disjoint blocks.

Different from the aforementioned clustering-based routing
protocols, Delay and Link Utilization Aware Routing Pro-
tocol [6] was proposed for WMSNs. Three metrics were
considered in routing decision: packet service time, channel
utilization and remaining energy. The proposed protocol, se-
lects the forwarding nodes by enabling the communication
between network and MAC layers, in order to minimize end-
to-end delay while ensuring a minimal distance as possible
from source node to destination. However, the simulation
results in terms of average throughput and end-to-end delay
show that more is the number of nodes, less is the performance
of this protocol compared to previous protocols.

In [14], authors have proposed a new multi-objective ap-
proach for the WMSN routing problem. The Expected Trans-
mission Count (ETX) and delay are used as QoS parame-
ters in order to produce a diverse set of optimal solutions.
The selection of the first path from source to destination
(called initial population) is implemented with a Breadth First
Search(BFS) algorithm. Since the execution time of the latter
depends on the number of nodes, authors have used a crossover
and mutation genetic operators to find the feasible intermediate
sensor nodes. However, the energy consumed by each node
during routes discovery have not been considered.

Nonetheless, the aforementioned routing protocols did not
consider at all the encoding power at each node, which can
affect not only the desired video quality, but also the network
lifetime. On the other hand, getting the system through two
optimization phases (i.e. routing then power-rate-distortion
optimizations) will undoubtedly tumble down the network.

To the best of our knowledge, the only work that considered

both: a) power-rate-distortion optimization, b) and routing
discovery in WMSNs, for network lifetime maximization is
described in [12]. The proposed algorithm assumed that a
set of video sensor nodes are woken up only during data
transmission period. Then, it selected a set of paths, that
join every active node to the sink. However, the optimization
problem does not consider the reception power consumption
that have a direct impact on network lifetime. Additionally,
the routing and channel allocation information are monitored
by the sink (i.e., in a centralized manner), and must be
updated at nodes. It results an additional power consumption
for transmission and reception of such an information.

III. SYSTEM MODEL

In this section, we briefly review: network model, problem
formulation and resolution of our previous fully distributed
solution, designed to ensure an optimal trade-off between
encoding power and data rate, under a pre-defined routing
matrix assumption. More details can be found in [10].

A. Network model

We consider a network composed of a set N of potential
video sensor nodes and a collector point (i.e. the sink). Each
video sensor h ∈ N transmits both: its own data, and all the
incoming traffic from its neighbors to the sink.

Under the unidirectional oriented graph assumption, let ail
denote the matrix of link information, in which 1 presents an
outgoing traffic from i, −1 presents an incoming traffic to
i, and 0 otherwise. Moreover, the outgoing links (resp. with
incoming links) are represented with a+il matrix (resp. with
a−il matrix), whose elements are defined by: 1 if a given link
is an outgoing link from i (resp. with an incoming link) and
0 otherwise. Each video sensor h generates data traffic with
source rate Rh after capturing and encoding a given video,
and transmits this latter with respect to the link rate xhl.
Thus, the flow conservation (denoted ηhi) at each node can
be formulated as follows:∑
l∈L

ailxhl = ηhi =

 Rh if i is the generator of traffic
−Rh if i is the sink
0 otherwise.

(1)

B. Background

Prolong the operational lifetime of a WVSN is one of
the most critical issues. In a such network, we have indeed
to consider not only the energy consumption during data
communication, but also the energy consumption during video
compression that can be defined as the following:

Video coding (Psh): We used the power-rate-distortion (P-
R-D) analytical model presented in [7], [9]

Psh =

(
ln(σ2)− ln(Dh)

γ ∗Rh

) 2
3

, (2)

where σ2 is the average input variance, Dh is the encoding
distortion, and γ is the encoding efficiency coefficient and Rh
is the source rate. This model, introduces the trade-off between



the encoding power consumption and the generated rate of
each source node, while taking into account the desired video
quality at the sink.

Transmission (Pti): the power consumption model for data
transmission at node i is:

Pti =
∑
l∈L

a+il ∗ (α+ βd
np

l ) ∗ yl, (3)

where α and β are transmit electronics parameters, dl is the
distance between the transmitter and the receiver, np is the
path-loss exponent and yl corresponds to the aggregate rate
transmitted through link l.

Reception (Pri): similarly, the power consumption model
for data reception at node i can be formulated as:

Pri = cr ∗
∑
l∈L

a−il ∗ yl, (4)

where cr is the radio receiver energy consumption cost.
In this paper, we consider critical applications in which the

energy depletion of the first node leads to the death of the
whole network, defined as:

Tnet = mini∈NBi/Pi, (5)
where Tnet is the network lifetime, Bi is the initial energy of
node i and Pi = Psh+Pti+Pri is the total energy consumption
of node i.

C. Problem formulation and resolution
Note that, in this subsection we assume that the routing

is completely pre-defined (i.e. will not be integrated in the
optimization steps), and justly, the objective of this paper is
to analyze the impact of routing on the maximum achievable
network lifetime. And thus, demonstrate the necessity to
integrate routing in the optimization problem.

Based on the aforementioned formulas. Let q = 1/Tnet be
the inverse lifetime of the network, that should be maintained
as a common variable. To formulate a fully distributed prob-
lem, an auxiliary variable, qi(∀i ∈ N), has been introduced
at each node i, such that: qi = qj (∀i, j ∈ N). This condition
should be expressed by the:

∑
i∈N ail.qi = 0 (∀l ∈ L)

constraint.
To ensure convexity of the optimization problem with

respect to qi, Rh, xhl and Psh, powers should be introduced
into the objective function, with some regular factors (namely
δr, δx and δp) in order to keep their impact as minimal as
possible on the objective function. The final problem, without
routing consideration, can be then formulated as follow:

minimize
(Rh,xhl,Psh)

∑
i∈N

q2i + δx
∑
h,l

x2hl + δr
∑
h

R2
h + δp

∑
h

P
8/3
sh

subject to
∑
l∈L

ail.xhl = ηhi,

σ2eγ.Rh.P
2/3
sh ≤ Dh,

Pi ≤ qi.Bi,∑
i∈N

ail.qi = 0,

xhl ≥ 0, Rh ≥ 0, Psh > 0, qi > 0.
(6)

The problem constitutes a convex optimization problem with
respect to all decision variables [1], which can be solved by
Primal-Dual method [15]. The details of the solution can be
found in [10].

IV. ROUTING PROTOCOLS

Routing is one of the most important design issues in
WMSN. Therefore, several metrics should be taking into
account in order to ensure an optimal propagation of data,
namely, energy consumption, delay, bandwidth, video quality.

In this section, we recall the definition of the different well-
known routing protocols to be used in the comparison via
simulations in section V:
• BroadcastRout: Each node i in the network, except the

sink, broadcasts the packet to all its neighboring nodes.
• ProbaRout: Each node h chooses one node among its

neighbors in an equitable manner, with a probability P
set to 1

Nbrsh
, where Nbrsh denotes the number of h’s

neighbors.
• GeomRout: Each node h verifies at first if the sink is

in its communication range. In the positive case, it sends
the packet directly to the sink. Otherwise, it chooses the
closest node to itself in the direction of the destination.

• ShortPathHop: In this routing protocol, each node h
selects the shortest path to the sink in term of number
of hops. The chosen intermediate sensor node should
be the farthest one (in the communication range of h),
among the neighboring nodes of h, in the direction of the
destination.

• ShortPathDist: This strategy consists of choosing the
shortest path to the destination in term of distance (w.r.t.
a given distance). Thus, the chosen candidate may be the
nearest one, the farthest or even the one in between.

• MultiPathRout: Each node h in the network, selects
randomly two of its neighboring nodes to reach the
destination. At the end, the sink should be chosen by
at least two sensor nodes (those that they have it in the
communication range) as one of their paths.

• ArbitraryRout: This strategy is the one defined in our
previous work, and heavily borrowed from [7]. The
objective was to send data over multi-paths, that were
chosen in a completely arbitrary manner.

V. SIMULATION RESULTS

In this section, we evaluate the impact of each of the afore-
mentioned routing protocols, through extensive simulations.
The routing protocols were implemented as an add on to the
optimization problem presented in section III (i.e. the routes
and neighbors were computed separately before starting the
optimization steps), through MiXiM framework [11], using
OMNET++ simulator [16]. The simulation notations with
default values can be found in Table I.

Figure 1 depicts the configuration networks C1 and C2,
respectively.

One of the most critical issues in WMSN is to prolong
the network lifetime. For this, it should be known that the



Notation Description Value
σ2 Variance of video encoder (in terms of MSE) 3500

γ Encoding efficiency coefficient 55.54 W3/2.Mb−1.s−1

Bi Initial energy at each node 5.0 MJ
δx, δr, δp Regularization factors 0.2
ρ Step size parameter 0.15
Dh Distortion of an encoding frame (in terms of MSE) 100
α Energy cost of the transmit electronics 0.5 J.Mb−1

β Coefficient term of the transmit amplifier 1.3× 10−8 J.Mb−1.m−4

np Path loss exponent 4
cr Energy consumption cost of radio receiver 0.5 J.Mb−1

psh Encoding power of Panoptes video sensor nodes [4] 3.05 W

TABLE I
USED MODEL PARAMETERS WITH THEIR DEFAULT VALUES.

Fig. 1. Network configurations: C1 C2

two dominant operations that cause the network lifetime
breakdown are: data transmission and video coding.

In this section we investigate the impact of data routing on
a fully distributed system that provides a compromise between
the encoding power and data rate.

First, let us recall that the distributed solution can be
satisfied if and only if all the qi (i ∈ N ) converge to a common
variable q. In this paper, we consider the system as completely
stable when the maximum variation between the qi (i ∈ N ) is
10−2, in order to minimize energy consumption required for
a system to gain more precision (with respect to qi). Three
fundamental parameters were studied:

1) Energy cost: starting by comparing the energy cost for
each routing protocol. Figure 2 shows the battery consumption
of the optimization steps for the two configurations C1 and
C2. For the former configuration (Fig.2(a)), we can see that
at the 10−2 precision the BroadcastRout achieves the lowest
battery consumption compared to author protocols, while
the ProbaRout protocol presents the highest(1.215%) battery
consumption. This can be explained by the fact that, even if
the BroadcastRout protocol floods the network by packets, it
takes much less iteration to converge. For the latter config-
uration, this figure (Fig.2(b)) shows that the ShortPathHop,
ShortPathDist and GeomRout act exactly the same way, and
have the lowest battery consumption, while the ProbaRout
strategy remains the most demanding in term of battery con-
sumption, regarding the number of iteration required to achieve
a precision convergence. The fact that the ShortPathHop,
ShortPathDist and GeomRout have exactly the same level of
battery consumption can be explained by the definition of this

protocols, that choose the sink once the latter is in the coverage
area of the selector node.

(a) Configuration C1

(b) Configuration C2

Fig. 2. Battery Consumption of optimization step

2) Optimization duration: To make the network operational
as soon as possible, one of the important elements to reduce
is the time that the system takes to be functional. What is
meant by functional is the termination of optimization steps.
Thus, Figure 3 depicts the optimization duration for C1 and
C2 configurations, respectively. First, we can see that with
C1 configuration, once we change the routing protocol, the
optimization duration changes also and the difference is not the
slightest. In Figure 3(a), BroadcastRout protocol remains the
most efficient and have the lowest optimization duration. Simi-
larly, ProbaRout routing protocol remains the highest claimant
in terms of optimization duration (3333.479Min). For the
second configuration, we can observe that the ShortPathHop,
ShortPathDist and GeomRout have the lowest optimization



duration. However, if more precision than 10−2 is required,
these latter give way to the BroadcastRout strategy. The
figure shows also that ProbaRout protocol have the biggest
optimization duration to a value of 1755.19 minutes.

This differences, whether in the first or in the second
configuration, is directly related to the required number of
iterations to gain a precision (with respect to qi).

(a) Configuration C1

(b) Configuration C2

Fig. 3. Activity duration

3) Network lifetime comparison: Let us focus now on the
main objective of this work, which is the study of the impact of
the chosen intermediate nodes for data routing on the network
lifetime. We first recall that in our context, we consider
critical applications on which the depletion of only one node
entails the depletion of the whole network. Figure 4 presents
the improvement of the lowest node lifetime (that directly
affects the whole network lifetime), in each routing protocol
for the C1 and C2 configurations. The two subfigures show
that contrary to the battery consumption and optimization
duration parameters, here the BroadcastRout routing protocol
presents the lowest improvement of node’s lifetime with an
improvement of 2.79 and 1.59 times, respectively, compared to
the initial node lifetime. This can be explained by the fact that
in this strategy, each node must not only broadcasts its own
data, but also broadcasts the multiple copies of the incoming
data through its outgoing links. While the ShortPathDist for C1

augmented with ShortPathHop and GeomRout for C2 have the
highest improvement of node’s lifetime that was evaluated by
7.10 and 10.25 times, respectively, compared to the initial node
lifetime. This can be explained by the fact that the distance
between each node and its destination affect the transmission

power consumption and thus the node lifetime.

(a) Configuration C1

(b) Configuration C2

Fig. 4. Remaining Lifetime

Let us now study the whole network lifetime. We remind
that we have to minimize the inverse of the network lifetime, as
recalled in section III-C. Thus, the lowest the common variable
q is, the longest the network lifetime is. Figure 5 depicts:
• the convergence of the different routing protocols to a

common variable q,
• and the network lifetime using each of these protocols

For the C1 configuration we can see that the ProbaRout
protocol ensures the maximum network lifetime, while the
MultiPathRout and ArbitraryRout have the lowest network
lifetime, even compared to the BroadcastRout routing protocol.
This slight difference can be explained by the fact that even if
the BroadcastRout strategy floods the network by messages,
this latter require much less iterations to converge to a common
variable, allowing it to recover its huge requirement in term of
transmission and reception power consumption. Contrariwise,
in Figure 5(b), BroadcastRout presents the lowest network life-
time, that was expected, as in the second configuration, almost
all the nodes are in the coverage area of each other. While the
ShortPathDist, ShortPathHop and GeomRout routing protocols
ensure the maximum network lifetime, since they need only
one path to reach their destination, namely, the sink.

VI. DISCUSSIONS

From the analyzes performed in the previous section, and
based only on the first configuration C1, we can easily say
that the ProbaRout is the most appropriate routing protocol



(a) Configuration C1

(b) Configuration C2

Fig. 5. Lifetime inverse q = 1/Tnet

to transmit data in WMSNs, since the main objective is to
maximize the network lifetime. However, taking into account
the battery consumption and activity duration, this protocol
presents the worst performance values.

On the other hand, once the configuration changes, the
results also change instantly, and the difference is not the
slightest (as shown in Figure 5(a) and Figure 5(b)).

Although the choice of the routing protocol depends
on the application requirements, we can conclude that the
ShortPathDist and GeomRout present in average a good results
in the both two configurations. More precisely, they present a
good percentage of battery consumption and an acceptable
activity duration while ensuring a good level of network
lifetime maximization. However, the ShortPathDist protocol
is more efficient in the first configuration.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we evaluated through simulation several rout-
ing protocols in WMSNs, through two network configurations.
All the routing protocols were implemented as an add on to
a fully distributed solution presented in a previous work [10],
through MiXiM frame work, that was integrated in Omnet++
simulator. Simulations allowed us to compare the impact of
each of these protocols on the network lifetime. In addition, the
results show that, the choice of the forwarding nodes, affects
enormously this latter.

For this reason the routing should be, without any doubt,
considered and included in the optimization model to max-
imize the network lifetime. In our future work, we plan to
integrate the routing optimization in an analytic model [10].
We plan thus to solve such a new problem in a fully distributed
manner.
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