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Abstract— This paper presents preliminary results on OCT
(Optical Coherence Tomography) based control of a concentric
tube robot (CTR). The potential use of OCT system is presented
then its ability to perform an optical biopsy and an eye-to-hand
configuration for robot control is highlighted. A prototype of
CTR with three curved tubes is shortly described then a model-
less OCT-based controller is detailed. The extraction of visual
features from OCT images is performed by normalized cross-
correlation. The proposed control scheme was experimentally
validated. The positioning accuracy of CTR control was evalu-
ated in benchtop trials. The error in tip placement can reach
10 µm along X and 74 µm along Y according to controller
parameters. The 2D positioning (XY plan) is also tested then a
final error about 55 µm is achieved.

I. INTRODUCTION

Minimally invasive surgery (MIS) or keyhole surgery, uses
small incisions, generally less than 1cm to perform intra-
body procedures as compared to the larger incisions needed
in the traditional open surgery techniques. During the last two
decades, MIS procedures have received a growing interest
in various surgery fields enabling significant technological
breakthroughs in terms of surgical instruments, imaging sys-
tems, etc [1]. Among the various robotic systems for surgical
assistance, especially in MIS procedures, certainly one of the
most innovative and promising technology is concentric tube
robot (CTR). The CTR technology is considered as a “Swiss
Army knife” in surgery which is under numerous investi-
gations (urology, neurosurgery, ENT surgery, cardiovascular
surgery, etc.) as reviewed in [2].

Advantages of CTR have been discussed in [3] and
compared to tendon-driven continuum robots [4] while de-
sign, modeling and control of CTR are widely discussed in
[5], [6]. However, there remain many challenges to make
these numerous possible surgical applications realistic and
realizable in the operating theaters [7]. In fact, the initial
research on CTR has focused on design (tube number, shape,
size, etc.) [8], [9] and modeling (especially by the expression
for the CTR Jacobian matrix) applying beam mechanics to
describe cannula shape [10], [11]. Control of continuum
robots is challenging in comparison to that of traditional
robots whose links are relatively rigid and whose joints are
discrete [7], especially for CTR due to the phenomena like
torsion, friction, shear, and non-linear constitutive behaviour.

Real-time and accurate control of a CTR can be ensured
using an image-guided strategy usually called visual servoing
control or vision-based control [11]. In fact, image-guided
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control enables interventional procedures with high accuracy
and interesting medical outcomes due to integration of medi-
cal imaging with the surgical workflow. Several related works
were proposed in the literature in which the integration of the
vision feedback on the control scheme improves considerably
the surgical procedures, especially in terms of accuracy and
versatility. Different image modalities were used to close the
loop mainly using white light images [11], but not only,
ultrasounds (US) [12], [13] , magnetic resonance imaging
(MRI) [14], and computed tomography [15]. have been
investigated as external sensor to control a robotic system,
this in a large number of medical and surgical applications.
Some medical imaging modalities offer more than just an
indirect (intracorporeal) visualization of organs/tissues but
an effective means for establishing a reliable diagnosis.
Thanks to the recent advances in fiber-optics, light sources
and detectors allow performing cellular level, non-invasive
and real-time examination of suspected organs/tissues. This
procedure is usually called “optical biopsy” in opposition
to the conventional ”surgical biopsy” which requires tissue
removal, transport and storage for histopathological exami-
nation.

The most promising optical biopsy technique is certainly
the optical coherence tomography (OCT). OCT is operating
under the principle of low coherence interferometry provid-
ing very interesting lateral and axial resolutions: 4µm and
3µm, respectively. Depending on the intended use, OCT
offers three types of optical biopsies 1D (optical core), 2D
(B-Scan image) and 3D (volume). OCT imaging modality is
able to reach higher penetration depths 1-5mm compared to
only 250µm provided by the confocal microscopy devices.
OCT was firstly applied in ophthalmology due to the trans-
parent nature of eyes, their minimal scattering and high light
penetration. However, imaging of non-translucent mediums
has been performed using longer wavelengths (near infrared)
allowing new applications, such as dermatology, cardiology,
etc. Since the OCT systems are fiber-optic based principles,
it becomes possible to be easily integrated in endoscopic
systems for visualizing internal organs. OCT has also been
used to perform an ophthalmic surgery [16] and a repetitive
biopsy through robot control [17], [18]. As reminder, the
CTR have a free axial part, it is in fact possible to slide
a fiber-based OCT inside the CTR. It is then advantageous
to consider the use of OCT images to perform an optical
biopsy and at the same time as an external sensor allowing
the position control of the robotic system.

The aim of this paper is to perform OCT image-based in-
plane positioning task of CTR with respect to a biological



Fig. 1. Principle of the spectral-domain OCT system.

sample. To do this, we use the B-Scan OCT images for both
the optical biopsy acquisition and the control of the CTR
tip. The OCT probe views simultaneously the robot tip and
the cross-section of the biological sample. In this work, the
CTR is considered such as a puncture needle which must
reach, with high accuracy, the optical biopsy site (inside
the biological sample). Indeed, the human operator (e.g., a
physician) defines the suspected area on the sample and the
CTR must moves automatically to the target thanks to an
image-guided closed-loop controller. To our knowledge, a
such investigation, i.e., controlling a CTR using OCT images
as signal input on the control loop, has not been reported in
the literature yet. The preliminary experimental validation of
the developed OCT-based control law on a lab-made CTR
has demonstrated encouraging results, especially in term of
accuracy.

The paper is organized as follow: Section II deals with
a description of the operating of an OCT imaging system.
Section III introduces the CTR working principle and the
developed CTR. Section IV describes an OCT-based control
law using a differential kinematics while the experimental
validation of the proposed materials is discussed in Section
V. Finally, Section VI concludes the paper and discusses
perspectives.

II. OCT IMAGING SYSTEM

As mentioned in the introduction, OCT is an emerging
technology for performing high-resolution, cross-sectional,
tomographic imaging in real time. OCT system operating is
based on a low coherence interferometric technique, usually
using near infrared light [19]. In fact, OCT images are
obtained by the measure of the reverberate time delay and
the intensity of the back-scattered light from the viewed
object that gives data about the different scrambling layers
of the tissue. From this point of view, it can be noticed
that there is a similarity between OCT functioning and that
of the ultrasound (US) system in which the laser source is
replaced by an ultrasound one. However, since light travels
faster than sound (3 × 108 m/s for the light versus 1500
m/s for the sound in water), direct measurement of the echo
time as in ultrasound systems is not possible. In opposition,
in OCT systems this measure is indirectly achieved by
using low-coherence interferometry and through a Michelson
interferometer (Fig. 1).

Actually, light from a low coherence source is split into
reference and sample arm. In the first arm, the lighting rays
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Fig. 2. Illustration of OCT system functioning on its three modes. (a)
is an A-Scan optical core, (b) is called B-Scan (2D OCT image) which
is the sum of several A-Scan measurements grabbed along one scanning
direction, and (c) represents a 3D (volume) OCT image which is obtained
by a two-directions scan of the sample.

are reflected by a mirror, when in the second arm, the rays
are focused on the sample through different objective lenses.
Then, the back-scattered light from the sample interferes
with the light returning from the reference arm. Therefore,
the resulting signal is revealed by a photo-detector and sent
to the signal processing unit. For instance, in Time-Domain
OCT (TD-OCT), this is achieved by scanning the reference
mirror in aim to grab the signals resulting from all the
sample layers, whereas in Fourier-Domain OCT (FD-OCT),
the system is fixed recording the spectral interference pattern.
The depth reflectivity profile (optical core) of the sample at
the focal spot (Fig. 2(a)) is then obtained through a Fourier
transform of the grabbed spectral signal. Moving the focused
beam across the sample in a straight line generate 2D cross-
sectional B-Scan image (Fig. 2(a)) which is the concatenation
of A-Scans (Fig. 2(a)) while the concatenation of the B-Scans
sections provides a 3D OCT image (Fig. 2(c)).

With respect to US device, OCT does not need any
transduction medium or direct contact with the tissues for
propagating the lighting rays. The OCT images resolution
(depending on the used lighting source wave-length) is
requiring micrometer resolution and millimeter penetration
depth while US images offer a millimetric resolution (up to
the tenth of millimeter) with several centimeters of depth.
Due the numerous advantages of the OCT, it is considered
as ”optical biopsy”, in various medical fields, which can be
a substitute of the conventional ”physical biopsy” (Fig. 3).

III. CONCENTRIC TUBE ROBOT DESCRIPTION

A CTR is composed of two main parts: the actuator unit
and the backbone. The last one is obtained by the assembly
of superplastic tubes in a telescopic manner. The backbone is
divided in m links where each one is defined by the number
of tubes, the resultant curvature κj (j ∈ 1...m), and the link
length `j with constant piecewise curvature assumption [6].
A CTR with 3 tubes is usually proposed to obtain 6 degrees
of freedom [3], [4] while the actuator space is defined by
q=[α1, ρ1, α2, ρ2, α3, ρ3, ]

> (Fig. 4) and the robot pose is
0T3.



Fig. 3. OCT images of samples of cucumber (A,B,C), kiwi (D,E,F)
and grape (G,H,I): (A,D,G) are white light camera image of the sample,
white box/line indicates the scanning region; (B,E,H) are volume rendering
reconstructed from all the scans; and (C,F,G) are B-scans of a single slice
of the sample.

Fig. 4. Working principle of CTR with 3 curved tubes.

In the following, a model-less control is studied while
the description of the developed prototype is discussed. It
has been designed and used in order to validate the OCT-
based control scheme. It is equipped with an actuation unit
with 3 linear stages (LIMES 90-55-HSM, step motor with a
positioning accuracy < 16µm) and 3 rotary stages (DRMT
65-D25-HSM, step motor with a repeatability < 0.02◦) from
OWIS GmbH. Each tube is fixed with a mechanical part
at the open aperture of the rotary stage which is mounted
on the linear stage. It is controlled through a MATLAB
implementation on a desktop computer (a Dell Optiplex 7010
with a Intel Core TM 3.4GHz processor).

The tubes which constitute the CTR mechanism were
acquired in a straight shape from Euroflex GmbH. The
curvature setting is lab-made using a mold and the specimens
were placed in an air furnace at ∼ 500◦C for 20 min and then
quenched in water. The tubes geometrical features are listed
in Table I. Finally, the developed experimental setup is shown
in Fig. 5 where one can see a capillary fiber (with a diameter
of 240µm) mounted on the end-effector in order to simulate
for example a puncture needle or a surgical instrument.

TABLE I
GEOMETRICAL PARAMETERS OF THE TUBES ASSEMBLED ON THE

PROTOTYPE.

Tube i Tube 1 Tube 2 Tube 3
Curvatures κi (m−1) 4.91 7.2 9.76
Lengths Li (m) 0.12 0.155 0.2
Outer diameters (mm) 3.112 2.032 1.32
Wall thickness (mm) 0.222 0.279 0.180
Transmission lengths (mm) 0 200±50 400±50

Fig. 5. a) The developed CTR prototype with 3 curved tubes and the OCT
system, b) zoom on the capillary fiber and the OCT probe positioned in an
eye-to-hand configuration.

Remark 1: Despite very accurate description of position and
orientation, it still very difficult to estimate analytically the
CTR robot Jacobian considering torsion and friction since
forward kinematics consists of differential equations coupled
with boundary conditions [7], [20]. Thereby, generally the
Jacobian matrix J is computed through a numerical esti-
mation instead of analytical one. In our case, we want to
control the CTR on the image frame. Thus, we will use
only two tubes with 2 DOF (α3, ρ2=ρ3), and hold the
rest constant (ρ1, α1, α2). Thereby it reduces J to a 2
by 2 square matrix. To computed J, we move the robot
according to the robot actuators (in our case α3, ρ3=ρ2).
Thus, the robot tip position, expressed in the OCT image
frame, is computed (using image processing). Several series
were carried out in order to optimize the estimation. This
approach is sufficient because of the small robot motion
needed in case of optical biopsy acquisition (the OCT field-
of-view is only 3mm × 3.54mm) and allows controlling the
CTR without using model or additional external sensor.

IV. OCT-BASED CONTROL LAW USING A DIFFERENTIAL
KINEMATICS

A. Basics of Visual Servoing

According to [21], a visual servoing control law aims the
control of the robot’s motion allowing to make a set of visual
features s (s ∈ Rk), which defines the current robot pose
s = s

(
x(t)

) (
x(t) ∈ SE(3)

)
, to reach a set of desired

features s∗ (s∗ ∈ Rk), this by minimizing an positioning
error given by

e = s
(
x(t)

)
− s∗ (1)

where s defines the image coordinates of the capillary fiber.
Note that the time-derivation of s allows linking the

visual features velocity to those of the camera (OCT system)
vc ∈ SE(3)

(
vc = [vx, vy, vz, ωx, ωy, ωz]

>), more precisely
vi is the instantaneous linear velocity of the origin of the
camera frame and ωi the instantaneous angular velocity of
the camera frame. This relationship is defined as follows

ṡ = Lsvc (2)

where Ls ∈ Rk×6 is called interaction matrix.
The combination of (1) and (2) allows relating the time-

variation of the error ė to the robot motion as

ė = CLsvc (3)



Now, applying an exponential decay of the error, we get
the following visual controller expression

vc = −λL̂+
s

(
s(t)− s∗

)
(4)

where λ is a positive gain and L̂+
s is the Moore-Penrose

pseudo-inverse of the interaction matrix Ls estimated as
follows [21],

Ls =

(−1
Z 0 x

Z xy −(1 + x2) y
0 −1

Z
y
Z 1 + y2 −xy −x

)
(5)

Z is the depth of the point relative to the camera frame. Note
that, in this study, we choose to fix L̂s to be the interaction
matrix Ls

∗ obtained at the desired position of the visual
sensor as it is often done.

B. Control Law

Our system OCT-robot (Fig. 5) is designed in an eye-
to-hand configuration. Thus, the relation between the robot
velocity q̇ (the joint space of the CTR robot are noticed as
q = [α1, ρ1, α2, ρ2, α3, ρ3]

>) and the camera one vc is

q̇ = −J−1(q)eMo
oMcvc (6)

where J−1(q) is the robot inverse kinematics Jacobian
expressed into the robot tip frame Re, eMo is the twist
transformation matrix from the robot base frame Ro to the
end effector frame Re, and oMc is the twist transformation
matrix from the camera frame Rc to the robot base frame
Ro. The latter two are of the form

bMa =

[
bRa [bta]∧

bRa

03×3
bRa

]
(7)

where bRa is the 3× 3 rotation matrix from the Ra to Rb

frames, bta is the 3 × 1 associated translation, and “[ . ]∧”
is the skew symmetric matrix associated to the cross-product.

C. Visual Features Tracking in OCT Images
Probably, the more challenging task in an OCT-based

visual servoing process is the ability to extract and track
over time visual features, especially when it concerns the
visualization of a biological sample. It can be highlighted
that OCT images are characterized by a high image noise
(e.g., weak signal to noise ratio) and a low texture. Con-
sequently, the visual tracking of the current visual features
s(t) becomes difficult. However, due the fact that this paper
deals mainly with the control of a CTR mechanism using
the OCT images as signal inputs in the control loop, we
have chosen to minimize the image processing task. Thus, to
tackle this problem of tracking, we implement a conventional
normalized cross-correlation (NCC) [22] method to follow
over time the robot tip in the OCT images (Fig. 6). The NCC
expression is given by

NCC =

∑
x,y

(
I(x, y) − Ī

)(
t(x− u, y − v) − t̄

)
(∑

x,y

(
I(x, y) − Ī

)2∑
x,y

(
t(x− u, y − v) − t̄

)2) 1
2

(8)
where I(x, y) is the OCT image, Ī the mean of I , t is the
correlation template feature and t̄ its mean, and (u, v) defines
template t coordinates center.

Fig. 6. Tracking of the end-effector based on correlation: a) 2D OCT
image (500 × 350 pixels) and b) the tracked position of the end-effector
positioned above the biological sample.

Furthermore, the image processing processes were per-
formed using the open-source library OpenCV which is
integrated into our open-source lab-made library cvLink 1

(operating under the MATLAB SIMULINK framework).
Finally, Fig. 7 depicts the global block diagram which

summarizes the different followed steps of the proposed
OCT-based visual servoing control law for CTR purposes
in case of optical biopsy acquisition and positioning.

Fig. 7. Block diagram for the complete OCT-based control scheme.

V. EXPERIMENTAL VALIDATION

A. Experimental Setup

For the experimental validation, the previously described
prototype (Section III) is used and controlled with com-
puter 1 in Fig. 7. The second computer, a Dell Optiplex 7010
with a Intel Core TM 3.4GHz processor named computer 2 in
Fig. 7, is exclusively dedicated to the OCT images grabbing
and image processing algorithms running. Both computers
communicate asynchronously using an UDP protocol.

The whole system (Fig.5) was mounted in an eye-to-hand
configuration. This means that the OCT imaging system (a
Telesto-II 1300nm from THORLABS) is placed upper the
robot tip as well as the biological sample. This configuration
allows a simultaneous visualization of the robot tip and the
biological sample. The considered OCT images are B-scan
slices (acquired in the xy plane) having a resolution of
500 × 350 pixels grabbed under a frame-rate up to 25 frames
per second.

In practical implementation, the control law processes the
variation of the robot actuator δq in order to reach the fixed
tolerance threshold ξ and it is stopped when e ≤ ξ.

1https://sourcesup.renater.fr/cvlink/



B. 1 DOF validation

In order to validate the proposed control scheme, the CTR
is positioned on the OCT field of view. Afterwards, the
operator chooses the B-scan where he wants to perform the
positioning of the capillary fiber. The next step is to point
out the desired position s∗ with mouse double clicking on
the image. The results of the positioning along X and Y are
respectively shown in Fig. 8 and Fig. 9.

(a)

Initial position
↑

Desired position
↑

0 2 4 6 8 100

50

100

150

200

250

Iteration

E x [p
ix

el
]

 

 

(b)

Fig. 8. 1D positioning: (a) along X with λ=0.05, ξ=60 µm and (b) the
evolution of the error e for 10 iterations.

As can be seen in Fig. 8-(a), the end-effector position
s(t) converged to the desired position s∗. The movement is
stopped when the error e(t) is less than the fixed tolerance
threshold ξ=60 µm during this test. The position error is
about 10 µm (∼ 1.67 pixels in Fig. 8-(b)) after 10 iterations.

Along Y, the convergence is shown in Fig. 9-(a) and the
evolution of the robot tip is observed in Fig. 9-(a) with the
final error about 79 µm (∼ 7.9 pixels cf. Fig. 9-(b), ξ=100
µm) after 23 iterations.

Afterwards, the effect of controller parameters (λ and ξ)
is studied in order to assess the high accuracy positioning
ability of the proposed OCT-based CTR control. The results
are summed up in Table II where one can see a final
position error up to 10µm along X and 74µm along Y.
The iteration number can be reduced by increasing the
controller gain thus its value will be fixed according to the
application constraints. These values are up to now the lowest
positioning error obtained in closed loop control of CTR.
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Fig. 9. 1D positioning: (a) along Y λ=0.2, ξ=100 µm and (b) the evolution
of the error e for 23 iterations.

TABLE II
PERFORMANCE ANALYSIS ACCORDING TO THE CONTROL LAW

PARAMETERS.

Controller parameters Iteration
count

Final posi-
tion error
(µm)

Along X

λ=0.01, ξ=240 µm 22 210 µm
λ=0.05, ξ=60 µm 10 10 µm
λ=0.1, ξ=60 µm 6 12 µm
Along Y

λ=0.05, ξ=300 µm 18 290 µm
λ=0.2, ξ=100 µm 23 79 µm
λ=0.3, ξ=100 µm 7 74 µm

C. 2 DOF validation

A 2D control was also performed in order to validate the
proposed control scheme. The previously described proce-
dure is applied again.

The final position error is measuring about 295µm during
the test presented in Fig. 10. It can be reduced by varying
λ and ξ following the trend observed in Table II. A position
error about 55µm is obtained for λ=0.1 and ξ=100µm. One
can observe that the path to the desired position is not in
straight line. This can be explained by the coefficients of
the estimated jacobian where the actuation of α3 generates
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Fig. 10. 2D positioning with λ=0.1, ξ=300 µm, and iteration=19.

large movement along X and Y compared to ρ3=ρ2 effect.
In addition, differential kinematics based control of CTR has
shown a non linear path to the desired position as previously
observed in [11]. This behavior could be explained by the
friction and the torsion observed with the amplitude of the
considered displacement.

VI. CONCLUSION

In this paper were presented preliminary results on OCT-
based control of CTR which are to our knowledge not
presented in the literature yet. The OCT imaging system is
described and its ability for optical biopsy is highlighted. Af-
terwards, the developed CTR prototype is briefly introduced.
A control law based on OCT images is introduced which has
two main advantages: the visual features tracking is based
on a conventional normalized cross-correlation (NCC) and
it is model-less control because the robot jacobian matrix
is numerically estimated. The proposed control scheme is
experimentally validated with tests in 1D (successively along
X and Y) and 2D. It was demonstrated that OCT-based
control of CTR enables to achieve high accuracy positioning
task (up to 10µm position error). These results are clearly
another confirmation of the CTR ability to be versatile and
once again confirm its Swiss Army knife role in robot-assisted
interventions. Future works will be focused on the extension
of the proposed control law to more than 2D positioning task.
The challenges will be on the development of surgical tools
visible under OCT imaging system using high resolution
additive manufacturing technologies.
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