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Highlights

- Estimation of material parameters from micro incremental sheet forming test using forming force measurements by finite element model updating method.
- Identification of coupled ductile damage behavior in very large strain of thin copper foils during incremental deformation test.
- Quantification of forming force information richness with an identifiability index to ensure no correlation between the material parameters and to enable an optimization of the characterization test.
Abstract

Incremental forming is a rapid prototyping process which uses a forming tool to form a sheet metal according to a predetermined trajectory. In this paper, a micro incremental deformation test (Micro InDef test) derived from the principle of single point incremental sheet forming is developed and proposed. A complex mechanical loading is applied and has a strong potential for the identification of inelastic behavior using inverse method.

In a first part, this paper addresses the parameters identification and validation procedures of the ductile damage behavior of ultra-thin sheet metal under very large strain during this instrumented Micro InDef test. An inverse finite element method based on the comparison between numerical and experimental axial forming forces of the incremental deformation test is employed to extract a coupled ductile damaged plastic model.

In the last part, the objective is to prove the reliability of ductile damage parameters identification using forming force. The richness of data contained in forming force is quantified and compared to the one from tensile test. Firstly the verification of the estimated parameter’ reliability is done via a simple analysis based on the forming force sensitivity to material parameters and secondly by calculating elastoplastic and elastoplastic with ductile damage.
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I. INTRODUCTION

The developed Micro Incremental Deformation (Micro InDef) test consists of locally deformed a clamped blank using a hemispherical tool. The advantages of this test are, the magnitude of deformation achieved is considerably large and it can be performed on a CNC milling machine, where the deformation path can be varied easily. These characteristics are also known for incremental sheet forming (ISF), considering the Micro InDef test reproduces the same procedure but with different goal, moreover for the Micro InDef test a dynamometer is used to measure the forming force. While ISF aims to form the sheet without the need of dedicated dies or specific tooling, Micro InDef test's objective is to make useful of the large and complex deformation to obtain the material's parameters.

Numerical simulations of sheet forming are widely used in the research and development areas. These simulations have become an indispensable tool in product design to improve both performance and quality, as well as reducing costs. The mastery of numerical modeling is a preliminary step in processes optimizations and in understanding complex phenomena. However, the quality of the numerical simulations depends on the accuracy of the input data, such as the boundary conditions, loading conditions, the constitutive law, and the material parameters.

Regarding thin sheet metal, the identification of the constitutive law is often performed by using classical characterization tests, i.e., tensile, bending, and shear tests. The strain level reached by these tests is limited and does not represent the complex and large deformations that occur during metal forming operations. The characterization of the material behavior of these tests is thus insufficient for accurate forming processes prediction.

Previous studies have shown that the accumulated plastic strain threshold and the damage evolution can be identified using repeated tensile loading [1]. It is satisfactory for the applications at moderate plastic strain levels (r <30%) on metal sheets having thicknesses greater than 1 mm. Abbasi et al. [2] have calibrated the Gurson–Tvergaard–Needleman (GTN) model by using the results of the tensile test. The validation is carried out by comparing the experimental and numerical results of bulge test and Erichsen test.

In this study, the detection of Young’s modulus variation during tensile tests using current technology is impossible due to the thinness of the specimen and strain localization at about r=30%. For this test, the softening part of load-displacement curve is due to damage growth and to necking. Consequently, the information
contained in load-displacement curve is too poor to identify damage parameters and this will be confirmed later by the identifiability analysis.

Shim and Park [3] have shown that an incremental deformation depends on the forming strategy and can reach an accumulated plastic strain two to three times higher than traditional stamping processes. Park et al. [4] have assessed the formability of an aluminum sheet under various forming conditions. They have shown that the incremental deformation of sheet with highly non-monotonic serrated strain paths, can undergo higher plastic deformation than traditional sheet metal forming.

This high formability can be explained by the fact that the deformation concentration region moves along the position of the contact tool/sheet. This phenomenon prevents the development of necking and delays the failure of the blank. This advantage allows the extraction of a lot of information about the material in very large strain. Therefore, we will use Micro InDef test to calibrate the ductile damage model by using the finite element updating method. The coupled damage-plasticity constitutive law used in this study is Lemaitre’s type, which will be described in the overview.

The deformation process and forces evolution during the above mentioned procedure are already well known. Jeswiet et al. [5] and Emmens and Van den Boogard [6] mentioned the localized deformation where the area of plastic strain is moving along the incremental path of the tool on the material. Jackson and Allwood [7] found experimentally that deformation occurs is a combination of bending, stretching and shear which increases during the successive laps. With the greatest strain component is shear in the tool direction, while perpendicular to the tool direction - stretching and shear have the same magnitude. Vollertsen et al. [8] have given a review on size effects and their potential use via the description of their influence on the formability and on the forming processes. Ben Hmida et al. [9] have investigated these phenomena by studying the influence of the initial grain size on the forming forces. They found that the axial force decreases with increasing grain size, which is in agreement with the Hall-Petch effect [10-11].

Furthermore, several studies have shown that the force predictions made from finite element (FE) simulations of incremental sheet deformation are sensitive to the material parameters. By FE simulations Henrard et al. [12] have observed that the force prediction is highly sensitive to the constitutive law and the material parameters. Duflou et al. [13] found that the axial forming force is the dominant force and is close to the total force.
For all these reasons we decided to use the axial force as data for inverse problem approach. This approach proposes to determine constitutive parameters from the measured response data, namely, using the finite element model updating (FEMU) method. Early attempts to use this approach have been presented by Kavanagh and Clough [14]. The objective is to minimize the gap between a result response of a finite element simulation and the measured quantity. Several studies have used local measurements response, such as the displacement fields, e.g., Pottier et al. [15] have applied the FEMU method, using digital image correlation data, to identify the parameter set of an anisotropic elastic–plastic model. The full-field data are experimentally obtained from three geometries exhibiting increasing strain field heterogeneities. Several authors have applied this method using global measurements response, such as reaction force and torque. In this context, Gelin and Ghouati [16] have used this technique to determine viscoplastic material parameters of an aluminum alloy from a plane strain compression test. Later, they applied this method to identify the elastic plastic constitutive law parameters using tensile tests in a first step and a deep-drawing test in a second one [17]. Moreover, Yoshida et al. [18] have successfully identified elastic plastic parameters for sheet metal using the inverse method from cyclic bending tests.

In the instrumented Micro InDef test, the global forming measurement force is used to characterize the material behavior of thin sheets under complex loading conditions. In this paper, the identification of a ductile damage model is carried out. It should be noted that the main goal of Micro InDef test is to identify a mechanical behavior (here to a Lemaitre type behavior), and not to simulate incremental forming process. A calibration procedure is proposed to estimate the associated material parameters using the FEMU method. Then the Micro InDef test of different tool path is realized to validate the inelastic behavior. Finally, a practical identifiability analysis via an index based on the forming force sensitivity is performed to quantify the information richness of forming forces measurement.

II. MATERIAL & METHODS

In this section, the material and the considered mechanical behavior law are introduced. The micro incremental deformation test is then presented and applied to calibrate the constitutive parameters of the considered behavior law. Different tests are also performed to demonstrate the ability of identified behavior law to simulate different deformation paths. Finally, the richness of data contained in forming force is quantified to validate the parametric identification procedure.
II.1. Material and considered behavior law

The selected material for this study is a single-phase copper foil with an initial thickness of 210 µm. The chemical composition of the copper alloy is as follows: Cu (99.9%) and Fe (0.1%). The material is annealed at 400°C for 30 min to eliminate the effects of rolling texture and to make the structure homogeneous. The average grain size after annealing is equal to 30 µm.

The elastic parameters obtained from ultrasonic characterization are 100 GPa for the Young Modulus and 0.31 for the Poisson’s ratio. These values are in good agreement with literature data [19].

Uniaxial tensile tests were conducted on flat specimens having a rectangular cross section $A_0 = w_0 h_0$ where $w_0=5$ mm and $h_0=0.21$ mm are the initial specimen width and thickness, respectively. True stress $\sigma$ and true strain $\varepsilon$ are calculated from the following relations:

\begin{align}
\sigma &= \frac{F_t}{A_0} (1 + \varepsilon) \tag{1} \\
\varepsilon &= \ln \left( 1 + \frac{\Delta l}{l_0} \right) \tag{2}
\end{align}

where $F_t$, $\Delta l$ and $l_0$ are respectively the tensile force measured by the load cell, the length variation measured by the laser extensometer and the initial length ($l_0 = 25$ mm).

Specimens were cut from a strip with a width of 34 mm by wire electrical discharge machining process, in three directions: 0°, 45° and 90° with respect to the rolling direction. The specimen was elongated up to fracture, and the true stress-strain curve was obtained for the three orientations (0°, 45° and 90°). The stress-strain curves are presented in Fig. 1.

The stress-strain curves show small deviations, as presented in Fig. 1a. The three Lankford coefficients ($r_{0}$, $r_{45}$ and $r_{90}$) are measured at 20% of strain. The calculated normal anisotropy $R_N$ and the planar anisotropy are $R_N = 0.955$ and $\Delta R = -0.12$, respectively. These results demonstrate that the material can be considered isotropic.

Three tensile tests with different strain rates $\dot{\varepsilon} (10^{-1} - 10^{-3}s^{-1})$ were carried out to study the influence of strain rate on the sheet metal plastic behavior. It is found that the strain rate does not have a significant impact on the material mechanical behavior, as shown in Fig. 1b. Only a slight increase in the stresses with the strain rate is observed (3%). The sensitivity to the strain rate is therefore not considered.
In this section, the damage-plasticity isotropic model is presented, in the isothermal case, to provide an accurate prediction of the mechanical response of the material. The continuum damage mechanics concepts developed by Lemaitre and Desmorat [20] in the context of thermodynamics with internal variables are considered [1]. In this approach, damage is coupled with the plasticity model by using the effective stress concept.

Starting from the early propositions of Kachanov [21] and Rabotnov [22], a scalar damage variable $D$ that characterizes the degree of material degradation is introduced. By assuming homogeneous distribution of microvoids, the effective stress tensor can represented as

$$\bar{\sigma} = \frac{\sigma}{1 - D}$$  \hspace{1cm} (3)

Where $\sigma$ is the Cauchy stress tensor and $\bar{\sigma}$ is the effective stress tensor. The damage variable $D$ may be interpreted as an indirect measurement of microvoids and microcracks density for which values between 0 (initial undamaged state) and $D_c$ the critical damage, can be assumed, defining the local failure ($0 \leq D \leq D_c \leq 1$).

By applying the elastic strain equivalence assumption [1], the strain behavior of the damage model is represented by the constitutive equation of the virgin material, where stress is simply replaced by effective stress.

$$\varepsilon^e = C^{-1} : \bar{\sigma} = \bar{C}^{-1} : \sigma \Rightarrow \bar{C} = (1 - D)C$$  \hspace{1cm} (4)

Where $\varepsilon^e$ is the elastic strain and $C$ and $\bar{C}$ are the elastic constitutive tensors for the virgin and the damaged material, respectively, with

**Fig. 1**: True stress-true strain curves: (a) cutting direction effect ($\dot{\varepsilon} = 10^{-3} \text{ s}^{-1}$), (b) strain rate effect (direction: $0^{\circ}$).
\[ C = \frac{E}{(1 + \nu)} \left[ I + \frac{\nu}{(1 - 2\nu)} \mathcal{I} \right] \]  

(5)

Where \( I \) and \( \mathcal{I} \) are the fourth and second order unit tensors respectively. \( \nu \) is the Poisson ratio and \( E \) is the virgin (undamaged) Young’s modulus.

By using the strain partition hypothesis, the total strain \( \varepsilon \) can be divided into elastic \( \varepsilon^e \) and plastic \( \varepsilon^p \) parts:

\[ \varepsilon = \varepsilon^e + \varepsilon^p \]  

(6)

The non-associated plasticity framework assumes that mechanical behavior is obtained when three potentials are defined to determine the flow direction: a specific free energy \( \psi \), a yield function \( f \) and dissipation potential \( F \).

By applying the assumption that elasticity and plasticity behaviors are uncoupled, the following expression is proposed for the free energy

\[ \rho \psi(\varepsilon^e, r, D) = \frac{1}{2} (1 - D) \varepsilon^e : C : \varepsilon^e + Q r + \frac{Q}{b} [\exp(-br) - 1] \]  

(7)

Where \( \rho \) is the density and \( Q r + Q/b[\exp(-br) - 1] \) is the plastic stored volume density energy and \( r \) is the accumulated damaged plastic strain. \( Q \) and \( b \) are material parameters that represent the asymptotic value and the exponent of the isotropic hardening law, respectively [23]. The state laws can be then written as

\[ \sigma = \rho \frac{\partial \psi}{\partial \varepsilon^e} = (1 - D) C : \varepsilon^e \]  

(8)

\[ R = \rho \frac{\partial \psi}{\partial r} = Q [1 - \exp(-br)] \]  

(9)

\[ -Y = \rho \frac{\partial \psi}{\partial D} = -\frac{1}{2} \varepsilon^e : C : \varepsilon^e \]  

(10)

With \( R \) the isotropic hardening variable and \( Y \) is elastic energy density release rate. The dissipation potential \( F \) is defined by

\[ F = f + F_D \]  

(11)

where \( f \) is the classical yield function described by means of the von Mises equivalent stress and that defines the effective von Mises stress \( \tilde{\sigma}_{VM} \) as the variable. \( F_D \) is the damage potential, which corresponds to the evolution of the damage law. These two functions are described by

\[ f = \tilde{\sigma}_{VM} - R - \sigma_Y = \sqrt{\frac{3}{2} \text{dev}(\tilde{\sigma}) : \text{dev}(\tilde{\sigma}) - R - \sigma_Y} \]  

(12)

\[ F_D = \frac{S}{(1 - D)(s_0 + 1)} \left( \frac{Y}{S} \right)^{s_0+1} \]  

(13)
where $\sigma_y$ is the initial yield stress, $\text{dev} \bar{\sigma}$ is the effective deviatoric stress tensor, $s_0$ is the damaged material constant and $S$ the damage strength. The damaged plastic strain is accumulated as $\hat{\varepsilon}_p = \int_0^t (1 - D) \sqrt{2/3} \dot{\varepsilon}_p : \dot{\varepsilon}_p \, dt$

where $\dot{\varepsilon}_p$ represents the plastic strain rate tensor and $t$ is the time variable.

Based on the definition of the function $F$, the evolutions of internal variables are expressed by:

\[
\begin{align}
\dot{\delta} &= \lambda \frac{\partial F}{\partial \bar{\varepsilon}} \dot{\bar{\varepsilon}} \quad \text{if } r > p_D \text{ and } \chi = \frac{\text{trace}(\bar{\sigma})}{3\delta_{VM}} > -\frac{1}{3} \\
\dot{\delta} &= 0 \quad \text{if } r \leq p_D \text{ or } \chi = \frac{\text{trace}(\bar{\sigma})}{3\delta_{VM}} \leq -\frac{1}{3}
\end{align}
\tag{14}
\]

\[
\dot{\varepsilon}_p = -\dot{\lambda} \frac{\partial F}{\partial (-\sigma)} = \frac{\dot{\lambda}}{1 - D} \frac{3 \text{ dev} \sigma}{2 \sigma_{VM}}
\tag{15}
\]

\[
\dot{\lambda} = -\frac{\partial F}{\partial \lambda} = \dot{\lambda} = \dot{p}(1 - D)
\tag{16}
\]

Where $p_D$ is the damage accumulated plastic strain threshold, $\chi$ is the triaxiality factor [24] and $\dot{\lambda}$ the plastic multiplier, which is determined by the consistency condition ($\dot{f} = 0$ and $\dot{f} = 0$).

Therefore 9 parameters should be identified, as listed in Table 1. These parameters are divided into four categories: characterizing the elasticity, plasticity, damage and fracture mechanisms.

**Table 1: Materials parameters.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Definition</th>
<th>Mechanisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>Young’s modulus</td>
<td>Elasticity</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson ratio</td>
<td>Elasticity</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>Initial yield stress</td>
<td>Plasticity</td>
</tr>
<tr>
<td>$Q$</td>
<td>Saturation value (Voce hardening law)</td>
<td>Plasticity</td>
</tr>
<tr>
<td>$b$</td>
<td>Hardening exponent (Voce hardening law)</td>
<td>Plasticity</td>
</tr>
<tr>
<td>$p_D$</td>
<td>Accumulated plastic strain threshold</td>
<td>Damage</td>
</tr>
<tr>
<td>$S$</td>
<td>Damage strength (Lemaitre denominator parameter)</td>
<td>Damage</td>
</tr>
<tr>
<td>$s_0$</td>
<td>Damaged material constant (Lemaitre exponent parameter)</td>
<td>Damage</td>
</tr>
<tr>
<td>$D_c$</td>
<td>Critical damage</td>
<td>Fracture</td>
</tr>
</tbody>
</table>
To obtain realistic and predictive simulations, accurate parameters are introduced in the behavioral law. For that reason, an estimation and validation procedure will be proposed to identify the ductile damage model parameters.

II.2. Calibration methods of the coupled damage-plasticity model

The idea is to compare an experimental Micro InDef test and a numerical version (FEM) of the same test. More precisely we compare the experimental and the numerical forming forces on Z axis. The material parameters are estimated in order to minimize the difference between these two forces.

As shown in Fig. 2, the procedure is divided in 2 steps. First step (initialization) is the identification of the elastic and plastic parameters by comparing results between tensile testing and modeling. The result of first step then used as input data for the second step (estimation), which is identification of plastic and damage parameters by comparing forming forces between Micro InDef testing and modeling.
II.2.1. Tensile test (Step 1)

The first step comprise of experimental and numerical procedure. On the experimental procedure, uniaxial tensile tests are performed on flat specimens, which are generally cut from a metallic strip. All tests are performed at room temperature and quasi-static speed condition using an MTS electro-mechanic testing machine. Specimen geometry and the associated parameters are defined in Fig. 3. Due to the initial strip width, it
is not possible to use standard specimen. However, the specimen geometry is close to the standard geometry by reducing the dimensions as defined in Fig. 3.

The measurements of the elongation $\Delta l$ were performed using a laser extensometer. Three tests are conducted in such a way to minimize experimental deviation.

A finite element parametric model is used to simulate tensile test. The specimen is meshed by 4 nodes quadrilateral shell elements in order to decrease the computational time. For this test, the left boundary is fixed while the right boundary is moved in the x-direction, as shown in Fig. 4. The total reaction force is calculated by summing all nodal forces in x direction at the fixed end.

The first step is dedicated to determinate the initial hardening parameters set $(\sigma_{y0}, Q_0, b_0)$ by using tensile test. In the first approach, this step is necessary to start the identification (step 2) from a physically solution and to reduce the computation time.

The determination of the initial hardening parameters for the tensile test is realized using the FEMU method. Then, the numerical reaction force is compared to the experimental measurement and the hardening parameters
are adjusted iteratively using an optimization algorithm. In order to avoid the necking phenomenon, only the experimental data until 23% of deformation are considered.

In the current study, the cost function $\omega_1(\theta_1)$ is defined as the gap between the measured tensile force $F_E(t)$, and that obtained through the simulation, $F_N(\theta_1, t)$.

$$\omega_1(\theta_1) = \frac{1}{N_1} \sum_{i=1}^{N_1} [F_E(t_i) - F_N(\theta_1, t_i)]^2$$  \hspace{1cm} (17)

Where $N_1 = 600$ is the number of experimental points (until 23%), which is equally distributed over the time interval $[t_1, t_{N_1}]$, and $\theta_1$ is the vector of material parameters. The inverse method controls the three hardening parameters, $\hat{\theta}_1 = \tau(\tilde{\sigma}_y, \tilde{Q}, \tilde{b})$ which minimize this cost function. The minimization problem can be written formally as:

$$\hat{\theta}_1 = \arg \min_{\theta_1 \in [\theta^{-}_1, \theta^{+}_1]} \omega_1(\theta_1) = \tau(\tilde{\sigma}_y, \tilde{Q}, \tilde{b})$$  \hspace{1cm} (18)

Where $\theta^{-}_1$ and $\theta^{+}_1$ are the minimum and maximum limits of the material parameters. A constrained optimization algorithm based on the Levenberg-Marquardt method [25-26] is used to solve the problem described by Eq. (18) in the MIC2M software [27].

II.2.2. Micro Incremental Deformation (Micro InDef) test (Step 2)

The Micro InDef testing device is illustrated in Fig. 5 is composed of a fixed die support, a modular die, a fixed blank holder clamped to the die using screws and a forming tool with a radius of 1 mm (hemispherical end tool). The lubrication of the sheet/tool interface (water/oil mixture) is used to improve the sheet formability. The tool moves with a constant feed rate of 500 mm/min and rotates with a constant speed rate of 1000 rpm to ensure the spindle integrity and reduce the effects of friction. 3-axis micro-milling CNC Machine (KERN) is used and the forming forces $F_{exp}$ are acquired by using a 4-axis dynamometer (Kistler 9272). In the case of conventional incremental sheet forming this approach was used by Duflou et al. [13] and Ambrogio et al. [28] and micro-SPIF by Ben Hmida et al. [9]. As for the tensile ones, each test is repeated three times to ensure that the test is reliable.
Pyramidal shape, with a draft angle $\alpha$, is used to perform the Micro InDef test. The geometrical definition of this shape is given in Fig. 6.

A particular attention is given to generate the tool path required to induce plastic deformation of the material and recover as much information as possible. Indeed, two approaches are used: the helical paths (continuous path) and the constant Z-level one (discontinuous path). Both strategies are illustrated in Fig. 7.
A fully parametric toolbox, programmed in MATLAB language, has been developed to prepare the input files necessary for the simulation of the Micro InDef test (mesh, boundary, load and initial conditions, material behavior). This numerical toolbox was completely detailed and validated in the study proposed by Thibaud et al. [29]. The associated finite element mesh is presented below in Fig. 8.
integration points through the thickness). 120 elements are imposed upon the length and width to discretize the blank with a total of 43200 solid elements.

The tool and the blank are modeled with the same geometrical parameters as in the experimental test. During simulation tests, the sheet is clamped along its edges, i.e. each node of the contour is fixed. The LS-DYNA software with an explicit integration method is used to simulate the InDef test. To decrease the computational time, the virtual simulation time is scaled down by a factor of 125, in which the ratio of the kinetic energy to the total internal energy can be controlled within 1% to ensure a quasi-static forming process. Finally, a virtual simulation time of 0.2 s, equivalent to a tool feed rate of 1200 mm/s, has been selected.

The coupled damage-plasticity model used for this simulation represents the main mechanisms of inelastic behavior, including plastic deformation, the change of elastic response and the localized failure, is used. This model was explained II.2.

The friction law chosen to simulate the tribological behavior at the interfaces between tools and the blank is a Coulomb’s friction law, with a friction coefficient equal to 0.2. This choice derives from studies proposed by Thibaud et al. [29] on the influence of friction on forming forces level and on numerical convergence. The number of integration points for shell elements in tensile tests and for solid elements in Micro InDef tests are completely discussed in these studies.

From the numerical point of view, when damage variable has higher value than critical damage ($D > D_c$) in an integration point of an element, it is deleted from the mesh. In the case of the fracture prediction, the mesh density is determined to be sufficient for the process simulations.

When finite elements are deleted, blank loose some mass. But from the identification procedure, this phenomenon is not considered because all identified parameters are already obtained. So there is no influence on the identification method. When fracture occurs, it will be necessary to predict fracture evolution by introducing a more complex approach as the X-FEM method proposed by Moës et al. [30]. in dynamic mode and it will be possible to identify fracture evolution by the identification procedure but it is not the objective of this paper.

This step consists of simulating a Micro InDef test, whose results (forming force) are sensitive to the material parameters that we want to adjust. The test is first simulated with a set of initial parameters, considered to be physically acceptable. Then, the numerical results are compared to the experimental measurements and the material parameters are adjusted iteratively using the same optimization algorithm as on tensile test. The inverse
analysis is then performed using the smooth profile to avoid the signal noise of the z-axis forming force without any loss of information.

The values of the plastic parameters \((\sigma_y, Q_0, b_0)\) identified from tensile test are introduced as the initial values in this second step. The initial values of the accumulated plastic strain threshold \(p_{D_0}\), the damage strength \(S\) and the damaged material constant \(s_0\) are introduced in relation with the proposition of Hallquist [31].

Here, the cost function \(\omega_2(\theta_2)\) is defined as the gap between the axial forming forces obtained through the experiments \(F_{ZE}(t)\) and those obtained through the simulation, \(F_{ZN}(\theta_2, t)\) of Micro InDef test with the helical strategy.

\[
\omega_2(\theta_2) = \frac{1}{N_2} \sum_{i=1}^{N_2} \left[ F_{ZE}(t_i) - F_{ZN}(\theta_2, t_i) \right]^2
\]  

(19)

Where \(N_2 = 1000\) is the number of experimental points, which is equally distributed over the time interval \([t_1, t_{N_2}]\), and \(\theta_2\) is the vector of material parameters. Six parameters associated with plasticity and damage mechanisms \(\hat{\theta}_2^T = (\hat{\sigma}_y, \hat{Q}, \hat{b}, \hat{p}_{D}, \hat{S}, \hat{s}_0)\) which minimize this cost function, are thus estimated. The critical damage parameter \(D_c\) is estimated after the minimization procedure by detecting the moment of the experimental fracture.

For each iteration of the calibration procedure, if \(n\) represents the number of parameters to identify, it should be performed at least \(n + 1\) simulations. This is necessary to fulfill the optimization algorithm requirements.

Due to the significant size of the problem and the stability condition associated with the explicit algorithm, simulation time holds an important role, for this study one simulation requires approximately 8 hours. The massively parallel processing (MPP) version of LS-DYNA is used with 16 processors to decrease the computational time.

II.3. Validation tests

Some validation tests are also performed and presented in this section in order to evaluate the efficiency of the identified model under different stress triaxiality.

A validation procedure is carried out to verify the quality of the calibrated model. Firstly, the geometry of the experimental part is compared with the geometry of the part obtained with the finite element simulation. The experimental part is digitalized using a non-contact 3D laser scanning system (Steintek Mobilescan 3D) in high resolution mode. This optical method provides a high density of measured points (more than 100,000) with a
resolution of less than 0.01 mm and an accuracy of 5 μm. The comparison with the numerical shape requires the extraction of the outer surface mesh. The experimental data (measured points) are then compared with this outer mesh using inspection software (Geomagic Qualify). Secondly, four validation tests are done, as presented in Fig. 9.

Fig. 9: The validation procedure of the coupled damage-plasticity constitutive behavior.

The coupled damage-plasticity model identified with the helical strategy and pyramidal geometry with the procedure defined previously is used to simulate:
- a pyramidal-shaped part using the Z-level strategy. In this case, the forming path and the strain mode are different compared to the helical strategy. Consequently, the strain mode represented by the triaxiality factor is different for both forming strategies.
- a conical shaped part using both forming strategies (helical and Z-level strategies). The geometric dimensions of this new shape part are chosen in such a way that a fracture occurs. It is then possible to validate all the material parameters including the critical damage parameter $D_e$.
- a line test: the principle consists of locally deforming a blank, following a dedicated path. The initial tool position is tangent to the top surface of the sheet and then it follows the path described in Fig 10. Similar test has already been reported by Henrard et al. [12], Bouffioux et al. [32] and Guzman et al. [33].

![Fig. 10: Line test principle](image)

Finally, the results in terms of forming forces and geometric accuracy are compared to the experimental data. To confirm the validation of the numerical model, local comparisons with experiments are carried out. The thickness is calculated by measuring the normal distance between the inner and outer surface of the sheet over the whole specimen by cutting it into two symmetric parts. Cutting is performed by wire electro-discharge machining process (WEDM) to avoid introducing any additional mechanical stresses to the part and the experimental data are obtained via optical metrology and image processing.

II.4. Quantification of information richness from forming force

An identifiability analysis should be systematically conducted to ensure the parametric identification problem is well-posed, the robustness of the FEMU method and the physical significance of the parameters. By using a
scalar criterion based on the collinearity and the norm of the sensitivity vectors of the forming force, this analysis allows for quantifying the information richness and the identifiability of all parameters’ subset.

This type of analysis has already been applied in other disciplines that develop over-parameterized models, e.g., Brun et al. [34] and Gujarati [35] for the environmental simulation models and econometrics, respectively. Recently, Richard et al. [36] employed this technique to ensure the identifiability of the viscoelastic behavior from instrumented spherical indentation test.

In the current study, a criterion based on the sensitivity of the axial forming force is used to measure the parameter identifiability of the coupled damage-plasticity constitutive law.

To be locally identifiable, a parameter subset has to satisfy two conditions. First, the model output $F_{ZN}(\theta_2, t)$ has to be sufficiently sensitive to individual changes of each parameter. Second, the collinearity of the dimensionless sensitivity functions of $F_{ZN}(\theta_2, t)$ to material parameters has to be sufficiently low. These two conditions are quantified using a scalar identifiability index.

In general, sensitivity analysis is defined as the method of providing the influence of the variation of the optimization parameters (material, loading, geometry...) on the response of the finite element analysis (force, displacement, stress, strain...) via the integration of a behavioral model. The purpose is to determine the sensitivity of the numerical simulation of the axial forming force during the Micro InDef test for various input material parameters. The parameter sensitivities are computed using the backward finite difference method. The components of the dimensionless sensitivity matrix $\mathbf{S}$ are mathematically defined by:

$$S_{ij} = \frac{\theta_{2j}}{F_{ZN,max}} \frac{\partial F_{ZN}(\theta_2, t_i)}{\partial \theta_{2j}}$$

(20)

For computing this matrix, the optimization software MIC2M is used and a sensitivity ranking is performed by means of the following relation:

$$\delta_j = \frac{1}{N} \sum_{i=1}^{N} |S_{ij}|$$

(21)

where $N$ is the number of measurement points. The sensitivity ranking measures the mean sensitivity of the simulated $z$-axis forming force to a variation of the parameter value $\theta_{2j}$. A high $\delta_j$ means that the value of the parameter $\theta_{2j}$ has an important influence on the simulation result, while a value of zero indicates that the simulation result does not depend on the parameter $\theta_{2j}$.

A local identifiability index $I_K$ of parameter subset $K$ can be written as follows [36]:

\[
I_K = \log_{10} \left( \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} \right) \tag{22}
\]

\(\lambda_{\text{max}}\) and \(\lambda_{\text{min}}\) are the largest and the smallest eigenvalue of the dimensionless pseudo-hessian matrix \(H\), respectively. The \(H\) matrix is estimated from a dimensionless sensitivity matrix (defined for a subset \(K\) of parameters) by the following relation:

\[
H = S^T S \tag{23}
\]

According to Gujarati [35], \(I_K\) smaller than 2 are considered as having high identifiability, while a value above 3 indicates a low identifiability.

The \(I_K\) index is computed for all the subsets of the parameter space and reveals all the identifiable sets of parameters (\(I_K < 3\)) by quantifying the richness of the used data.

The sensitivity \(\delta_j\) (Eq. (21)) and identifiability index \(I_K\) (Eq. (22)) are local measurements whose results depend on the material parameter values. Some validation tests are also performed and presented in the next section in order to evaluate the efficiency of the identified model under different stress triaxiality.

Although in this study the identifiability analysis was done after the FEMU method, but it is important to note the possibility of doing this analysis before FEMU method with different values of \(\theta\) and different types of trajectory.

III. Results

III.1. Tensile test (Step 1)

Plastic parameters \((\sigma_y, Q_0, b_0)\), which are calibrated via a tensile test, are presented in Table 2. The comparison between the hardening model response and the experimental load-displacement curve is given in Fig. 11. The model is in good agreement with the experimental curve.

| Table 2: Material parameters calibrated from tensile test. |
|-----------------|-----------------|-----------------|
| \(\sigma_y\)    | \(Q_0\)         | \(b_0\)         |
| 69.07 MPa       | 184.66 MPa      | 16.14           |
III.2. Micro InDef test (Step 2)

By using the parameters estimation from Micro InDef test, the parameters are obtained in eight iterations. The set of calibration parameters is summarized in Table 3.

Table 3: Material parameters calibrated by using Micro InDef test with helical strategy and pyramidal geometry.

<table>
<thead>
<tr>
<th>$\tilde{\sigma}_y$</th>
<th>$\tilde{Q}$</th>
<th>$\tilde{b}$</th>
<th>$\tilde{p}_D$</th>
<th>$\tilde{S}$</th>
<th>$\tilde{s}_0$</th>
<th>$D_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>67.97 MPa</td>
<td>189.60 MPa</td>
<td>16.00</td>
<td>0.35</td>
<td>1.31 MPa</td>
<td>1.01</td>
<td>0.68</td>
</tr>
</tbody>
</table>

The comparison between the numerical axial forming force $F_Z$ and the experimental one is presented in Fig. 12.
Fig. 12: Evolutions of numerical and experimental axial forming forces using the helical strategy and pyramidal geometry.

The evolution of the axial forming force is well represented, except at the beginning of the forming process. This difference is due to the initial geometrical defects (tools and part). When large strains occur, the evolution of the numerical process becomes close to the experimental data.

### III.3. Validation tests

To validate the ductile damage model, a comparison between the final numerical geometry and the experimental one is carried out and given in Fig. 13.
The obtained shapes can be considered far as the desired one (Fig. 6). Due to InDef test (dieless process) and the deformation path, it is not possible to obtain the desired part, as in milling operation for example, without define a modified toolpath. But in this case, it is not the objective because we want to define the same toolpath for experimental and numerical tests to identify mechanical behavior and not to obtain the desired part. This is why the experimental and numerical parts are compared and there is no comparison with the desired part.

The pyramidal shape obtained via simulation is close to the experimental part. The differences at the edges of the workpiece (±0.15 mm) and at the base of the pyramid (-0.06 mm) can be explained as follows:

- it is easy to deform the experimental part away from the forming zone during handling due to its flexibility (very thin sheet);
- the value of the die radius and its position strongly influence the final shape. The actual die radius is not strictly identical to that used for the simulations. Moreover, this area is highly dependent on the springback effect, which is, again, a difficult parameter to control.

The comparison between the numerical model section and the experimental one is given in Fig. 14a, and the thickness evolution is plotted in Fig. 14b.
A good correlation between experiments and simulations can be noticed. The minimum value of the thickness is approximately 0.07 mm, which corresponds to a thinning of 66%.

The last part of the validation is devoted to the verification of the the ductile damage model predictability. The calibrated material parameters with the pyramidal geometry and helical strategy, presented in Table 3, are used to simulate the tests explained in section II.3, namely, a pyramid shape obtained with a constant Z-level strategy, a truncated cone using two toolpaths and a line test.

Table 4 summarizes the comparisons between the forming forces, the thickness distributions and the final geometries obtained by numerical simulations and experiments.

In the case of the pyramid forming using a constant Z-level strategy, the evolution of the axial forming force prediction $F_Z$ is in good agreement with its experimental counterpart. The 3D geometrical comparison shows a good agreement between the experimental and FEM parts. The numerical and the experimental thickness evolutions are quite close with a minimum value of about 0.075 mm.

For the conical shapes, the cracks appear from damage about of 60% that correspond to 94% and 85% of the forming cycle for helical and Z-level strategies, respectively.

The crack appearance can be detected from the significant decreasing of the force level toward zero. The variations of the force level (alternation between a null and a positive value) at the end of the forming process
are due to the alternative contact between the tool and the blank (displacement with the cracked top of the pyramid).

Concerning the line test, the comparison of the forming forces and the geometric shapes also gives good results, which indicate a good agreement between both numerical and experimental data. It can be observed that in the first part of the line test, actually there is a difference about 15% due to experimental test but also from numerical considerations. First of all, at this scale, the blank is not perfectly flat and it exhibits a geometrical defects. For the experimental test, the contact and the reaction force are more important than the numerical ones. The second assumption is also based on the necessity to develop a more accurate friction law because the ratio between tool depth $z_1$ and the initial thickness $h_0 = 0.21$ mm is equal to more than seven. In this case, it is clear than friction condition are more important. The pyramid angle is chosen to limit the influence of friction effects. In the case of the line test, it will be necessary to improve friction model.

A third assumption may be proposed and it is associated to boundary conditions. Due to the important tool depth, boundary condition defects influence greatly the elastic response. When plastic deformations occur, a more local response is observed and numerical simulation is close to the experimental test.
Table 4: Validation tests.

<table>
<thead>
<tr>
<th>Path</th>
<th>Forming Forces</th>
<th>Thickness evolution</th>
<th>Geometric accuracy (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D: Pyramidal shape</td>
<td>Z-level strategy</td>
<td>Experimental axial forming force</td>
<td>Simulation with identified parameters from InDef test</td>
</tr>
<tr>
<td>3D: Conical shape</td>
<td>Helical strategy</td>
<td>Experimental thickness profile</td>
<td>Simulation with identified parameters from InDef test</td>
</tr>
</tbody>
</table>

Fracture Detected
3D: Conical shape
Z-level strategy

Fracture Detected

2D: Line test [32-33]

Position in X-direction (mm)
III.4. Forming force information richness

Fig. 15 shows the comparison of the average sensitivities $\delta_j$ of the forces (tensile force and axial forming force), defined by Eq. 21, to the plastic damage parameters during tensile test and Micro InDef test, using helical strategy and pyramidal geometry. It can be seen that the tensile force is sensitive to the plastic parameter variations but is very insensitive to the damage parameters. Concerning the axial forming force, it is important to note that all sensitivities are approximately of the same order of magnitude. This is a necessary condition (but not sufficient) for good conditioning of the parametric identification problem.

![Fig. 15: Average sensitivities of the tensile force and the forming force to the plastic damage parameters using tensile and InDef tests (helical strategy and pyramidal geometry)](image)

Fig. 16 shows the measurement of the identifiability index (Eq. 22) for three sets of parameters $K$: plastic $(\sigma_y, \tilde{Q}, \tilde{b})$, damage $(\tilde{p}_D, \tilde{s}, \tilde{s}_0)$ and plastic with damage $(\sigma_y, \tilde{Q}, \tilde{b}, \tilde{p}_D, \tilde{s}, \tilde{s}_0)$.

In the cases of the tensile and Micro InDef tests. In the case of tensile test, the $I_K$ values show that the plastic set of are identifiable ($I_K < 2$) and the damage parameters are weakly identifiable ($I_K > 2$). These results show the poverty of the experimental data obtained by the tensile test to identify the damage parameters. However, all the parameter sets lead to low values($I_K < 2$) using the incremental deformation test with helical strategy. It can be then considered as a promising technique to accurately identify material in very large deformations.
In Def test (helical strategy and pyramidal geometry) for different parameters subsets $K$.

In order to see the identification areas for the different combinations of parameters, the evolution of $I_K$ with respect to the forming cycle is drawn, as presented in Fig. 17. Each parameter combination is identified when $I_K$ drops following a quasi-vertical slope down to a stabilized value less than 2.

As shown in Fig. 17, the plastic $(\sigma_y, Q, \beta)$ and damage $(\rho_D, \hat{S}, \hat{s}_0)$ parameters can be identified respectively after about 18% and 35% of the forming cycle.

This result shows that, all the interesting information is in the first half of the forming path. As the richness of information is sufficient in this range, reducing identification time is possible. For determining the fracture parameter, it is necessary to use the complete evolution of axial forming path, but it’s possible to change the toolpath in order to accelerate the fracture occurrence.
Fig. 17: Evolution of the richness of the forming force for different phenomena to be identified.
IV. CONCLUSIONS
This work is dedicated to the complete definition of the identification and identifiability of the ductile damage behavior of ultra-thin sheet metal under notably large strain via the Micro InDef test.

The procedure required the development of a parameterized finite elements model of an instrumented Micro InDef test and the use of software that allows calibration of model from the updating method. The estimation of the plastic and damage parameters consisted of two steps:

1. Tensile tests for the identification of the initial plastic behavior law in the moderate plastic strain (<30%).
2. Micro InDef test of a pyramidal shape with the helical forming strategy to calibrate the plastic-damage behavior under very large strain (>200%). The minimization function linked to the gap between the numerical and experimental results is based on the axial forming force.

By calculating identifiability index based on the conditioning of the inverse problem, the temporal evolution of the identifiability index during forming for different phenomenon (elastoplastic, damage) measures the richness of the forming force for the phenomena to be identified.

The identifiability analysis, based on the axial forming force sensitivity, was conducted to estimate the reliability of the estimated material parameters. This method leads to a quantification of the performance of the mechanical characterization test for the coupled plastic and damage phases.

The ductile damage model and its associated material parameters were validated by comparing the simulations of different incremental forming processes to experiments.

The following conclusions can be drawn from the present work:

- The initial plastic material parameters obtained from the tensile tests are close to the final calibration. It is impossible to identify the damage law from only tensile test results because the failure is due to both mechanisms: damage growth and necking.
- The results of the validation tests, using the parameters estimated via FEMU method, showed good agreement compared with the experimental measurements.
- The identifiability analysis demonstrates the advantage of using instrumented deformation process for determining the meaningful mechanical properties of thin sheets under very large strain (in regards to the material in this study, approximately 240%).
The evolution of the identifiability index during forming cycle allows us to determine the richness of information of the experimental axial forming force for the phenomena to be studied.

Future studies will focus on the application of the proposed test as a characterization method with more complex models. Typically the effect of anisotropy, kinematic hardening or multiple hardening and more complex damage laws will be considered.

We can also mention that a fully parametric definition of deformations paths will be defined by coupling identifiability method and toolpath generation with NURBS curves. This allows us to define the best path to identify more complex behavior laws.
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- Estimation of material parameters from micro incremental sheet forming test using forming force measurements by finite element model updating method.

- Identification of coupled ductile damage behavior in very large strain of thin copper foils during incremental deformation test.

- Quantification of forming force information richness with an identifiability index to ensure no correlation between the material parameters and to enable an optimization of the characterization test.