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ABSTRACT
Because of the visual nature (images and videos) of the captured
data, the coverage problem in Wireless Multimedia Sensor Net-
works (WMSNs) is totally different from traditional scalar sensor
networks and can be defined in several ways according to the tar-
get application. In this paper, we focus on one particular coverage,
we called Closed Peripheral Coverage (CPC). This type of cov-
erage is present in several realistic application as military camp
surveillance, very sensitive buildings (i.e., nuclear center) surveil-
lance, contaminated region monitoring, etc. The objective hence
is to detect any intrusion coming from the outside (viewed by at
least one multimedia sensor node). To the best of our knowledge,
this is the first research work addressing this issue. Briefly, CPC
problem can be defined as follow: after a random deployment of
multimedia sensor nodes around the region of interest (i.e., Build-
ing to monitor), the goal is to schedule several sets of nodes (i.e.,
cover sets) such that each of which forms a closed "ring" around
the region of interest. Hence, instead activating all nodes at once,
the cover sets are scheduled to be activated serially, which ensures
a significant network lifetime prolongation improvement. In this
paper, we study the CPC problem and present two variants of a
centralized algorithm. The preliminary simulation results show
clearly the effectiveness of the proposed approaches by a factor
varied from 2 to 8 in comparison to the basic approach.
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1 INTRODUCTION
Advances in multimedia hardware and wireless communication
technologies have allowed the emergence of Wireless Multimedia
Sensor Network (WMSNs) with small size, low-cost, and multi-
functional sensors equipped with multimedia sensing unit. WMSNs
have several important applications in various domains that require
not only the intrusion detection but also the identification, the
tracking and the surveillance of target objects such as: critical
resource protection, military camp, airport, prisons and country
borders. Thus, constructing a Multimedia Sensors Coverage (MSC)
is an efficient way for such applications since they can provide
more detailed information (i.e. real vision) of the Region Of Interest
(ROI). At the difference with traditional wireless sensor networks,
where the sensing region of the sensor node is represented by a disk
model [3], in theWMSNs, the multimedia sensors nodes may have a
limited sensing region represented by a Field of View (FoV), usually
represented as a cone. Due to this difference, coverage algorithms
for traditional sensor networks can not be applied straightforwardly
and efficiently in WMSNs

We distinguish three main types of coverage inWMSNs [1, 4, 16]:
(a) area coverage, (b) target coverage and (c) barrier coverage. The
area coverage refers to monitoring the whole considered area and
any change within the later should be detected immediately (e.g.
Volcano area, Fire detection). While the Target coverage allows
the coverage of one or more objects in a well-defined area without
the need to monitor the whole area (e.g. monitoring of a historic
monument in an exhibition instead of the entry hall). Finally the
barrier coveragewhere there is no need to cover the whole region,
but only construct a line of Multimedia sensor networks and thus to
detect the crossing objects (e.g. barrier deployment on the roadway
to detect the wild animals crossing). Figure 1 illustrates an example
of these three different coverage types in WMSN.

In this paper, we introduce and study a new type of coverage
related to WMSNs, named Closed Peripheral Coverage (CPC).
The motivation behind this type of coverage comes primarily from
realistic applications and scenarios. In fact, we present hereafter,
not in an exclusive way, some illustrative applications where CPC
is required.

• Military camp surveillance: in mobile deployment of mili-
tary troops, especially in hostile environment, it is often
needed to know, as earlier as possible, any intrusion com-
ing from the outside what ever the direction is. In addition,
when the deployment is large, it is usually very hard to mo-
bilize as many soldiers as necessary for this purpose. Here,
using WMSNs specifically dedicated to form a surveillance
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Figure 1: Different types of coverage inWMSN: (a) Area Coverage; (b) Target Coverage; (c) Barrier Coverage and (d) Peripheral
Coverage.

ring around the camp and trigger alarms as quickly as
intrusions are detected will be very useful.

• Sensitive region monitoring: this scenario was inspired from
a real event happened in the south desert of Algeria in Jan-
uary 2013, where a gas facility located in Tigentourine was
attacked by a terrorist group fromAl-Qaida [17]. The attack
led to more than 60 people killing. As the gas facility was
located in large and somehow isolated region, the "local"
monitoring, formed from conventional video surveillance
cameras, was not efficient to early alert the army forces
about the planned attack. We believe that a large deploy-
ment of WMSNs sufficiently far around the gas facility
could provide valuable information sufficiently in advance
to military forces in order to prevent this type of attacks.

• Contamination Monitoring: let us consider a scenario in
which a region was contaminated by an epidemic disease.
In this case, the health authorities may decree a confine-
ment measurement in order to stop the propagation of
the contamination. A deployment of WMSNs may help in
implementing such a confinement by alerting about any
violation of the latter.

All the above mentioned applications and scenarios, as many
others, need the deployment of WMSNs with closed peripheral
coverage requirement.

Our contribution. Although several researchers have proposed
coverage solution algorithms within the context of WMSNs, none
has, to the best of our knowledge, considered the CPC problem
in WMSNs (we used sometimes the word camera to design the
multimedia sensor node). In summary the research problem we
are facing is: given a set of randomly deployed multimedia sensors,
we are looking for an algorithm that is able to form a set of closed
peripheral covering sets where each of which forms a closed ring; i.e.,
any moving object towards the region of interest will cross at least the
field of view (FoV) of at least one the sensor within the activated set.

Identifying and forming such covering sets, with of course mini-
mal cardinality is a challenging research issue, in particular with

very limited resources multimedia sensors. To this end, we propose,
in this paper, an algorithm that ensures a closed peripheral cover-
age with two variants. We conducted several simulation studies in
order to measure the effectiveness of the proposed approaches. The
obtained results show clearly that our approaches improves over
the basic approach by a factor varying from 2 to 8.

Roadmap. The reminder of this paper is organized as follows:
Section 2, presents the related work. In section 3, we present the
preliminaries and the main definitions used in this paper. While,
in section 4, we give a definition of closed peripheral coverage
problem. In Section 5, we will explain the peripheral coverage test
and we will present the proposed two variants for our Centralized
Closed Peripheral Coverage Algorithm (CCPCA) to resolve the
latter problem. The simulation results of CCPCA algorithm are
presented in section 6 and section 7 concludes our paper.

2 RELATEDWORK
Wireless Multimedia Sensor Network is a promising technology
for various applications, and it will be increasingly necessary to
use for monitoring applications. However, WMSNs have inherent
coverage problem due to the limited resources of video sensors
(taking into account both: scalar and multimedia data) compared
to the application requirements. To this end, there has been rich
literature. We briefly introduce some work.

To the best of our knowledge the barrier coverage problem in
wireless camera sensor networks was first presented in [13], in
which the solution was divided into three phases. The first one
consists in collecting the geographical information of neighboring
nodes in order to determine the barrier lines. Then in the second
phase, a Barrier Request (BREQ) packet was used to determine the
candidate barrier lines. Finally, the third phase used a Barrier Reply
(BREP) packet to take a decision about the efficient barrier line in a
wireless camera sensor network.

The primary focus of [10] is to minimize the number of camera
sensors in the full-view barrier coverage. To solve the problem, the
target field was partitioned into two regions: a) Full-View-Covered



regions and b) Non-Full-View-Covered regions. In the Full-View-
Covered regions a weighted directed graph was considered in order
to define a minimum source-destination path. Based on the min-
imum source-destination path solution, an optimal algorithm for
minimum camera barrier coverage was proposed.

Different from the aforementioned researches, authors in [18]
addressed the concept of strong camera barrier problem with k-
coverage problem for k <= 2. To solve the problem, the authors,
firstly, formulate the problem as an Integer Linear Programming
(ILP) based on a barrier coverage model. Then, based on the clus-
tering architecture a barrier coverage mechanism was proposed,
where each cluster header constructs the defence curve. Finally, to
evaluate the effectiveness of the proposed solution, an extensive
simulation was provided.

To deal with the problem of k-coverage, authors in [15] have
proposed a scheme for establishing k-barrier coverage within a long
belt-like region using a randomly deployed directional sensor nodes.
The proposed scheme considers both, the location and the antenna
direction of nodes. To construct k-barrier in a distributed manner,
four phases have been detailed: initial starting node selection phase,
remaining starting nodes selection phase, active node selection
phase and roll back phase. The simulation results have shown that
the directional sensing scheme outperforms the omni-directional
model in terms of success rate and the number of active sensors.

However, all of the aforementioned researches consider the cov-
erage of only one side of the target. Thus, these solutions are invalid
in some applications, especially, when the target requires a periph-
eral coverage such a military camp, in which a small flaw can entail
big damages.

To overcome with a peripheral coverage, a lot of solutions were
proposed for traditional sensor networks. In [8], authors addressed
the coverage of a large target object. The proposed solution intends
to minimize the amount of energy by identifying the minimum
cover set in a distributed way. Three phases was presented: find-
ing the minimum cover, greedy forward neighbour and finding
multiple minimum covers. Then, a formal proof of correctness and
convergence time analysis of the proposed algorithm was provided.

Authors in [5] have proposed a solution to deal with both, bor-
der and area coverage. To build a border coverage, authors used
minimum dominating sets and the concept of Located Voronoi Poly-
gons (LVP) (i.e. graph theory concept). The proposed solution runs
through three phases: first one consists of identifying the nodes
close to the border (i.e. boundaries nodes). The second phase is used
to identify whether the nodes are transmitter or internal nodes. Fi-
nally, the last phase concerns the failure cases which was resolved
by replacing border nodes by the transfer nodes. Simulation results
show that the proposed protocol achieves a high coverage ratio in
comparison to some known protocols

However, these solutions can not be reported in wireless multi-
media sensor networks and this for two crucial reasons. Firstly, in
traditional sensor networks, sensing region is represented by a disc,
while in WMSN, the sensing region is limited and represented by
an Field of view (FoV ). Therefore, the proposed solution should take
into account not only the node deployment of multimedia sensor
nodes but also the direction of the latter. Secondly, in traditional
sensor networks the sensing and encoding process is characterized

Figure 2: Example of random deployment of multimedia
node in two-dimensional rectangle.

by a low power consumption, while in WMSN, the encoding pro-
cess requires much more resources due to the multimedia content.
Accordingly, the problem of finding the minimum cover should be
addressed in WMSN to ensure a maximum network lifetime.

3 BACKGROUND AND DEFINITIONS
To formulate the problem of peripheral coverage treated in this
paper, in this section, we present network model, the coverage
model of multimedia sensor node. Then define several terminologies
and notations that will be used to formulate our problem.

3.1 Preliminaries
We assume that our Region of Interest (ROI) is a two-dimensional
rectangle of size L ×W , where L andW represent the length and
the width of the monitoring region (ROI ), respectively. We also as-
sume a network of N multimedia sensor nodes randomly deployed
with a uniform manner around monitoring building or area. The
multimedia sensor nodes are static (no mobility consideration) and
the cameras are fixed (not rotative). Figure 2 illustrates an example
of random deployment of multimedia sensor networks studied in
this paper.

Let us recall that, the multimedia sensor nodes have a limited
sensing region represented by a Field of View (FoV ), from which,
an adopted sector is used to represent the coverage model of mul-
timedia sensor node. We use vi to denote a multimedia sensor
node i , Each multimedia node i is represented by the 5-tuples
vi (xi ,yi ,AoV ,DoV ,β ,Rc ), where xi , yi represent the location Carte-
sian coordinates of the node i , AoV and DoV represent the angle
of view and depth of view respectively. β is the orientation angle
and Rc is the communication range. All the deployed multimedia
sensor nodes are functionally equivalent (i.e. the same AoV ,DoV



and Rc ), and they are able to obtain their location information by a
built-in GPS or using some localization algorithms [2, 7, 12]

3.2 Definitions
3.2.1 Field of View (FoV ). As mentioned before, we adopt a

sector as a model of coverage for multimedia sensors; this sector
is called fields of view. The first definition of Field of View (FoV )
was given in [6], where it is defined as the maximum volume (in
3D) or maximum area (in 2D) visible from a camera, that can be
determined by: (a) node location coordinate, (b) Angle of View
(AoV ), (c) Depth of View (DoV ) and (d)the orientation angle.

3.2.2 Angle of View (AoV ). The angle between the left and the
right limits of the FoV is defined as the AoV. In figure 3, the AoV is
delimited by the three segment [vd],[dд] and [дv] and denoted by
α .

3.2.3 Depth of View (DoV ). The farthest distance that the mul-
timedia sensor node can identify an object represents the Depth of
View [6].

3.2.4 Communication range (Rc ). The communication range
represent the farthest distance through which the multimedia sen-
sor node i can communicate with another multimedia node j [6].
Figure 3 shows a graphical presentation of FoV, DoV, AoV and Rc .

α

x

Rc

g(xg ,yg)

d(xd ,y d)

v(xv, yv)

β

V

Figure 3: Coverage model of multimedia node.

We say that a two-dimensional point pj (xj,yj ) is covered by a
multimedia sensor node vi (xi ,yi ,AoV ,DoV ,β ,Rc ) if and only if pj is
within the FoVof the node vi . This condition can be interpreted as
the following:

(1) dist (vi ,pj ) ≤ DoV where dist (vi ,pj ) represents the Eu-
clidean distance between node vi and the point pj.

(2) The angle between the two vector −→V and −−→vip is in the
interval [β , β +AoV ].

The following method can be used to verify if the nodevi covers
the point p : if ∥−−−→vipj ∥ ≤ DoV and −−−→vipj .

−→
V ≥ ∥−−−→vipj ∥cos (AoV ), then

pj is covered by vi .
Figure 4 shows an example of a point pj covered by a multimedia

sensor node vi . From the previous definitions, we can say that an
area A is covered by a multimedia sensor node if and only if all
points of this area are inside the FoV of this node.

x
v(xv, yv)

 
p(xp, yp)

Figure 4: Multimedia sensor node vi cover the point pj .

4 CLOSED PERIPHERAL COVERAGE
PROBLEM

After providing the network model and definitions, in this section,
we will examine the CPC problem. To illustrate the latter, we con-
sider the example of figure 2, where a set of N multimedia sensor
nodes are deployed around a sensitive building(e.g., temporary mili-
tary camp, zoo or a nuclear central,...etc.). The main objective, here,
is to detect, as early as possible, any intrusion coming from the
building periphery to the centre or evasion of the sensitive area.
Usually, a hostile or insecure situations where the impossibility of
human intervention are considered for the utilization of this kind
of network. Thus, the random deployment by air-plane or other
methods have become necessary in this case. Note that in a random
deployment, generally, the density of nodes must be sufficient to
ensure the requirement of coverage quality in critical applications
which causes a nodes redundancy. In this case, and taking into
account the limited resources of sensor nodes (energy, processing,
cost...,etc), it is not necessary to activate all nodes in ROI. The best
solution is to divide the initial deployed nodes set into a disjoint
subsets ensuring a closed peripheral coverage. Every subset Si can
achieve the peripheral coverage for ti time which increases suffi-
ciently the network lifetime in contrast with the activation of all
deployed nodes. Figure 5 illustrates a real example of a random de-
ployment of multimedia sensor nodes and three disjoint peripheral
coverage subsets resulting from the initial deployment. This prob-
lem raises two issues: (a) how can we decide if the deployed nodes
form a peripheral coverage for the monitoring building before start-
ing the disjoint subsets computation?, (b) how can we calculate
the maximum disjoint subsets of multimedia sensors nodes which
assuring the peripheral coverage?.

5 CLOSED PERIPHERAL COVERAGE
ALGORITHM

In this section, we present our proposed solution for the closed
peripheral coverage in multimedia sensor networks. The latter
is a centralized algorithm named Centralized Closed Peripheral
Coverage Algorithm (CCPCA). This algorithm is divided into two
variants: Spiral Periphery Outer Coverage (SPOC) and Spiral Pe-
riphery Inner Coverage (SPIC). We will explain the both variants
later. Based on the information sent from the deployed nodes in
the ROI, the set of disjoint subsets of multimedia sensor nodes to
be activated is calculated at the sink level. After obtaining the set
of disjoint subsets, the sink sends an activation directive to the



Figure 5: The initial deployment and the three Closed pe-
ripheral coverage subsets.

concerned nodes (namely, nodes of the first subset) to proceed the
monitoring of the ROI. Note that the activation of the ith subset is
done after the failure of the ith − 1 subset.

5.1 Peripheral coverage test
Let us recall that the main objective of this paper is to ensure
a closed peripheral coverage. Thus, finding a method to test the
existence or not of the peripheral coverage is crucial task before
starting the computation of the closed peripheral coverage sets. To
this end, we proceed by separating the region into three subregions:
Outside Network Region (ONR), Inside Network Region (INR) and
Network Coverage Region (NCR). In the following, we will describe
these subregions.

5.1.1 Network Coverage Region (NCR). We define the NCR as all
points covered by the deployed multimedia sensor nodes in the ROI.
In figure 6, the set of black triangles represents the NCR region.

5.1.2 Outside Network Region (ONR). The ONR region is defined
as the set of points which located in the outside of the NCR region.
As shown in figure 6, the blue color represents the ONR region.

5.1.3 Inside Network Region (INR). The INR region is the set of
points situated between the NCR and the centre of ROI. In figure 6,
the green color represents the INR region.

Given V as a set of Multimedia sensor nodes, We say that the
set of Peripheral Coverage Network PCN ⊂ V is forming a Closed
Peripheral Coverage if and only if there is no overlapping between
the two region ONR region and INR region.

This condition can be formulated as following:ONR ∩ INR = Φ.

5.2 Centralized Closed Peripheral Coverage
Algorithm (CCPCA)

After the deployment of multimedia sensor nodes in the ROI, each
node reports its information (namely. xi , yi , AoV , DoV , β , Rc ) to
the sink using a geographic routing protocols proposed in [11, 14].

Figure 6: The NCR, ONR and INR regions.

Based on the collected information from the deployed multimedia
sensor nodes in the ROI, the sink executes the CCPCA algorithm to
compute the possible peripheral coverage subsets. Two scenarios
will be studied and defined in the following.

5.2.1 Scenario 1: Without routing phase influence. In this first
scenario, we consider two cases. In the first one, the network is
composed only of the multimedia sensor nodes. We assume that the
energy consumed by the multimedia sensor nodes in processing
phase (intruder identification, compressing..., etc) is very higher
than the energy consumed in the information transmission phase.
As an example of this case, a monitoring application where the
role of the multimedia sensor nodes is informing the sink of any
intruder presence by sending only its type information. In this case,
the computation of peripheral coverage sets is not influenced by
the routing phase. The execution of the latter scenario is shown in
Algorithm 1. The sink selects gradually at each stage the nearest
(respectively the farthest) multimedia sensor node to the ROI centre
for SPOC variant (respectively for SPIC variant). If the deletion of
this node doesn’t cause an overlapping between ONR and INR
regions (i.e. No violation of coverage test), the sink suspend this
node from the list of initial deployed multimedia sensor nodes (line
12, 13 and 14 in algorithm 1). Otherwise, the sink add this node to
the ith Peripheral Coverage PCi (line 14 and 15). The resulting cover
set PCi will be excluded from the set V in order to calculate the
PCi+1 (line 18). The sink repeats the previous steps until violation
of non-overlapping condition.

In the second case, we suppose that the role of the multimedia
nodes is the data gathering from the ROI.Whereas, the scalar sensor
nodes are responsible of the information routing from the multi-
media sensor nodes to the sink [11, 14]. To calculate the peripheral
coverage sets, the sink uses the algorithm 1. Then it calculates the
conventional sensor node set which will participate for the data
routing phase. To calculate the ith Peripheral coverage set, the sink
removes the ith − 1 peripheral coverage set from the set Vi . Note
that, the sink calculates a disjoint routing set of scalar sensor nodes
for each peripheral coverage set. in other words, a newest disjoint
routing set for each peripheral coverage set.



Algorithm 1 : Centralized Closed Peripheral Coverage Algorithm
1: INPUT: V = {v1,v2, …,vn } a set of Multimedia sensor nodes;
2: OUTPUT: PC1, PC2, …, PCm the disjoint subsets of Peripheral

Coverage;
3: PCj = Φ for j ∈ [1,m];
4: ONRcurrent ← Compute ONR (V);
5: INRcurrent ← Compute INR (V);

6: Sort V




By increasing order of distance to ROI centre
for SPOC variant ;
By Decreasing order of distance to ROI centre
for SPIC variant ;

7: while overlap (ONRcurrent , INRcurrent )= false do
8: Vcurrent ← V
9: while Vcurrent , ϕ do
10: ONRcurrent ← Compute ONR (Vcurrent − {vi }) ;
11: INRcurrent ← Compute INR (Vcurrent − {vi });
12: if overlap (ONRcurrent , INRcurrent )= false then
13: Vcurrent ← Vcurrent − {vi };
14: else
15: PCj ← PCj ∪ {vi };
16: end if
17: end while
18: V ← V − PCj ;
19: ONRcurent ← Compute ONR (V);
20: INRcurent ← Compute INR (V);
21: end while

5.2.2 Scenario 2: Routing phase with multimedia sensor nodes.
In this scenario, we assume that the multimedia sensor nodes are
responsible for both data gathering and data delivering to the sink.
In this case and owing to high energy consumption for the transmis-
sion phase, in addition to the disjoint peripheral coverage sets, the
sink calculates a disjoint routing set for each peripheral coverage
set. So that to illuminate the influence of transmission phase in
the computation of peripheral coverage set. For example, after the
computation of ith peripheral coverage set, the sink calculates also
the corresponding ith routing set. To compute the ith +1 peripheral
coverage set, the sink removes the ith peripheral coverage set and
ith routing set from the set Vi .

6 SIMULATION SETTINGS AND
PERFORMANCE RESULTS

In this section, our proposed algorithm will be evaluated through
comparing the SPOC and SPIC variants by implementation in C++
using the SDL library [9]. Let us recall that the main condition to
ensure a peripheral coverage is that theONR∩ INR = Φ. Therefore,
we should, firstly, determine the required number of multimedia
sensor nodes to ensure at least one peripheral coverage set. To
this end, we assess the impact of network density on peripheral
coverage success rate taking into account different values of area
size and multimedia sensor nodes parameters (i.e AoV and DoV).
Secondly, and according to the two scenarios cited in the section 5.2,
we study the impact of number of nodes on the number of disjoint
peripheral cover sets by fixing the area size and nodes parameters at
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Figure 7: 5: Peripheral Coverage Success Rate Vs Camera
number in different area sizes.

some values. In addition of these metrics, we evaluate the minimum
number of sensor nodes required to ensure the data delivery from
each multimedia sensor node to the sink. For the second scenario,
we evaluate the impact of the desired peripheral coverage sets
number on the number of multimedia sensor nodes required, while
ensuring a disjoint routing set for each peripheral coverage set.

6.1 Settings
The CCPCA Algorithm requires prior existence of peripheral cov-
erage to start the computation process of the disjoint peripheral
coverage subsets. For this raison, we study the impact of area size
and network density on the minimum of cameras number required
to ensure, at least, one peripheral coverage set. Then, the computa-
tion of the disjoint peripheral coverage sets can be affected.

Each simulation point is executed 500 times to reduce the effect
of the random topology. The coverage success rate is calculated
by dividing the number of achieved peripheral coverage by the
number of simulations (i.e. 500 here) which we can consider it as a
probability of coverage success.

To assess the minimum number of camera sensor nodes required
to ensure a peripheral coverage, we study the impact of camera
number on the peripheral coverage success rate with different area
size. The latter is varied from, 200m × 200m to 900m × 900m. The
cameras sensors are randomly and uniformly deployed in the Re-
gion of Interest with the usual multimedia sensor node parameters:
AoV = π/6 and DoV = 30m. Figure 7 shows a proportional relation-
ship between the peripheral coverage success rate and the number
of cameras sensors in different area size. From the latter figure, we
can observe that, more is the number of camera nodes (deployed
in the ROI), higher is the success rate for forming a peripheral
coverage. On the other hand, we can observe that the area size
and the peripheral coverage success rate are inversely proportional.
That means, when the area size increases, the number of camera
sensor nodes required to ensure a 100% of the coverage success rate
increase also. For any area size and based on previous results, we
can determine the minimum number of camera sensor nodes to
deploy in order to ensure a peripheral coverage. Taken an example
from the figure 7, for the following area size: 200 × 200, 500 × 500
and 900 × 900, area size, in which 200, 800 and 2300 camera sensor
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nodes were, respectively, required to ensure a peripheral coverage
with 100% of success rate.

6.2 Number of Peripheral Coverage set
In this section, we will evaluate our proposed algorithm over the
two scenarios cited in 5.2 where we compare the two variants, SPOC
and SPIC.

6.2.1 Scenario 1: Without routing phase influence. In this sce-
nario, we suppose two cases. In the first case, we suppose that only
the multimedia sensor nodes are deployed in ROI to ensure the
peripheral monitoring task of the sensitive building or dangerous
area. In the monitoring task, The objective of is to identify the
intruder and send as soon as possible the type of intruder to the
sink to start the appropriate operation. Therefore, we suppose that
the energy consumed for the data transmission is negligible. In
the second one, we suppose that there is an hybrid deployment of
nodes. The multimedia sensor nodes gather the information from
the ROI and the scalar sensor nodes issue the gathered data from the
multimedia sensor nodes to the sink. For the both cases, there isn’t
an influence of the data routing phase on the peripheral coverage
set computation.

In first case, we study the relationship between the number of
peripheral coverage and the number of multimedia sensor nodes.
We compare the simulation results of the both variant, SPOC and
SPIC. With the usual multimedia sensor nodes parameters in an
area of 500m × 500, we variate the number of camera sensors from
800 to 1600 and we observe the peripheral coverage sets result. Each
simulation result is represented by the means of 30 times executions.
Figure 8 illustrates the simulation results. In both variants SPIC
and SPOC, we can observe a proportional relationship between the
cameras number deployed in the ROI and the Number of peripheral
coverage sets. This result can be explained by the fact that, more
the deployed camera number in ROI, more the area covered which
increase the peripheral coverage sets result. As shown in the figure 8,
for 800 node deployed in ROI, the obtained peripheral cover sets is
equal to 2 in SPOC and SPIC. While, for 1600 nodes, we obtain 7 and
8 peripheral coverage sets for SPOc and SPIc, respectively. Even
thought, there is a slight difference between the SPOC and SPIC
results. However, the SPOC provides better results than the SPIC.
We can explain this difference by the fact that SPOC variant starts
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the peripheral coverage set computation from the outside, which
allows to use the more relevant camera sensor nodes to calculate
the peripheral coverage sets.

In the second case, we consider that only the scalar sensor nodes
are used to route the data gathered by the camera sensor nodes.
Based in this purpose, we study the impact of the area size and the
communication Range (Rc ) on the number of scalar sensor nodes
required to ensure the data delivering from the camera sensor node
to the sink. Figure 9 shows how the number of sensor nodes needed
to ensure the routing phase increase when the area size increase.
In an other hand, when the Rc increases, the number of sensor
node decrease. So to ensure one peripheral coverage set in area of
400× 400 with Rc = 70m , we must deploy at least 300 scalar sensor
nodes but for the same Rc , we need more than 1000 scalar sensor
nodes in area of 600m × 600m.

6.2.2 Scenario 2: information routing with the camera sensor
nodes. In this second scenario, the camera sensor nodes take the
both operations: the data gathering and the information routing.
In this case the calculation of the peripheral coverage set can be
influenced by the information routing phase due to the high energy
consumption by the camera sensor nodes in this phase. For this
raison, we evaluated the number of camera sensor nodes required
to ensure 1, 2 and 3 peripheral coverage set in different area size



with AoV=π/6, DoV=30m and Rc=50m. Figure 10 shows that if there
are more required peripheral coverage sets, the number of camera
sensor nodes to ensure this objective is higher. In the same sense,
more the area is large; more the required number of camera sensor
nodes is higher.

7 CONCLUSIONS
In this paper, we propose a centralized Algorithm, CCPCA, to calcu-
late the closed peripheral coverage in Multimedia Wireless Sensor
Network. To the best of our knowledge, this paper is the first work
that treats the closed peripheral coverage problem in MWSN. This
algorithm divided the deployed camera sensor nodes on disjoint
subsets in order to increase the network lifetime. Then, was solved
over two variants: (a) Spiral Periphery out coverage (SPOC) and (b)
Spiral Periphery Inner Coverage (SPIC). The first variant started by
forming the outer peripheral coverage to the center of ROI. While,
the second variant started by forming the inner peripheral coverage
set to the center of Our ROI. Our algorithm was evaluated through
simulations where we have considered two different scenarios. The
first one presents the case where the information routing phase
has no impact on the calculation of peripheral coverage subsets.
While, in the second one, only the multimedia sensor nodes are
deployed in the monitored area, and have to ensure both: data
collect and data routing. The simulation results showed clearly
that we can increase considerably the network lifetime from 2 to 8
times in comparison to the basic approach. This result was obtained
by dividing the deployed camera sensor nodes on disjoint subsets.
In other hand, we observe a slight different between SPOC and
SPIC. The SPOC variant had given a better number of peripheral
coverage set than the SPIC variant. This difference can be explain
by the fact that SPOC variant engaged more multimedia nodes
in computation of peripheral coverage sets because it started by
forming the outer set progressively. The latter subsets are activated
in scheduled manner. By analysing the obtained results, we have
observed the important redundant number of cameras nodes that
are unused during the peripheral coverage calculation and caused
by the random deployment and the limited field of view. For this
raison, in our future work we will focus on exploration of the cam-
eras parameters (namely. Rotation, mobility and Zoom) to involve
the unused node on the peripheral coverage computation, while
ensuring a distributed control.
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