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Abstract

With the exponential growth in Internet-of-Things (IoT) devices, security and privacy issues
have emerged as critical challenges that can potentially compromise their successful deploy-
ment in many data-sensitive applications. Hence, there is a pressing need to address these
challenges, given that IoT systems suffer from different limitations, and IoT devices are con-
strained in terms of energy and computational power, which renders them extremely vulnerable
to attacks. Traditional cryptographic algorithms use a static structure that requires several
rounds of computations, which leads to significant overhead in terms of execution time and
computational resources. Moreover, the problem is compounded when dealing with multimedia
contents, since the associated algorithms have stringent QoS requirements. In this paper, we
propose a lightweight cipher algorithm based on a dynamic structure with a single round that
consists of simple operations, and that targets multimedia IoT. In this algorithm, a dynamic
key is generated and then used to build two robust substitution tables, a dynamic permutation
table, and two pseudo-random matrices. This dynamic cipher structure minimizes the number
of rounds to a single one, while maintaining a high level of randomness and security. Moreover,
the proposed cipher scheme is flexible as the dimensions of the input matrix can be selected
to match the devices’ memory capacity. Extensive security tests demonstrated the robustness
of the cipher against various kinds of attacks. The speed, simplicity and high-security level,
in addition to low error propagation, make of this approach a good encryption candidate for
multimedia IoT devices.

Keywords: Internet of Things, Multimedia Internet of Things, Lightweight Image Encryption Al-
gorithm, Substitution, Permutation, Dynamic cryptographic primitives.

1 Introduction

The increasing number of services provided by the Internet has generated a huge increase in the
number of connected devices; more than 9 billion network devices are connected and used by bil-
lions of users. Services offered can be used for communication, entertainment, sharing knowledge
and many other purposes. In addition to traditional devices (laptops, smart phones, etc..), devices



around us will soon be able to communicate with each other [1, 2]. These smart objects, inter-
acting with each other, have transformed the Internet into the ”Internet of Things”, which is an
emerging area in which highly constrained interconnected devices work together to accomplish a
specific task and can be used for many purposes such as monitoring and collecting data as well as
accessing and processing such data. Indeed, IoT is continuously emerging in many fields such as
smart houses/buildings/cities, environment monitoring, traffic monitoring, health monitoring, and
even in human bodies for patient monitoring in what is being referred to as mHealth [3, 4].

However, the major problems that hinder the deployment of IoT systems are the security and
privacy issues [5, 6, 7], since such systems are more susceptible to diverse kinds of attacks (passive
and active) than the traditional systems. The passive attacks can seriously impair the confidential-
ity of the data by trying to extract the contents of transmitted packets, while active attacks can
compromise the data integrity and authentication by inserting, deleting or modifying the packets’
contents. One solution to guard against such kinds of attacks is to encrypt the packets transmit-
ted by IoT nodes. Hence, it is necessary to ensure that the transmitted data is secured from any
unauthorized access and that data is exchanged only between legitimate parties. In this paper,
we address the problem of securing the distributed multimedia systems in IoT, called Multimedia
Internet of Things (MIoT) [8], which consists of cameras and microphones as shown in Figure 1.

There are various classes of multimedia IoT devices that are used for different services such as:

e Streaming of stored multimedia content such as audio, video, and so on;

e Live streaming of multimedia content in the cases of video conferencing, online gaming, and
SO on;

e Real-time interactive multimedia communication such as the case of surveillance.

One of the mostly used MIoT devices is surveillance cameras that are essential for monitor-
ing public and private areas to detect suspicious activities. Typically, the transmissions of these
cameras should be secured from eavesdropping and malicious attacks to avoid disclosing any useful
information to attackers. MIoT applications have stringent QoS requirements and require security
solutions that may entail major resources and latency overhead. This in turn is not practical for
MIoT devices that, in some scenarios, might be limited in battery lifetime and computational re-
sources.

As such, multimedia IoT constrained devices may not be able to support the NIST-approved
strong cryptographic algorithms since these have a negative impact on the system performance and
may degrade the desirable QoS [9], especially since multimedia devices in IoT systems exchange
massive amounts of data.

1.1 Related Works

Encryption can be realized using symmetric or asymmetric algorithms. In a practical implementa-
tion, the symmetric-key scheme is preferred since it requires less computational complexity, memory
consumption, and resources when compared to asymmetric ones. Furthermore, symmetric cipher



Data center (Control Center)

Serverm —— == Serverl

<
=

Gateways '7

oy

Aggregation Aggregation

node 1 node k

Multimedia

Multimedia

Multimedia

Multimedia Multimedia Multimedia

Device n-2 Device n-1 Device n

Device 1 Device 2 Device 3

Figure 1: Multimedia IoT approach.

schemes can be divided into two classes: Stream ciphers and Block ciphers. For real IoT
implementations [6], AES block cipher [10] in Counter (CTR) mode [11, 12] is used, where the
ciphering process is independent of plain-text and in this case, block cipher operates as a stream
cipher. In general, block cipher such as AES uses a multi-round structure whereby a round function
undergoes several iterations r. Round functions can be based on either Feistel Networks (FN) or
Substitution-Permutation Networks (SPN). Typically, in each round, the round function applies
several operations to ensure the confusion and diffusion properties.

For more than a decade, many efforts have been spent to make AES act as a lightweight block
cipher and thus, to make it practical for tiny-limited devices. Indeed, several improvements have
been realized to reach this goal in both hardware and software implementations. Examples of these
variations include AES-128 hardware ASCI implementation with 2400 Gate Equivalents (GE) is



presented in [13], while efficient software AES implementations for 8-bit in [14], 16-bit in [15] and
32-bit in [16]. Moreover, AES optimized instructions were added to the instruction set of In-
tel’s [17, 18]. At the time of this writing, there are no further optimization techniques to AES, and
there might be no more possible optimization [19].

However, even with the current optimization to AES and the attempts to make it applicable to
constrained devices and adaptive to the increasing data rates, the enhancements still suffer from
several limitations that cannot be easily overcome. According to NIST [9], AES might not meet the
future requirements and consequently, a new project has been launched to design new lightweight
cryptographic algorithms with lower number of GE (preferably, less than 2,000 [20]).

Even though the AES hardware implementation is fast, however, the implementation itself is
complex and is not suitable for constrained devices [19]. On the other hand, a simple AES hard-
ware implementation decreases its efficiency. Consequently, AES hardware implementation suffers
from a trade-off between efficiency and implementation complexity [19]. Moreover, the presented
implementation in [21] shows that AES rapidly decreases the lifetime of battery nodes and networks
such as in ZigBee [22], and WirlessHART [23]. As such, it is safe to conclude that AES is not really
suitable for constrained devices, such as IoT ones, as stated in [9, 19, 24].

Consequently, a different cipher methodology has been presented recently [19] to solve this issue
by reducing the size of the secret key and/or the block size to meet the constrained requirements
of tiny devices. Examples of such techniques include LEA [25], FeW[26], Prince [27], TWINE [28],
Lblock [29], Piccolo [30], LED [31] and other ciphers, a list of which is shown in Table 1.

However, all of these ciphers are based on static substitution and diffusion primitives, which
require iterating the round function for a large number of r (see Table 1) to ensure the required
security level. Unfortunately, the multi-round structure that is used in the these ciphers provides
a high level of security but at the expense of high computational complexity. Therefore, to use
these cipher algorithms in MIoT devices, there is a trade-off between security and performance:
the required execution time of these ciphers is r times the round function’s execution time, and the
required resources are also multiplied by 7.

The incorporation of encryption into MIoT devices introduces an overhead that might prevent
such devices from ensuring their main functionality and consequently impacting the overall system
performance [9]. Accordingly, the limitations of IoT devices mandate the design of a new cipher
methodology that can ensure secure data transmission among IoT nodes with low computational
complexity and resources. This paper presents a new methodology to reduce r to 1 and to form a
dynamic key-dependent lightweight round function to fulfill the security aspects efficiently. Conse-
quently, this paper proposes a new cipher design methodology that may help in the design of future
lightweight cryptographic algorithms.

1.2 Motivation & Contribution

In this paper, we present a new efficient, lightweight cipher algorithm for MIoT applications. Con-
trary to other cryptography algorithms (multiple rounds), the proposed cipher only employs a



Table 1: List of recent lightweight cryptographic algorithms

Algorithm No. of rounds Key size Block size Structure
TEA 64 128 64 FN
XTEA 64 128 64 FN
LEA [25] 128 64 FN
HEIGHT 32 128 64 GFS
FeW|26] 32 80/128 64 FN-M
SIMON 32/36/42/44/52/54/68/69/72 64/72/96/128/144/192/256 32/48/64/92/128 FNI
PRESENT 31 80/128 64 SPN
RECTANGLE 25 80/120 64 SPN
LEA 24/28/32 128/192/256 128 FN
SPECK 22/23/26/27/28/29/32/33/34 64/72/96/128/144/192/256 32/48/64/92/128 FN
Prince [27] 11 128 64 SPN
AES 10/12/14 128/192/256 128 SPN
RC5 12 128 32/64/128 FN
Hummingbird2 4 256 16 SPN

single dynamic key-dependent round function. The proposed round function is based on simple
operations and achieves the required cryptographic performance. To accomplish this objective, we
relied on the dynamic key approach whereby a dynamic key is generated for each input audio,
image or video. This dynamic key depends on a secret key and a Nonce similar to [32]. Then,
this dynamic key is used to build several efficient key-dependent diffusion and confusion primitives,

which ensure a good cryptographic performance [33, 34].

The proposed cipher scheme includes several contributions that led to a high level of efficiency
and security for IoT devices compared to the recent lightweight block ciphers, recent chaotic ciphers

and our previous dynamic key-dependent dynamic cipher schemes.

System performance

e Lightweight:The minimum required number of iterations, for recent lightweight crypto-

graphic algorithms, is 4 such as the Hummingbird2 cipher. Furthermore, the recent lightweight
chaotic image encryption algorithms such as [35, 36, 37, 38, 39] use also the multi-round struc-
ture in addition to floating-point calculations and conversion operations, which introduces an
important overhead in terms of latency and required resources. In addition, [36] requires
asymmetric encryption, which requires more resources and introduces a higher latency [6]
when compared to the symmetric one.

There is only one chaotic cipher that was presented with a single round [40], but it requires
a huge memory capacity. Also, according to [41], the results are not accurate and the ap-
proach actually requires at least 6 iterations to reach the desired cryptographic performance.
Moreover, the approach suffers from maximum error propagation, since the avalanche effect
propagates to the whole image instead of being restricted to the block level. Our previous



dynamic key-dependent cipher schemes [42, 32] require at least two rounds of substitution and
diffusion. The scheme we propose in this paper avoids the use of a static diffusion operation
such as the MixColumn transformation of AES [10] or the key-dependent integer/binary dif-
fusion operations of [42, 32], since such operations consume a high percentage of the execution
time [32, 43]. Hence, the proposed scheme requires only one round iteration of a lightweight
simple and flexible round function without using any diffusion operation. As such, this min-
imizes the computational complexity of the proposed cipher and consequently the required
latency and resources. Moreover, the proposed encryption scheme can be realized in parallel,
while the decryption algorithm can be partially parallelized.

e Flexibility: The proposed cipher operates on data at the sub-matrix level, which can have
a flexible size of (h x h bytes), to be set according to the devices’ limitations. In other words,
the proposed approach is configured according to the devices’ characteristics.

e Simple hardware and software implementations: The proposed cipher is based on
logical operations (exclusive or), load and store operations (substitution and permutation),
which renders the corresponding hardware and software implementations to be simple and
efficient.

e Low error propagation: Since the encryption is done at the sub-matrix level, an error that
occurs in a byte of an encrypted sub-matrix will affect only two bytes and it will not affect the
whole corresponding sub-matrix. In addition, the proposed cipher scheme is designed to avoid
the chaining operations to limit the effect of the corrupted bytes only to both sub-matrices.
This will not affect all of the two sub-matrices as in [42, 32] or the whole image as in [40].
Thus, low error propagation is guaranteed and an error correction scheme is presented, which
is a great advantage for the proposed cipher scheme.

These enhancements reduce the delay of the encryption and decryption processes and simplify
their corresponding hardware implementations. This is essential since each primitive has its own
impact on the security and efficiency of the proposed cipher scheme.

Security Performance

e Key Dependence Approach: The proposed cipher is based on key-dependent substitution
and permutation primitives that ensure simplicity in addition to the required cryptographic
properties.

e Dynamic Key Approach: In contrast to the existing cipher solutions, the proposed ap-
proach is based on a dynamic key, which is variable and changes in a pseudo-random manner
for each new session. The periodic interval of a session depends on the application or user
requirements. For example, a new session can be established for each new input image.
Therefore, the cryptanalysis process against the proposed cipher algorithm is very challeng-
ing because of the unpredictability of the cipher primitives as they change according to the
dynamic key. In addition, changing the dynamic key produces different cipher primitives
and consequently different encrypted/decrypted images (sensitivity is verified in Section 4).
The dynamic nature of the proposed cipher provides high robustness against any kind of
attacks. [32, 42, 44, 45].



e Dynamic Sub-matrices Selection: A dynamic pseudo-random selection operation is in-
troduced to control and randomize the sequential order of the encryption and decryption
sub-matrices. This complicates the procedure for the possible attacks. This makes the pro-
posed cipher approach more robust compared to existing ones since the sequential order of
encryption/decryption is variable and depends on the dynamic key. This step is designed
and realized to achieve low latency and resources overhead towards preserving the previous
advantages.

Therefore, an efficient collaboration scheme is proposed and relates substitution, pseudo-random
matrices and block selection (based on a generated permutation table) to reach a better level of
robustness and efficiency. This is proved according to the results of a set of performance and
security tests.

Accordingly, a good lightweight, flexible, cipher candidate for MIoT is proposed. This is justified
since the trade-off between system performance and the security level is reduced in addition to its
simple hardware and software implementations.

1.3 Organization

The rest of the paper is organized as follows. Section 2 presents the proposed key derivation
algorithm along with the proposed cipher construction primitives. In Section 3, we describe all the
steps necessary to undergo the encryption and decryption processes. Then, an extensive security
analysis and a performance evaluation are conducted in Section 4 to prove the robustness and
effectiveness of the proposed scheme. Then, in Section 5, we prove the immunity of the proposed
algorithm against different kinds of existing attacks. Finally, in Section 6, the conclusions are drawn
along with directions for future work.

2 Initialization

In this section, the generation process of the dynamic key and the associated sub-keys that are used
in the cipher are explained. Figure 2 illustrates the key derivation function, which takes as input a
secret key SK and a nonce N, that are unique for every session or input image. These inputs are
described in the following:

e Secret key SK: This secret key is only shared between the communicating entities after
the mutual authentication step (handshake). For better protection, the secret key is changed
after a specific period of time to be specified by the underlying application. It can be renewed
in different ways such as using Binary Elliptic Curve Diffie Hellman protocol (ECDH) [46].

e Nonce N,: A pseudo-random generator is used to generate this Nonce. It is important to
generate a new Nonce for each input image. N, can be sent to the receiver encrypted using
the shared public key of the other entity if the asymmetric approach is used. Another way
for sharing N, is to have a good synchronization between the sender and the receiver where
each entity derives it separately with no need for transmission and starting from the same
seed.



Table 2: Summary of notations used.

’ Notation ‘ Definition
SK Secret Key
N, Nonce
DK Dynamic Key
Kg1 First dynamic substitution sub-key used to construct S — box
Kgo Second dynamic substitution sub-key used to construct S — boxo
Kry Matrix dynamic sub-key used to create RM; and RM,
Kp Permutation sub-Key used to create m
St The first produced dynamic S-box
ST I The inverse corresponding of the first S-box
So The second produced dynamic S-box
Sy : The inverse corresponding of the second S-box
RM,; First initial dynamic pseudo-random matrix
RM, Second initial dynamic pseudo-random matrix
0 A Dynamic produced permutation table (P-box)
! The inverse corresponding the permutation table (P-box)
C Columns Number
R Rows Number
P Plane Number (for gray-scale is equal to 1)
hxh The size of each sub-matrix
« The number of A X h sub-matrices
T; Original plain sub-matrix at the " index
Yi The corresponding permuted sub-matrix of x;
cx; The corresponding encrypted sub-matrix of z;
cyi The corresponding encrypted sub-matrix of y;

Then, the secret key SK and N, are Xored and its corresponding output is hashed to produce
the dynamic key DK. Next, DK is divided into four different sub-keys that form the seeds for
the different cipher primitives and these are described in the following subsections. Let us indicate
that the secure hash function (SH A —512) is selected for this step since it posses the best desirable
cryptographic hash properties such as the high resistance against collision. This can assure that
the produced DK is renewed for every session or input image and consequently provides different
cipher primitives; which introduces randomness into the scheme. Employing dynamic key will
provide high immunity against existing and modern attacks.

2.1 Dynamic Key & Sub-keys Derivation

Indeed, DK can be changed frequently as needed by the user or by the application. Furthermore,
as SHA — 512 is used, DK has 512 bits length (64 bytes) and it will be split into four sub-keys,
where each one has a size 128 bits (16 bytes). These sub-keys are {Kg1, Ks2, Krnr, Kp} and are
described in the following knowing that each of the sub-keys will be used for a different purpose.
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Figure 2: The Proposed Dynamic Sub-Keys Generation Scheme.

e First substitution sub-key Kgi: It consists of the most significant 16 bytes of DK.

Second substitution sub-key Kgs: It consists of the next most significant 16 bytes of DK.
e Dynamic matrices sub-key Kpry/: Kgry consists of the third most significant 16 bytes.
e Permutation sub-key Kp: Finally, the least significant 16 bytes of DK.

Table 2 shows all the notations used in this paper. The derived dynamic key is renewed for
each input image and any bit changed in it will lead to a completely different set of sub-keys and
consequently different cipher primitives will be produced. Next, the construction of the proposed
cipher primitives that are based on these four sub-keys is described.

2.2 Construction of Cipher Primitives

We aim to design a simple, yet very effective lightweight cipher algorithm with only one round, which
can be used with constrained devices in multimedia IoT. According to Shannon, round function
should mandatory ensure the confusion and diffusion properties. While this round function should
be iterated for multi-iterations to consider it as a successful cipher scheme. This is the logic of the
existing symmetric block cipher algorithms since static substitution and diffusion primitives are
mainly used. Moreover, as mentioned previously, static keys would render the system vulnerable
to many future threats [44, 45, 47]. Fortunately, a dynamic key approach can provide a better-
desired security level against existing and future powerful attacks [32]. This is ensured since all the
used sub-keys depend on the produced dynamic key and consequently, cipher primitives become
variable, which prevents attackers to recover any information from the collected set of original
encrypted images. More important, this helps cryptographic engineering reduce the required round
number of iterations and consequently, this will reduce the required resources and latency that
are both necessary to preserve the main functionality of MIoT devices. Therefore, defining key
dependent cipher primitives with a high level of efficiency and security is necessary for the proposed



dynamic approach. In the following, the proposed techniques to construct the key dependent cipher
primitives are explained.

2.2.1 Dynamic Substitution Primitive

In general, substitution operation is used to ensure the confusion property, and it is considered as
a non-linear primitive. The proposed cipher scheme requires two substitutions table (S; and Ss).
In this paper, we propose to use the K SA of the RC4 stream cipher algorithm [48] to produce the
required two substitution boxes (S-boxes). KSA algorithm is described in Algorithm 1, where an
input key with L bytes is introduced to produce a dynamic substitution table S as an output. The
size of the sub-substitution dynamic keys (Kg; and Kgo ) is set to L = 16 bytes.

Algorithm 1 KSA for RC4
1. procedure RC4_KSA(K = {ki, ko, ..., k}, L)
2: for i <~ 0 to 255 do

3 S i] <1

4 end for

5: j<0
6
7
8
9

for i < 0 to 255 do
j < (j + S[i] + k[j mod L]) mod 256
swap(S[i], S[j])
end for
10: return S
11: end procedure

Therefore, Kg1 is used as a key for the K.SA algorithm to produce the first substitution table
S1. Similarly, Sgo is used to produce the second dynamic substitution S — box, S3. Moreover,
the proposed technique to build key-dependent substitution tables S showed good robustness and
cryptographic strength according to several criteria that are summarized as follows:

e Linear Probability Approximation Function (LPF): represents the maximum nonlinear
probability of an S-box. Towards reaching a better resistance against linear attacks, LPF
should be very low. For L > 4, the average LPF value stabilizes and becomes close to 2748,

¢ Differential Probability Approximation Function (DPF): represents the maximum
differential uniformity of an S-box. Similarly, to provide a better resistance against differential
attacks, DPF should reach a very low value. For L > 4, the average of DPF converges to the
minimum possible value, which is 2745,

e Strict Avalanche Criterion (SAC): An S-box S satisfies the SAC property if a single
input bit change causes the output substituted bit to change with a probability of at least
half. For L > 4, the produced S — boxes become more close to the ideal value. This criterion
is important, since it quantifies the sensitivity probability against any modification on any
bit and it helps to ensure the avalanche effect if a good diffusion primitive is used.

e Output Bit Independence Criterion (BIC): This criterion is important to quantify the
independence among the bits (for each byte) of the produced substitution table. It specifies

10



that two output bits, j and k for each substituted byte, should change independently when
a single input bit ¢ is changed. In fact, the BIC value become very close to the desired value
(0.5) for L > 4.

Table 3: The values of LPF, DPF, SAC, and BIC for L = 4 iterations.

LPF | DPF | SAC | BIC
2-48 1 29-45 1 05 |0.51

The average values of these criteria are shown in Table 3 for . = 4. The obtained results
were sufficient to indicate that the proposed construction technique of key-dependent substitution
produces a robust and efficient substitution table (S-box). Furthermore, S; and S, make the pro-
posed cipher algorithm with one round immune against differential and linear attacks since they
are changed in a pseudo-random manner.

On the other hand, the inverse substitution table is necessary for the decryption process. Indeed,
as the produced S is bijective, the inverse of S, S~!, can be obtained easily by the following
operation S™1[S(i)]=i.

2.2.2 Dynamic Selection Sub-matrices

The proposed cipher algorithm requires producing a dynamic key dependent flexible permutation
table 7. Indeed, 7 is not only used to permute the sub-matrices of the input image (a sub-matrices),
but also to control the encryption/decryption processes. Let us indicate that the proposed cipher
scheme requires two sub-matrices as input, one at a time. In fact, the second sub-matrix is chosen
according to the permutation table w. The proposed technique to build the dynamic flexible per-
mutation table 7 is similar to that of the substitution tables. It is based on a minor modification
of the KSA of RC4 (see Algorithm 1), which requires to replace « instead of 255 in lines 2 and 6.
The modification is presented in KSA-RC4 (simple and efficient) to be sure that the same hardware
implementation of KSA can be used to construct the substitution and permutation primitives in a
real implementation and to reach a lower number of GE.

Therefore, K, is used as a seed for the proposed modified KSA algorithm to build the flexible key
dependent permutation table 7 with length o elements. Moreover, The i** original /encrypted sub-
matrix (z;) requires the 7(7)!" original /encrypted (Xx(i)) to be encrypted or decrypted, respectively.
Where 7(i) represents the value of the 7 at the i** index and 1 < 7(i) < a. The process of
permutation is realized by employing a swap function, where (i) and (7 (7)) are the original and
permuted sub-matrix positions of the image, respectively.

2.2.3 Dynamic Pseudo Random Matrices

The proposed cipher requires two sub-matrices RM; and RM> in the encryption/decryption process
to ensure better randomness properties and to remove any existing patterns from the encrypted
sub-matrices. RC4 algorithm with Kpas is used to produce 2 x h? bytes, where the first A2 bytes
are used to form RM; and the last h? bytes ares used to form RM,. Let us indicate that the PRGA
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algorithm of RC4 should be used in addition to KSA in this step.

Note that the choice of RC4 is due to its simple software and hardware implementations and
its ability to generate substitution and permutation primitives with good cryptographic perfor-
mance. In this paper, RC4 is used only to produce the cipher primitives and not for the encryp-
tion/decryption process. However, any other key-dependent substitution/permutation generation
algorithm can be used as well.

3 Encryption and Decryption Algorithms

In this section, the different steps of the encryption and decryption algorithms are shown and they
are described in Figures 3 and 4, respectively.

The proposed algorithm is symmetric and is based on a secret key SK shared between the sender
and the receiver. As stated earlier, this key is employed with a Nonce to produce a dynamic
key, which is split to obtain four sub-keys that will be used to construct the primitives of the
encryption/decryption processes. This cipher is based on only one round since a dynamic key
with a large size is used. In the encryption process, an input image of size C x R x P is divided
into « sub-matrices {z1, 2, ..., z4}. Each sub-matrix has a square size equal to h x h bytes. If
the number of bytes of an image is not a multiple of h?, a padding operation is performed to adjust
the size of the last sub-matrix (z4). In addition, h can be equal to 4, 8, 16 or 32. On the other
hand, the sub-matrices number « is obtained as follows:

RxCxP
= (1)
In the rest of the paper, we fix h to 8. Note that h can be changed according to the device
limitations.

3.1 Encryption Algorithm

Algorithm 2 summarizes the proposed encryption algorithm that can be divided into four sub-
functions, which are Sub — MatrixSelection, Function — f, Function — g, SwitchOperation and they
are described in the following:

3.1.1 Sub-Matrix Selection

In general, the first step in the encryption/decryption processes is to control the selection of the
second sub-matrix of the input image. Usually, this step is introduced to add more randomness and
to eliminate the sequential relation between the neighboring sub-matrices elements in an image to
introduce more difficulty to attackers. As indicated previously, a dynamic permutation table 7 is
used to control the selection of the second sub-matrix in the encryption/decryption process. A pair
of sub-matrices (z; and y;) is selected to be encrypted/decrypted at one time. x; represents the
i'" sub-matrix of X that can be accessed via X[i] and i = {1, , ,a}. While y; = ;) represents
the pi(i)t" sub-matrix and can be accessed via X[r[i]]. Next, each couple of sub-matrices z; and
y; will undergo different operations. Each sub-matrix will be subjected to a different nonlinear
function. The sub-matrix x; will go through a function f, while the sub-matrix y; will undergo
another function g. Both functions are explained below.
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3.1.2 Function f

In this step, both dynamic S-boxes, S1 and Sa, are being used. First, x; is substituted by employing
S1, and then, the output is Xored with the first dynamic matrix RM; and the sub-matrix y;. This
is represented by the following equation.

O; = RM; & S1(z;) @ y; (2)

Next, the output O; will be subjected to another substitution operation, which employs S as
expressed by the following equation:
Cxr; — SQ(OZ) (3)

Function f can be summarized as follows:

f=5(51(zi) ® RM1 & y;) (4)

3.1.3 Function ¢

The second round function ¢ is applied in parallel to function f. Sub-matrix y; will be subjected
to this function. First, y; will undergo a substitution operation by using S. Then, the output is
Xored with the two dynamic matrices RM; and RMs. This is illustrated by the following equation:

O; = RM, @ S3(y;) ® RM> (5)

Then, the output O} goes through another substitution operation using Si, and the output will be
denoted as cy;.

cyi = S1(0;) (6)

Function g can be summarized as follows:

g = S1(S2(y;) ® RM; @ RMo>) (7)

3.1.4 Switch Operation

After computing cz; and cy;, these two results are switched and hence, cx; will take the position of
cy; and vice versa. This will add more randomness and will remove any sequential relation between
the permuted-substituted sub-matrices.

Finally, all the sub-matrices will be reshaped to form the encrypted image I’, which will be
sent securely to the desired receiver or will be safely stored. In the next subsection, the decryption
algorithm at the receiver side is explained.

3.2 Decryption Algorithm

The decryption scheme is presented in Figure 4. After receiving the encrypted image, the receiver
will use the decryption algorithm to recover the original image. The decryption algorithm has
minor modifications compared to the encryption algorithm, which are using the inverse function of
f (f7Y) and of g (¢7!). In addition, these inverse functions require also the inverse substitution
tables Sfl and S’;l.

13
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Figure 3: The Proposed Encryption Scheme.

Algorithm 2 The proposed One Round Encryption Algorithm.

1: procedure ONE_ROUND_ENCRYPTION(X)
2 fori=1toado

3: xr; = X[Z]

4: yi = X[nli]]

5 cxr; = 52(51(1‘2) @ RM;, & yz)

6 cy; = Sl(Sg(yi) @ RM; & RMQ)

7 X[i] = cx;

8: X|[n[i]] = ey

9: end for

10: end procedure

The other primitive such as 7 is preserved and there is no need for the inverse permutation box
7!, since the swap function is repeated at the decryptor side. First, the received encrypted image

will be reshaped to « sub-matrices to start the decryption process.

Then, the decryption process as indicated in Algorithm 3 will be realized. In the following, we
describe only the inverse functions f~! and g~! that are the only difference between the encryption
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Figure 4: The Proposed Decryption Scheme.

and decryption algorithms.

3.2.1 Inverse of function f (f~!)

Each sub-matrix (cx;) with its corresponding selected sub-matrix cy; will be processed together.
Next, the inverse substitution operation is realized by using Sy 1 and is applied on cx;. Then, this
result, O; ! will be Xored with RM; and v;, and then subjected to another inverse substitution
operation by using S} . This is shown in the following equations:

07" =8y (cxs) (8)

After that, the resultant will be the following :
z; = S;71(O; @ RMy @ ;) (9)
As it is shown clearly, we need to know y; and consequently x; will be deduced. This is where

the inverse function ¢! is used.
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3.2.2 Inverse of function g (¢ 1)

First, S ! will be applied on the resultant cy;. Then, this result will be Xored with RM; and RM>
and will be subjected to another inverse substitution operation S5 L respectively as seen in the
following equations.

O = 57 (eys) (10)

)

yi = Sy 10/ @ RMy @ RM,) (11)

)

Finally, after obtaining y;, x; can be calculated using Equation 7:

z; = Sy HO;7 @ RM: @ ;) (12)

Algorithm 3 One round decryption
1: procedure ONE_ROUND_DECRYPTION(X)
2 for i =1to a do
3 cx; = Xi]
4: cyi = X|rli]
S Yi = 1(51 (Cyz) & RM, & RMQ)
6: (
7
8
9

X[i] = 1_ Yex;) ® RM, @ )
Xrli]] =
end for
: end procedure

In conclusion, this is a simple cipher that reaches the confusion and diffusion properties with
just a single round via a dynamic key dependent manner. The efficiency and robustness are demon-
strated in the following sections.

4 Security Analysis

In this section, a security analysis for the proposed scheme is performed to demonstrate its ro-
bustness against all known confidentiality attacks such as statistical, differential, chosen/known
plain-text, and brute-force attacks [49, 50, 51]. Several security experiments were conducted using
the standard image Lenna. These experiments are based on different security measures like: sta-
tistical analysis, visual degradation, sensitivity. Statistical results of all security tests are shown in
Table 4. Accordingly, The obtained results validate the robustness of the proposed approach.

4.1 Statistical Analysis

A cipher scheme requires specific random properties in order to resist efficiently statistical at-
tacks [52]. To prove the effectiveness of the proposed model, several statistical security tests were
carried out to validate the uniformity and the independence properties.
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4.1.1 Uniformity Analysis

The encrypted image should possess certain random properties to resist the common statistical
attacks. The most commonly used one is the PDF of the encrypted image that should be uniform.
This requires each symbol to have a probability close to %, where n is the number of symbols. The
PDF of the original plain-image and its corresponding cipher-image are both shown in Figure 5. It
can be seen that the PDF of the encrypted image using the proposed scheme is similar to a uniform
distribution with a value close to 0.039 (ﬁ) To validate this result at the sub-matrix level, an
entropy test is performed and this is described next.

0.04

0.035 [

0.03

0.025 [

0.02 -

0.015

0.01

0.005 [

0 50 100 150 200 250

%10

0 50 100 150 200 250
(c) (d)

Figure 5: (a) Original Lena, (b) PDF of original Lena with size 512 x 512 x 3, (c) Encrypted Lena,
(d) PDF of encrypted Lena
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4.1.2 Entropy Test

The entropy of a sequence M is a value expressed in bits and permits to quantify the uncertainty
level [53]. The entropy can be calculated as follows:

n
1
H(M)=— ) logy —— 1
(M) ;p(mz) 82 o (13)
where p(m;) represents the occurrence probability of the symbol m; and n is the number of symbols.
The proposed test measures the entropy at the sub-matrix level, where each sub-matrix has a length
equal to h? bytes. This permits to quantify the uniformity at the sub-matrix level and not on the
whole image. If the entropy of a sub-matrix is close to log,(h?), this indicates that it has a uniform
distribution.

The entropy test for the original and encrypted Lena images at the sub-matrix level and with
a random dynamic key for h = 8 is shown in Figure 6. According to the results, the entropy of the
encrypted sub-matrices has a value close to the desired value of 6, in case of h = 8, and close to
7.17 for h = 16, which indicates that the uniform distribution is ensured. Hence, the redundancy
at the sub-matrix level is eliminated.

Mean of Entropy=>5.7566 Mean of Entropy=7.1747
576 718

TAT8E o

7476 1.
TATAFY 4.
5754 7Ty
5.753 ' - ' - ! 7.168 - - - - !
0 200 400 600 800 1000 0 200 400 600 800 1000
Number of Iterations Number of Iterations
(a) h=38 (b) h =16

Figure 6: The entropy test of the sub-matrices of the encrypted Lena image with a random dynamic
key for h =8 (a) and h = 16 (b).

4.1.3 Test Correlation Between Original and Cipher Images

Removing spatial redundancy will certainly result in an efficient cipher scheme [54, 55]. Therefore,
ensuring a lower correlation (coefficient very close to zero) among encrypted image pixels indicates
that the employed cipher has a high level of randomness. This proves that the employed cipher can
resist statistical attacks. The correlation test is performed by taking randomly N = 4,066 pairs
of adjacent pixels from the original and encrypted Lenna images. The correlation is quantified in
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horizontal, vertical and diagonal directions and the coefficient correlation 7., can be calculated as

follows:
cov(x,y)

D(z) x D(y)

(14)

Ty =

where

1 N
cov(z,y) = N X Z(xz - E(2))(yi — E(y))

Obviously, the correlation between adjacent pixels in the plain image is high and its correspond-
ing correlation coefficient is close to 1 [42, 32]. Figure 7 shows the correlation between adjacent
pixels in the different directions for a random secret key. While, Figure 8 shows the variation of the
coefficient correlation in the different directions for 1000 encrypted images, where each encrypted
image uses a different secret key. According to these results, the ciphered images have a very low
correlation coefficient (close to 0), which clearly shows that the proposed scheme drastically reduces
the spatial redundancy.

=-0200790634 =-0.01620749

=0.01374740

0 50 100 150 200

Figure 7: Adjacent pixels correlation for the ciphered Lena image with one random secret key: (a)
horizontally, (b) vertically and (c) diagonally.

4.2 Visual Degradation

The degradation of the original image must be verified such that the visual content of the ciphered
image must not be recognized. A hard visual degradation indicates a big difference between the
original and the cipher images.

Two metrics are used to quantify the visual quality of encryption: the Peak Signal-to-Noise
Ratio (PSNR) [56] and the Structural Similarity Index (SSIM) [57].
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Figure 8: Coefficient Correlation of adjacent pixels in encrypted Lenna: (a) horizontally, (b) verti-
cally and (c) diagonally versus 1000 random secret keys.

PSNR represents the cumulative squared error between the original and encrypted images. A
low PSNR value, compared to a reference image, indicates the occurrence of a hard distortion. On
the other hand, the SSIM index [58], permits the extraction of the structural information. The
SSIM value ranges between 0 and 1. A low value of SSIM indicates a big difference in terms of
structure between the original and encrypted images, while a higher value indicates the opposite.

We calculated the PSNR and SSIM values between the original and the encrypted Lena image
for 1,000 dynamic keys. The results are shown in Figure 9. As shown, the average PSNR value is
8.5894 dB, which is a low value. This confirms that the proposed cipher produces a large difference
between the original and the encrypted images. Similarly, the maximum SSIM value for 1,000
dynamic keys did not exceed 0.04, which confirms a high and adequate visual distortion. As such,
sufficient visual degradation is achieved since no useful information or any pattern could be revealed
from the encrypted image.

4.3 Difference Between Plain and Cipher Images

The difference between original and encrypted images at the bit level must reach a value very close
to the ideal one (50%). We show the percent variation of the bit difference between the original
and cipher Lena images for 1,000 random dynamic keys in Figure 10. The results show that the
percentage difference is always close to 50%. Hence, the proposed cipher satisfies the independence
criteria.

4.4 Sensitivity Test

To avoid differential attacks, the relation between two encrypted images must be studied. Any
slight difference in the plain image or in the key (usually one bit difference) must drastically affect
the resultant encrypted image. As the percentage of change increases, the scheme will have better
sensitivity. Two types of sensitivity require to be tested are: Plain Sensitivity (PS) and Key
Sensitivity (KS).

Plain-text Sensitivity: This type of sensitivity is not relevant to the proposed algorithm
since different dynamic keys can be used for each input image. Accordingly, the scheme produces
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Figure 9: variation of t(ﬁ)e PSNR (a) and SSIM (b) between original and( e)ncrypted Lena images
versus 1,000 dynamic keys.
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Figure 10: Percentage Difference between plain and ciphered Lena for 1,000 random dynamic keys.

totally different cipher images. Hence, the cipher successfully meets the avalanche effect due to the
dynamic key approach and this will not provide any information about the secret key.

Concerning the Key Sensitivity test, it is one of the most important tests and permits to

quantify the sensitivity against a slight change in the secret key. In fact, the proposed key deriva-
tion function is based on a secret key and an initial vector. To study the key sensitivity, two
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Figure 11: Key sensitivity against 1,000 random dynamic keys.

dynamic keys are used: DK; and DK, that only differ by one random bit. The two plain-images
are encrypted separately and the Hamming distance of the corresponding cipher-images C'; and
Cs is computed and illustrated in Figure 11 against 1,000 random dynamic keys. The majority
of values can be seen to be close to the optimal value of (50 %), indicating that the proposed
encryption model is robust and has enough strength against any minor change in the dynamic key.

A decrypted Lena image is shown in Figure 12, which was decrypted using a dynamic key with a
one-bit error. It is clear that this algorithm is highly sensitive to the dynamic key and any change in
the latter will lead to a different decrypted image with no useful information. This test, in addition
to the tests done previously, guarantees that a high sensitivity level and a high randomness degree
are achieved with the proposed cipher scheme.

4.5 Cryptanalysis: Resistance against well-known types of attacks

The proposed scheme was tested using a set of security tests repeated 1,000 times to prove its immu-
nity against attacks. Next, we present a brief cryptanalysis discussion to demonstrate the security
of the cipher and its ability to resist the existing and modern confidentiality attacks. Different
statistical tests were performed and they proved that the proposed cipher satisfies the uniformity
and independence properties. Hence, a high randomness level is achieved in a dynamic manner,
which makes the proposed cipher immune against statistical attacks.
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(a) (b)

Figure 12: Decrypted Lena image with its corresponding correct dynamic (a) and with one bit
error in the dynamic key used (b).

Table 4: Statistical results of the listed tests by using original Lena image with the proposed cipher
scheme and for 1,000 random keys.

| Proposed Scheme
Min Mean Max Std
Dif 49.9254 | 49.9995 | 50.0724 | 0.0229
KS 49.9311 | 50.0001 | 50.0607 | 0.0196
H — FE (h=8) | 5.7539 | 5.7566 | 5.7591 | 0.0008
p—nh -0.0462 | 0.0001 | 0.0569 | 0.0154
p—v -0.0617 | -0.0005 | 0.0529 | 0.0157
p—d -0.0503 | -0.0001 | 0.0455 | 0.0158
PSNR 8.5659 | 8.5894 | 8.6147 | 0.0065
SSIM 0.0312 | 0.0346 | 0.0373 | 0.0009

Moreover, we performed sensitivity tests on the proposed cipher scheme. The results proved
that the cipher exhibits a high level of sensitivity, which makes it immune against key-related at-
tacks.

On the other hand, the proposed cipher can resist brute force attacks since the secret key has
a flexible size of either 128, 196, 256 or 512 bits, and the Nonce has a size of 512 bits. Moreover,
the size of the dynamic key is also 512 bits. Therefore, the size of the static secret key, dynamic
key and Nonce are sufficient to make the brute force attack unfeasible.

More importantly, the dynamic key-dependent structure plays a significant role in making the
proposed cipher scheme immune against the current and future powerful attacks such as cho-
sen/known plain/cipher text attacks.

In conclusion, the security level of the proposed cipher scheme is confirmed. In the following
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section, we verify the efficiency of the proposed cipher as a good cipher candidate.

5 Performance Analysis

In this section, the performance of the proposed cipher scheme is analyzed to validate its effec-
tiveness. Several performance experiments were done such as studying the effect of the error
propagation and measuring the execution time. The results indicate clearly the efficiency of the
proposed cipher.

5.1 Error Propagation

Communication channels typically suffer from noise (interference) or from severe fading. When an
image is transmitted over such a channel, an error in one or more bits may occur; that is a 0’
may flip to "1’ and vise versa. It is very important that such an error does not propagate all over
the image as in [40], otherwise, the decrypted image will be severely degraded. In fact, the lower
the error propagation, the more effective and practical the cipher scheme will be. In the proposed
cipher, the error will only affect the corresponding sub-matrices (z;,y;). More precisely, the effect
of a bit error introduces only a specific sub-matrix error at the same byte position of the error
in the decrypted image. Hence, the error in the proposed scheme is not propagated randomly to
both sub-matrices as in [42, 32]. In order to quantify the visual degradation, we use again the two
well-known parameters, PSNR and SSIM. The variation of SSIM and PSNR versus the percentage
of errors are shown in Figure 13. The proposed solution shows a linear difference, and the variations
of SSIM and PSNR show that the scheme is immune to a highly erroneous channel. This conclusion
is confirmed by showing the decrypted image corresponding to a large number of errors (Figure 15).
In addition, when an image is decrypted with errors, the tests showed that applying a filter to clean
the image can solve the noise problem. In our simulations, a random noise was added (up to 20%)
and a median filter was capable of removing the added noise. Note that the size of the median
filter should not exceed the size of the sub-matrix, which is A x h. This is shown in Figure 14 and
16 and it is clear that the filtered images are flawless with no errors appearing visually.

50 60
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20

0 10 20 30 40 50 60 0 10 20 30 40 50 60 0 10 20 30

% of Errors After Decryption

Figure 13: Variation of the impact of the error propagation (% of bits difference between decrypted
images) (a) and the variation of SSIM (b) and PSNR (c) versus the percentage of errors in channel
for the proposed approach.
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Figure 14: Variation of PSNR and (b) SSIM versus the percentage of errors in channel for the
proposed approach after applying a median filter.
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Figure 15: Decrypted images in function of the percentage of errors in channel for the proposed
approach.

(a) 1% (b) 5% (c) 9% (d) 15% (e) 20%

Figure 16: The result of applying a median filter to Lena decrypted images with different percent-
ages of errors.

5.2 Execution Time
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An efficient cipher scheme must reach low computational complexity to ensure low latency and
consequently low resources and energy consumption.

In order to show the efficiency of the proposed cipher scheme for IoT devices, a comparison
with AES OpenSSL was performed. OpenSSL is commonly used and considered as one of the most
important and efficient cryptographic libraries that can provide a robust, commercial-grade, and
full-featured toolkit for the Transport Layer Security (TLS) and Secure Sockets Layer (SSL) pro-
tocols. On the other hand, the proposed approach has been implemented in Matlab, C and Java.
Therefore, to show a better system performance, the ”C” implementation is selected to be com-
pared with the AES OpenSSL implementation on two very common loT hardware Raspberry Pi
Zero W (wireless) and Raspberry Pi 2. The ”"Raspberry Pi Zero” has a Broadcom BCM2836
SoC with a 1 GHz single-core ARM1176JZF-S. The ”Raspberry Pi 2” has a Broadcom BCM2836
SoC with a 900 MHz 32-bit quad-core ARM Cortex-A7 processor.

We record the average time (for 1,000 iterations) to encrypt the plain Lena image of size
512 x 512 x 3. For the Raspberry Pi Zero W (called RPi Zero later) and for the Rasberry Pi 2
(called RPi 2 later) the optimal size of blocks is 32.

The encryption and decryption times of our one round approach and of AES (128 bits) are
presented in Table 5. The time ratio shows that the proposed approach is 7% faster on the RPi
Zero for the encryption process and 21% faster in the case of decryption. On the RPi 2, the gain
in encryption is 29% and 33% in decryption. It should be noted that the proposed algorithm is
completely written in C while OpenSSL uses assembly optimization [59]. Despite this optimiza-
tion, an important reduction in encryption and decryption times is achieved. This primary result
indicates clearly that, by optimizing the proposed approach and by employing assembly optimiza-
tion, a better reduction in latency and energy consumption can be achieved. In fact, this is our
future perspective. Moreover, in Figure 17, we show the variation of the execution time for the
encryption and decryption algorithms versus h is presented. The experiments were performed on
two different hardware devices, RPi W and RPi 2. The results indicate clearly that increasing h
reduces the required latency at the expense of additional memory overhead. Therefore, the choice
of h depends on the latency and hardware requirements; the proposed approach provides the user
with the opportunity to choose the value of h depending on the application requirements. In fact,
when devices have high memory capacity, a high value of h can be chosen (16 or 32). While, for
low-cost devices that have limited memory capacity, a low value of h must be chosen (4 or 8).
In this paper, extensive security tests are performed with h equals to 8, which represents a good
balance between computational complexity and memory consumption.

Table 5: The mean encryption time (in seconds) of AES and the proposed cipher approach for
512 x 512 x 3 Lena image and for 1,000 iterations.

Hardware  Algorithm Encryption Time (s) Decryption Time (s)

. One round 0.0388 0.0340
RPi Zero W s g 0.0418 0.0432
. One round 0.0260 0.0251

RPi 2 AES 0.0367 0.0374
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Figure 17: Execution times on RPi W and RPi 2 versus h.

6 Conclusions and Future Work

A single-round, flexible, dynamic, key-dependent lightweight cipher scheme targeted for multimedia
IoT has been presented. The scheme has been shown to be efficient and secure, with fast execution
time. The scheme is based on a dynamic structure in contrast to standard techniques. This will
provide better robustness against different powerful attacks because of the different substitution
and permutation primitives in addition to the two dynamic pseudo-random matrices that are gen-
erated in a dynamic manner. Moreover, the proposed substitution and diffusion primitives ensure
the desirable cryptographic performance in an efficient manner and simple hardware implementa-
tion. The proposed cipher scheme requires only one iteration and its corresponding round function
consists of simple operations, which addresses the limitations of IoT multimedia devices. An exten-
sive security analysis revealed that the proposed approach is strong enough against different kinds
of attacks. Finally, the results clearly showed that the scheme outperforms the optimized AES
implementation of OpenSSL, which indicates that the approach is more suitable for delay-sensitive
multimedia applications.

As a future work, the cipher will be further optimized via an assembly optimization to achieve
a better reduction in latency and required resources. Additionally, the proposed cipher scheme
should be adapted to be a post crypto-compression scheme to ensure the format compliance. A
possible implementation can be realized for compressed images such as JPEG and JPEG2000.
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