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ABSTRACT

A methodology is presented for acoustic emission (AE) data processing and interpretation, well suited for material characterization of laboratory specimens and in-service structural health monitoring. The methodology relies on the AE streaming in which relevant transients are detected using wavelet-based wave picking, feature vector cleansing with a Mahalanobis-based procedure and a new approach for pattern recognition relying on clustering fusion. The proposed clustering fusion method emphasizes damage kinetics related to the continuous-time definition of AE signals, quantifies uncertainty on clusters (AE sources) evolution, and evaluates the robustness of the results with respect to the change in the parameterization using mutual information. Illustrations concern the early detection and monitoring damage onsets and evolution in a thermoplastic thermostable composite tubular bandage for high-speed rotating engine.

INTRODUCTION

Early detection of damages in structures is of particular importance to ensure the integrity of equipments with the aim to contribute to the reduction of maintenance costs and to the improvement of the availability. Detection of damages can rely on various non-destructive techniques [1, 2] and, in this paper, we especially focus on the acoustic emission (AE) technique which has been shown to be efficient for both material characterization and Structural Health Monitoring (SHM).

The principle of the AE technique is to detect the transient elastic waves originating from the sudden release of energy from localized sources in a material (ASTM E1316). The AE technique is qualified as passive since the sources of AE signals are generally activated by local fractures within a material subjected to loading. In composite materials for instance, fibre-matrix debonding and fibre breakage, delamination and matrix
cracking are common potential sources of AE signals. Micro-scale damages can thus be detected efficiently which makes this technique suitable for early detection of changes in structural integrity. This technique also allows the detection and the localization of damages in large structures since some components of the stress waves can propagate over long distances [3–5].

The pico/nano-meters displacements induced by the propagation of the stress waves in the material or at its surface can be evaluated by piezo-electric transducers which provides a continuous streaming of transient AE signals. According the sensitivity of the sensors, as well as the operational conditions and the geometry of the structure, the signal-to-noise ratio is generally strongly affected. Data processing methods are thus necessary to extract the most relevant AE signals from the continuous streaming. One difficulty is to cope with the large amount of data, in particular during fatigue tests, due to the high sampling rate required to properly acquire those signals.

**SPECIFICITIES OF AE SIGNALS: UNEVENLY-SPACED TEMPORAL DATA**

The complexity of the mechanisms involved in the generation and propagation of the AE signals as well as the particular characteristics of those signals require advanced data processing tools, in the ideal case coupled with physics-based approaches to explain wave propagation and fractures [6, 7]. For instance, the stress waves may have components which are strongly impacted by the distance from the sources to the sensors, by the material properties and by the geometry. In [8], we experimentally illustrated the great impact of damage accumulation and change in material properties on the evolution of the signature of AE sources in some CFRP composite materials. This study has emphasized the importance of developing data-driven methods able to cope with the temporal dimension of the AE data generation process. The damage evolution is time-dependent which means that the AE signals are ordered. Therefore the feature extraction or/and the pattern recognition process should take this specificity into account.

A common algorithm for pattern recognition in AE signals used in the literature is called “Kmeans”. Proposed some decades ago [9], this method does not take the temporal dimension into account which means that changing the order of the data does not affect the resulting partition. Moreover, this method assumes that the distribution of features is spherical. It is equivalent to considering that clusters are isotropic which means that a change in one dimension (for instance amplitude) implies a similar change in the others (for instance frequency).

The temporal dimension of consecutive AE signals is unfortunately not easily taken into account. The critical point is that the AE signals are unevenly-spaced in time which means that the AE signals are not separated by a constant interval. This specificity prohibits the use of standard algorithms. There are thus two main solutions: 1) use algorithms able to manage continuous-time features, or 2) propose some tricks which allows to take this specificity into account into standard algorithms. The second solution has the advantage to use standard approaches with limited computational resources.

Another critical issue related to the development of dedicated approaches to AE data processing concerns the lack of “ground truths”, which are references or baselines to which one can compare the results of algorithms. Turning the problem into novelty detection simplifies in some way the problem by considering “normal” and “faulty” classes
to learn a data-driven approach for SHM [10]. However, in case one is interested in the fine decomposition of the AE streaming into multiple groups (clusters) for a better understanding of the damage onsets and kinetics, this approach is not well suited. Pattern recognition in AE signals is thus generally turned into a clustering or unsupervised classification problem which involves an important challenge in the validation of the partition obtained.

ARCHITECTURE OF THE PROPOSED PATTERN RECOGNITION CHAIN

The methodology follows four main steps and relies on the continuous AE raw data streaming. The first step is called wave picking [11–13]. It allows to get two classes of signals: the “relevant” ones, kept for the subsequent steps, and the “noise”. For that, a wavelet based denoising has been developed [14]. This approach is of practical interest since it works in real time at high sampling rate on multiple channels. It is important to point out that the denoising step is only used for wave picking which means that the AE signals considered in the subsequent steps are from the raw streaming, without filtering. The choice of the wavelet depends on the streaming content (AE activity and noise).

The second and third steps are feature extraction and data cleansing respectively. The latter consists in stopping the mechanical solicitations (if possible, or waiting for pause in loading) and collecting data during this period. Those data are interpreted as background noise used to define an ellipsoid so that feature vectors falling within its boundary are removed. A Mahalanobis distance can be used to define the boundary, as suggested in [10] for SHM applications. This procedure has been applied for composite monitoring during fatigue in [15] where the ellipsoid has been learned on quasi-static tests and adapted with new data during fatigue.

Finally the fourth step is pattern recognition which finds out the structure of the data, called partition in the sequel, by exploiting the relationships between features. Pattern recognition may be unsupervised [16], partially supervised [17] or supervised [18] according to the amount of prior available. At this step, it is important to quantify the uncertainty on clusters estimation (at each time) as well as the evaluation of the robustness of the obtained results with respect to changes in the parameterization [19].

THE CLUSTERING FUSION APPROACH: POSITIONING AND PRINCIPLE

Former works on pattern recognition in AE signals made use of single parameter and single algorithm. It is frequent to find interpretation of pattern recognition results using a single feature, such as amplitude or frequency. This approach for pattern recognition has found limitations especially for interpretation of AE signals originating from fatigue tests of composite materials which is inherently multivariate.

Then, in the last decades, were developed methodologies based on a single subset of features and single algorithm. Questions related to the right number of clusters was tackled using clustering quality indices while feature selection was more recently tackled using “wrapper” [20] and “filter” approaches [15]. The use of clustering quality indices unfortunately makes use of assumptions concerning the distance (generally Euclidean) used in the clustering algorithm and those indices are dependent on the feature space
The clustering fusion approach proposed in [19] relies on multiple subsets of features and multiple algorithms (Figure 1). Clustering fusion aims at drawing benefits from multifarious subsets of features and possibly complementary algorithms. The approach is flexible since either multiple algorithms or a single algorithm with different parameterizations can be used. For instance, Kmeans, Hidden Markov Models and Gustafson-Kessel algorithms were considered. Concerning the optimization of the number of clusters, it relies on an information-theoretic criterion (mutual information) that is independent from the features, it only requires various partitions. There is thus no additional distance measures.

The main assumption behind the algorithm of clustering fusion proposed in [19] holds in the probability of occurrence of each cluster which is supposed to be not equiprobable (Figure 2). The figure shows how the probabilities are evaluated using pairs of successive clusters sorted by proportions (sorting also allows to perform the fusion of partitions). The assumption is not strong in the sense that the algorithm will give preference to subsets of features promoting clusters with different proportions (for instance the figure on the middle or on the right-hand side). However, if all subsets of features agree in providing partitions where the clusters have similar proportions (for instance the left-hand side figure), then the algorithm will not introduce any bias and will provide those partitions as the final result. Besides, if the clusters are assumed to repre-
sent AE sources characteristics, different probabilities of occurrence of clusters means that the activity of each AE source is different. This assumption initially comes from the composite materials considered in our studies where the damage evolution can be decomposed into a sequence involving matrix cracking, delamination, hoop splitting, fibre/matrix debonding and fibres (tows or single) breakage among other damages. The kinetics observed using multi-instrumentation clearly showed a sequence of occurrence of the damages with different proportions. For instance, the matrix was highly emissive generating many AE signals while the hoop splitting initiated and propagated gradually, by saccades, during loading. The methodology has been applied on thermoset, thermoplastics thermostable and various biocomposites where a sequence of damages can be observed experimentally and numerically.

The hypothesis on the probability of occurrence has also an impact on the chronology of the evaluated damages (Figure 2). This is another key point of the algorithm. Indeed, it was experimentally observed that, by compelling the probabilities of occurrence to be different, the damage onsets estimated are generally delayed in time compared to standard clustering algorithms (for example on the right-hand side figure) resulting in a clearer chronology. This side effect has been emphasized in simulated data using Markov Chain Monte Carlo sampling in [19]. The temporal dimension of AE data is thus implicitly taken into account.

Finally, the clusters’ parameters can be adapted gradually with new data in particular with the use of the Gustafson-Kessel clustering. The evolving Gustafson-Kessel method has indeed been developed and exploited in statistical process control [21] and prognostics [22] which makes it a good candidate for SHM [23]. Compared to the Kmeans, for which an evolving variant was proposed by [24] for AE signals, the Gustafson-Kessel method manages arbitrary clusters shape.

A FLAVOUR OF RESULTS ON TUBULAR COMPOSITE MATERIALS

Investigations were performed on ring-shaped specimens produced by cutting 6-layers unidirectional filament wound carbon tubes. A thermoplastic thermostable matrix belonging to the family of polyimide and a high-strength carbon fibre were used [25]. The split-disk test specimens were machined with respect to the ASTM D2290 standard geometry and dimensions, except for the size of the notches. Each specimen has a width of 18 mm and involves two sections of reduced area, which are located 180° apart from each other. The width of the reduced area is 12 mm. The internal diameter is 120 mm. Tensile tests were performed on the split-disk specimen using a home-made test fixture.

AE streamings were recorded during mechanical loading using a four channels data acquisition system form EPA corporation (MISTRAS Group) with miniature piezoelectric sensors (mu-80) with preamplifiers gain equal to 20 dB, a 20-1000 kHz filter and a PCI card with a sampling rate equal to 2 MHz.

Figure 3 pictorially depicts the evolution of the damages detected by combining 50 partitions resulting from multifarious subsets of features (the number of AE signals collected was close to 350000). The method automatically selected the subsets using an entropy-based criterion computed on the probabilities of occurrence of clusters [19]. It automatically found 6 clusters according to a robustness criterion based on mutual infor-
Figure 3. Clustering result using a fusion of 50 parameterizations. Bottom pictures represent CCD and infrared images emphasizing the initiation and propagation of the hoop splitting (CCD) and highly energetic fibre tows breakage (IR images). The curves represent the cumulated occurrence of 6 AE sources determined by the algorithm during loading.

Of particular interest, clusters 3, 4 and 5 are highly related to the detection and the propagation of the hoop splitting starting around the notches. Since this damage is quite complex involving a mixing of plies, matrix and fibres failures, it seems relevant to consider that it could be described by multiple clusters. Visually, the evolution of cluster 5, starting around 10kN, was quite well related to the propagation of the splitting observed on the CCD camera (bottom left-hand side picture). In addition, cluster 6, starting around 25kN, fits quite well the evolution of the cumulated energy of AE signals as well as observed events on the infrared camera (bottom right-hand side picture). This means that this cluster is probably related to highly energetic events such as tow breakage.

This figure illustrates the characteristics of the proposed clustering method: different probabilities of occurrence of clusters (the end value of the cumulated damage curves on right-hand side, around 60kN) and onsets of damages are spread on the force axis emphasizing a chronology (cluster 2 is followed by cluster 3, followed by cluster 4 and so on). The chronology also appears in the changes of the slope of each curve. For
instance, the first occurrence of cluster 4 appears when the slope of the curve related
closest 3 changes around 8kN. Moreover, the “steps” observed on a curve represent
sudden assignments of multiple AE signals to a given cluster. Those sudden changes
emphasize a variation in the kinetics of damages. Those changes could be exploited to
early warn against the occurrence of more important failures for prognostics purposes.

CONCLUDING REMARKS

The clustering fusion approach is a new way of computing “natural” clusters in AE
signals and focuses on the sequence of damages emphasizing a chronology in place
of clusters shape. Any clustering algorithm can be used, however the choice of the
Gustafson-Kessel algorithm is justified by the possibility to represent more general clusters
shape and clusters parameters can be adapted in real time. The method proposed
makes use of multifarious subsets of features in place of selecting a unique one. By optimizing
two information-theoretic criteria (entropy and mutual information), it finds out
a consensus partition and quantifies its uncertainty and the robustness against variations
in the parameterization of the algorithm. Illustrations on thermoplastic thermostable
tubular composite characterized by a complex damage evolution show the interest of the
approach for early detection of critical damages.
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