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Abstract— This paper is dedicated to vision-based model-
ing and control of large-dimension parallel robots driven by
inextensible cables of non-negligible mass. An instantaneous
inverse kinematic model devoted to vision is introduced. This
model relies on the specificities of a parabolic profile hefty cable
modeling and on the resulting simplified static analysis. By
means of a kinematic visual servoing method, computer vision
is used in the feedback loop for easier control. According to
the modeling derived in this paper, measurements that allow
the implementation of this visual servoing method consist of
the mobile platform pose, the directions of the tangents to the
cable curves at their drawing points and the cable tensions. The
proposed visual servoing scheme will be applied to the control
of a large parallel robot driven by eight cables. To this end, in
order to obtain the aforementioned desired measurements, we
plan to use a multi-camera setup together with force sensors.

I. INTRODUCTION

Parallel cable-driven robots are a particular type of parallel
kinematic machines in which cables connect the base to the
mobile platform [1], [2]. A 6-DOF parallel robot driven by
six cables can be thought as a Gough-Stewart platform turned
upside down with cables instead of prismatic actuators. When
the cables are tensed and considered massless and inextensi-
ble, the kinematic modeling of Gough-Stewart platforms and
of parallel cable-driven robots are very similar.

Visual servoing techniques [3], [4], [5] were applied to
parallel robotics [6], [7], [8]. These applications rely on 3D
visual servoing where the mobile platform pose is indirectly
measured and used for regulation. To make control robust
with respect to modeling errors, it was proposed to servo
the leg edges [9] which improved the practical robustness
by servoing the legs in the image. This method has been
validated on a broad class of parallel robots [10].

Using a 3D pose kinematic visual servoing method, in
which the mobile platform pose is used for regulation,
the work reported in [11] confirmed that visual servoing
techniques are a good alternative for the control of parallel
cable robots. However, in [11], the cables are supposed to
be massless. This assumption is invalid in the case of large-
dimension cable robots [12] since the cables sag under their
own weight. Assuming that the cable is inextensible and the
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Fig. 1. Sketch of the LIRMM/Tecnalia CoGiRo robot

sag relatively small, a simplified hefty cable modeling can
be considered [13]. This simplified modeling describes the
cable profile explicitly as a parabolic curve. Compared to
the use of the elastic catenary [14], it leads in turn to a
simplified (quasi) static analysis of large-dimension parallel
cable robots [15].

The contribution of this paper is to extend the vision-based
control proposed in [11] to large-dimension parallel cable
robots. To this end, based on the aforementioned simplified
hefty cable modeling, the instantaneous inverse kinematic
model of large-dimension parallel cable robots is determined.
This model turns out to be dependent on the pose of the
mobile platform but also on the directions of the tangents to
the cables at their drawing points and on the cable tensions.

The cable tensions can be obtained by means of force
sensors. To estimate the mobile platform pose and the cable
tangent directions, one can rely on vision. In the case of a
large-dimension cable robot, it is obviously not conceivable
to measure all the needed variables using a single perspective
camera in front of the robot. Instead, we plan to use a multi-
camera perception system. Firstly, several cameras observing
visual targets attached to the mobile platform can provide
an accurate pose estimation [16]. Using, e.g., four cameras
provides a wide field of view and should always ensure
the observation of significant part of the targets. Secondly,
by locally observing each cable by means of a stereo pair
(two cameras), 3D reconstruction yields the direction of the
tangent to the cable at its drawing point. Indeed, a sagging
cable can locally be approximated as a straight line segment.

This paper is organized as follows. Section II presents
a simplified modeling of an inextensible cable of non-
negligible mass. In Section III, the corresponding instanta-
neous inverse kinematic model of large-dimension parallel
cable robots is derived. Section IV is dedicated to the vision-
based control strategy. The presented method is validated
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on the simulator of the parallel CoGiRo cable robot in
Section V. Conclusions are finally drawn in Section VI.

II. MODEL OF CABLE WITH NON-NEGLIGIBLE MASS
DEVOTED TO VISION

Throughout the paper, the notations given in Table I will
be used.

e i = 1...k denotes the driving cables, where k is the number
of cables.

o Boldface characters denote vectors. Unit vectors are under-
lined.

o Fai=(Ai,X0Y ,,,24:) Fo = (0,%,,y,,2,) and Fe =
(E,x,, Y. z,) denote the cable ¢, base and end-effector
reference frames, respectively.

o Fr = (Of,gf,zf,gf) is a fixed reference frame attached
to the base of the robot. It can be a camera reference frame
(eye-to-hand) or a pattern reference frame (eye-in-hand).

o Fm = (m,Xx,,y ,z,) is a mobile reference frame at-
tached to the mobile platform.

o Fp=(0p,%,, Y, z,) is the reference frame attached to the
pattern.

o In the case of multiple cameras, F.; = (Ocj,gcj,zcj,gcj)
is the reference frame attached to the camera j, j = 1...r, r
is the number of cameras.

o v is vector v expressed in F;.

e Fj~ is the desired position and orientation of F;.

o g is the norm of the gravity acceleration vector.

o ¢; defines the motorized joint angle 1.

e po is the linear mass density of cable .

o L; is the length of cable ¢ supposed to be massless (straight
line segment).

o [; is the length of inextensible cable ¢ with non-negligible
mass (with the parabolic profile modeling).

« A, = (Am Azy Aiz)T and B; = (Bm Biy Biz)T are the
two extremities of the sag%jng part of cable 1.

e u, = ( Uiz Uiy Uiz )  is the unit vector pointing from
A; to B;.

o Ya; =Vaiiy; = ( Vaic Vaiy Vaiz )7 is the force in
the cable at point A;. The norm and direction of this force
are the tension ¥ 4; and the unit vector u ,;, respectively.

o Ui =9pug, = ( Uiz Umiy UBi- )’ is the force in
the cable at its attachment point B;. The norm and direction
of this force are the tension ¥p; and the unit vector ug,,
respectively. )

i ZR . Zt .

. Tj = 0‘7 1‘7
ated to the rigid transformation from F; to Fj.

o Imi=(7V: I )T is the Cartesian velocity (linear and
angular velocities) of the origin of F; expressed in F;.

e M is the pseudo-inverse of M.

. Lajx is the cross-product matrix associated with vector a.

o M is the estimation of M based on measurements.

is the homogeneous matrix associ-

TABLE I
NOTATIONS USED THROUGHOUT THE PAPER

Fig. 2 shows the profile of a cable with non-negligible
mass. In static loading conditions, it lies in the vertical plane
II; containing A; and B,;. The reference frame F 4; attached
to II; is obtained from frame J; by a rotation of angle ~;
around the z axis (z, = z 4; being vertical).

Given u; = ( bu;z  buiy  bu;, )T, the angle v; can be
computed as:

b
Uiy

vi = tan"(+—2) (1

by, .
Uiz

Cable i
Base support > i B

Mobile platform
Fig. 2. Static equilibrium of cable ¢, with non-negligible mass.

A simplified modeling of an inextensible hefty cable [13]
is used in this paper. This model is obtained from the elastic
catenary modeling [14], [15]. It results in a parabolic cable
profile equation, expressed in frame F4;, which is given by:

pogLi

Al
- QA1) g AR, z; ("' Biz — xi) + i tan(BOi) 2)

Z; =
where z; and z; are the coordinates in frame F 4; of cable
point S; (see Fig. 2).

The angle 5p; between u; and x 4, (Fig. 2) can be written
as:

AiBiz
AiBiz

Boi = tan"*( ) 3)

A. Tangents to the cable profile

The slope of the tangents to the cable profile (Eq. (2))
at points B; and A; (see Fig. 2) can be computed using

d i i d 7 f—
g.l; ixi:Biz) = tan(B;) and 2 (0e=0) = tan(a;), respec-
tively.

According to (2), one can write:

Aig v
tan(B;) = Az§§z = tan(Bo;) + %

Adg L. (4‘)
tan(a;) = Frgdis = tan(Bo;) — A9
Since 494, = —“"Ipi, (as the only external loading
applied to the cable between A; and B; is the cable weight)
and introducing 4'u, = ( cos(Bp;) 0 sin(Boi) ), one
can compute:
Ai — Mpis Ai L; A
‘Ipi = oy + 2og=i Mg 5 )
Ai _ _Api, Ai Li Ai
Z'L9A'i - _ng) lul'i‘ % ZZ i

It is important to note that the last equation can be expressed
in any Euclidean reference frame. In the general case, we can
write:

UBi = up; = u; + U, ©)
Pa; =ua; = —u; +uy,
here W, — —~VBis _ pogLs
w Wi = o5 (Bon) Wi> Ups = T3 Zas

1582



hal-00768486, version 1 - 21 Dec 2012

B. Inverse kinematics

The inverse kinematics gives the length of each cable for
a given pose of the platform. Using the cable profile of Eq.
(2), one can compute the cable length by integrating a cable
length element [15]:

A?Blz -
li:fo 1/1+(g_m)2 dx (7)

ks
Ai crikii—caikai+in( 21%;: )
= BZI 27"i ’

L; ) )
where r; = fioiggm L ki = tan(BOi)+%, ko; = tan(BOi)—%,

c1i =1+ ki and co; = /1 + k%z
III. VISION-BASED KINEMATICS

The instantaneous inverse kinematic model of a parallel
robot driven by cables relates the Cartesian velocity 1. of the
mobile platform to the time derivative 1= (L . )T
of cable length vector. The Cartesian velocity of the mobile
platform expressed in a fixed reference Fy is 7. = f7,/; =
(IVerp 19 )T

The time derivative of (7) provides:

li=N; L; ®)
AiﬁBiz

where
e N;=(Na 0 N Nig N )
Liri—(cri—c2:)*" Bz N, — caizcu N —
L4 21 TiAiBim ’ 7 - T’ 7 -

k2 .
—2li+(crites) Bio _ 2li—(crite2)? Big
3L, and Ny = T A9

The terms AiBZ—, Li and Aiiégm in (8) can be expressed as
the product of their associated interaction matrices Dpg;, D,
and Dy; by 7., so that (8) becomes:

l; =D ©)

Dgi

where D; = N; g ]1?)“ , the expression of Dp;, Dr; and
D,; being derived in S{he next subsections.

In the case of an inextensible cable, time derivative of the
motorized joint angle vector q of the robot is linearly related
to the time derivative of the cable length vector and can be
computed as q = T—lcl, where r. is the radius of the drums
collecting the cables. Therefore, the instantaneous inverse
kinematic model associated with the motorized joint angle
vector q can be written as:

1
q= _Daf‘re (10)
Te
where D,, is the compound matrix containing the matrices
D;,i=1...k.
A. Expression of Dp;

According, e.g., to [2], [11], the expressions of the time
derivatives of L, and f u; (case of an inextensible and
massless cable) are:

Li=Dp'r. (11)

where Dy; = fu? ( Iz —[/R.By]« ), and:
jﬂz = Duif‘re (12)

where D,; = %(13 - fgifg?) ( 15 —[fReeBi]X )

B. Expression of Dp;

1) Angular velocity of F a; expressed in Fy:
The time derivative of (1) gives:

4 = Do;’n; = Do "R/ 1, (13)
bum 0 )

Taking into account the fact that 'z, = 'z ,, and according
to (12), the angular velocity of Fj4; is defined by:

_ 1 b
where DOi = T2 b2 ( — Uiy
ix iy

Q4 =D, 1, (14)

where D%. = fZAiDOibeDui-

2) Inverse kinematic model associated with AiBi:
The time derivative of B;, with respect to the fixed reference
frame F7, is:

"Bi =Dppilr. (15)

where DBfi = ( I3 —[fReeBi]X )

In the local frame Fj4;, the velocity of 4B, has the
following form:

AB, = ARVABILS Qs+ VRIB (16)
Substituting (14) and (15) in (16) gives:
4'B; =D/ . (17)
where Dp; = Ain([fAi—BZ]wa +Dpgyi).

C. Expression of Dyg;

1) Mobile platform static equilibrium:
One can write the force applied at point B; by the cable to
the platform as (see Eq. (6)):

Mfpi = —T9p; = —Tup; (18)

where ¥p; > 0 since a cable can only pull on the platform.

Assuming that the moment of Ifg,; at point B; is np; =
0, the wrench applied by cable 7 at the reference point E,
expressed in Fy, is:

) ftp,
= ( ) (19)
fE—BfofBT;

According to the mobile platform equilibrium, one can write
the relationship between the external wrenches fp. and
cable wrenches as:

k
Mpe + > () =0 (20)

i=1
Assuming that fﬁpe = 0 (a pseudo-static case), the time
derivative of (20) leads to:
k

YT =0 @1

i=1
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where

. Fap;
roo 22)
fEBinuBi+fEBi><flei

At this time, we can write:
s
’EB; = Dgpi/ 7. (23)

where DEBi = ( 03 —[fReeBi]X )

Therefore (22) becomes:

fap;
Ti=— 24)
—[Fug] XDEBifTe+[f]'E_]37)Z]X fap;

2) Time derivative of fup;:
The time derivative of (6), expressed in the fixed frame F7,
gives:

Fag; = Ta; + a,, (25)
Using (3), the time derivative of y; can be computed as:
; cos(Boi)* i i it
50i=$( ~AB,, 0 4B, )ABi (26)

Thus, according to (26) and to the expression of u; given in
Section II-A, the time derivative of fu; is:

X . fu. gy 9 .
ful = DfiAlBi + W_ﬁl{)i)Al'ﬂBim + ;S?%fui 27
By substituting (12) and (17) in (27), one can deduce:
5, = Dy ! 7 + Duin I pis (28)
where
Ai )
e Dyiy = (Dy;Dp; + ﬁDul)
e iz Sin Nfu. ; 1
R Dfi _ ﬂBwAiBgBOm) u; ( _AZBiz 0 AlBix )
fgi ix
¢ DUiQ = cos(Boi)

Then, using (11), the time derivative of fupi = %Lifgm-

182

T, =Dy, . (29)

where D,,,, = %ngiDLi. '
Finally, the time derivative of the non-unit vector fup, is:

Tapi = (Duit + Dup, ) Te + Duin iy (30)

3) Expression of Aiﬁgmr
Using (30) and (24), one can deduce:

9 = —(D, 1. + Dy, Vi) (3D

where

Dup; +Duit
. D, =
—[fugi]xDegi+|[/ EBi]« (Dup; +Duwi1)

D2
° Dﬂi ==
[fE—B:]xDuiz
Eq. (21) becomes:

k
(ZDﬂ)fTe + DﬂAi'L&)Bm =0 (32)
=1
where

« Dy = (Dy,,...Dy,)
o Y95, = (Y p1a, ., Vpra) T

Finally, one can compute 4*9p,, as:

Ai";,B;E = Dsze (33)
k

where D, = —D;ZD”. Let us note that the use of the
i=1

pseudo-inverse to compute D, may not be the best choice.
This potential issue is however out of the scope of this paper.
Hence, ““9g;, can be found by:

AizéBim = DsifTe (34)
where Dyg; is the ith row of matrix Dj.

IV. VISION-BASED CONTROL
A. Control

Visual servoing is based on the so-called interaction matrix
L which relates the instantaneous relative Cartesian motion
T between the mobile platform and the scene to the time
derivative of the vector s of the visual primitives used for
regulation [17] (S = Lg7). According to the nature of the
visual primitives, there exist many visual servoing techniques
ranging from position-based visual servoing [18], [19] to
image-based visual servoing [4], [20], most of them being
based on point features. One can also find other visual
primitives such as lines [21] or image moments [22].

As the instantaneous inverse kinematic model (10) de-
pends on the platform pose, we choose position-based vi-
sual servoing in the 3D pose form [18], [19], [23]: s =
(st su )T

Consider F,,, and F,,,~ the current and the desired mobile
frame locations, respectively. s; = "t,,~ is the translation
error between F,, and F,,« and s,, = uf, where u is the
axis and 6 is the angle of the rotation matrix ™R ,».

The interaction matrix associated to the pose can be
written as [23], [24]:

—I L0 .
L, = ( 033 | _Lw]X > (35)
where
e Ly =Ty — Sl + (1- 22600 up?
o sinc(f) = Sino& and Ty, = T e = T 5

T 1 irs > A
Y 1)
I Tension sensor J
WA

S Multiple-camera - i

Fig. 3. Visual servoing of a cable-driven parallel robot

To regulate the error between the current primitive vector s
and the desired one s* = 0, one can consider the exponential
decay s = —As. The vision-based control (Fig. 3) can then
be expressed as:

L (36)
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With . = D™, and using (36), (10) becomes:
4="Dy" 7 = ~A"D,L. s (37)
—_—

where D; = ( flolgm mef[l:im]x ) and "D,,, = Tl—CDaDt.
B. Examples of measured variables and parameters to iden-
tify

Note that the instantaneous inverse kinematic model (10)
depends on /T,,, the rigid transformation between the
mobile and the fixed frame which defines the pose of the
platform. It depends also on the tangents fu 4; to the cables
at their drawing points, which we plan to measure by vision,
and on some constant (calibration) parameters (PA;, °B,, the
transformations ™T, and /T}). Let us also note that only
information from the vision sensor are used to define the
interaction matrix given in (35), using ™'T,,,» = mTff T, ..

We plan to use 12 cameras. 4 cameras are used to
measure the pattern position (one at the top of each post).
Additionally, 4 stereo pairs should allow us to measure the
tangent direction at the cable drawing points. This particular
setup is not the only possible one but has been selected
based on practical constraints. All kinematic parameters are
expressed in a reference frame Fy = JF.; attached to the
base frame.

Reference

camera: Cj

Base

Fig. 4. A simulated CoGiRo robot

In the instantaneous inverse kinematic model (10), we need

to define the rotation 4*R; which depends on the angle ~;

as shown in (1). This angle can also be computed using
b

i = tan”! (2t ), where "uy; = "Ryp/uy,. We need also

the angle fy; defined in (3). This angle can be computed

using the following expressions of the attachment point B;:

{ AiBi = Ain(befBi + btf) + Aitb

’B; = 'R,,/"B; + 'ty (38)

where 'R, and ’t,, can be measured by vision and "B;
is a constant parameter.

The instantaneous inverse&m}matic model (10) depends
also on the length L; =|| FA;B; || of cable i supposed to
be massless (straight line) and on the component Aig g of
the force applied to the cable at its attachment point B;.

Using (6), the non-unit vector fup; can be computed as:

Tup; =798 = =90 uy, + pogLi’ 2.4, (39)

where fz,, = fRybz,; and 4" ,; is given by a tension
sensor (possibly indirectly).

Consequently, using A9 g = Ainbefﬂgi, one can
compute A9, = AixL A9 p,.

V. SIMULATION RESULTS

The vision-based control strategy introduced in the pre-
vious section is validated by means of a CoGiRo cable-
driven parallel robot simulation (Fig. 4). CoGiRo is a 6-DOF
large-dimension parallel cable-driven robot. It has a moving
platform (end-effector) connected to a fixed base by 8 driving
cables of varying lengths /;, ¢ € 1...8 (k = 8). Each cable
(Fig. 4) is attached to the moving platform at point B; and
extends from the base at point A;.

In the simulation, *E = (0,0,0)"m and (0,,0,,0.)T =
(0,0,0)T defines the initial configuration of the CoGiRo
platform simulation. The desired one (Fig. 5) is *E* =
(2,1,1)"m and (6,05, 0%)" = (0,10°,20°)"

In a first simulation, we choose three geometric charac-
teristic cases (dimensions: width x length x height) of the
CoGiRo robot. Tab. II presents the angles dB; = 5; — Po:
(See Fig. 2 for the definition of these angles), in the desired
position. df; increases according to the dimensions of the
robot which confirms that the cables can not be considered
as a straight lines segments, in the case of a large-dimension
parallel cable-driven robots.

Case, \dB; dB1 | dB2 | dB3 | dB4 | dBs dﬂp dB7 | dBs

T0.8x14x5.5m 07 06 8 10 04 0 15

16.2x22.2x8.3m 3 3 32 5 03 z 1s 3 22

27x37.0x13.9m 25 25 53 26 6 62 33 34

75x08.0x38.9m 57 54 83 55 32 04 63 69
TABLE 11

EVOLUTION OF dB; = 8; — B0; (DEGREES).

Fig. 5. Desired (left) and initial (right) position of the CoGiRo robot.

In a second simulation, we choose the dimensions
of the real CoGiRo robot (10.8 x 14 x 55 m
(width x length x height)). To show the robustness of
the proposed vision-based control, we added noise to the
estimation of the Cartesian pose /T,,,. We define at each time
a sample random noise for translation with maximal value
of 5 cm. We also added noise to the rotation angles, with
amplitude of 2°. Assuming that the directions of the tangents
to the cable curves at their drawing points is essentially a unit
vector, the added noise can be modeled by a rotation of the
unit vector in each direction. Consequently, we define at each
time a sample random rotation axis and a positive rotation
angle with maximal amplitude of 0.2°.

Fig. 6 shows a potentially good robustness. As expected,
the Cartesian errors converge exponentially to final errors
displayed in Table III, with a perfect decoupling. The 3D
trajectory of the mobile platform (Fig. 7) is linear in the fixed
reference frame F;y = F.;, which confirms the properties of
the 3D pose visual servoing.

Table III presents mean values and standard deviations
of the final error vector norm. These accuracy results are
deemed satisfactory enough for such a large-dimension par-
allel robot.
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25

Errors (m and rad)

0% 10 20 30 40 50 50 0 80
Time (s)

Fig. 6. Evolution of the Cartesian errors.

4 1] 6 34 3 5 £

¥ im)

Fig. 7. Evolution of the mobile platform reference point trajectory.
Mean value | Standard deviation

Translation error (mm) 8.2 6.5
Orientation error (°) 0.051 0.032
TABLE III

MEAN VALUES AND STANDARD DEVIATIONS OF FINAL CARTESIAN

ERRORS

VI. CONCLUSION

In this paper, we have introduced an instantaneous inverse
kinematic model of large-dimension cable-driven parallel
robots. This model relies on a simplified model of an inex-
tensible hefty cable in which the cable profile is considered
to be a parabolic curve. It can be used to compute an explicit
expression of each cable tangent and to compute a partially
decoupled inverse kinematic problem. We have shown that
the proposed instantaneous inverse kinematic model depends
on the mobile platform pose, the cable tangent directions and
the cable tensions. A multi-camera setup should allow us to
measure the pose of a visual target attached to the mobile
platform and the direction of the cable tangents. The cable
tensions are measured by means of force sensors. Computer
vision can then be used in the feedback loop by using of a 3D
pose kinematic visual servoing method. This latter has been
validated on the simulator of a large parallel cable robot.

The next step in our work is thus to implement the vision-
based control strategy proposed in this paper on a real
parallel CoGiRo cable robot.
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