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RÉSUMÉ

Collecte et Traitement de Données Massives dans les Réseaux de
Capteurs à Large Échelle

Abdallah Makhoul
Université de Franche-Comté, 2018

Les recherches présentées dans ce document s’inscrivent dans le cadre des réseaux de
capteurs sans fil et par conséquent de l’Internet des objets. Les réseaux de capteurs sans
fil constituent l’une des technologies les plus cruciales pour le développement de l’internet
du futur. Un réseau de capteurs peut être formé en déployant des capteurs spécifiques
dans la zone d’intérêt afin de la surveiller. Ces réseaux s’insèrent dans de nombreux
domaines d’application, comme la surveillance de l’environnement, le monde médical,
l’industrie, l’aéronautique, etc. Beaucoup de ces applications exigent des réseaux de
capteurs à large échelle, où un grand nombre de capteurs sont déployés dans une large
zone géographique. Par conséquent, de nouveaux besoins sont créés pour comprendre
et concevoir les systèmes, surtout que ces capteurs sont généralement très limités en
termes de ressources. Ces limites s’expriment sous forme de contraintes de taille, de
consommation d’énergie et de puissance de calcul. En effet, la gestion de données mas-
sives en temps réel, la prise de décision, la sécurité, etc., seront des composantes es-
sentielles à prendre en compte pour assurer le bon fonctionnement et la meilleure qualité
de surveillance. Dans le cadre des réseaux de capteurs à large-échelle, les recherches
présentées dans ce document s’articulent autour de trois enjeux majeurs. Le premier
porte sur la collecte et l’analyse de données massives, le deuxième sur l’agrégation et la
fusion de données, et le troisième sur la sécurité et la survie de données.

Les réseaux de capteurs collectent des données de l’environnement et collaborent en-
semble pour comprendre le phénomène surveillé. Comme chaque nœud est une source
de données, et comme il peut être équipé d’un ou de plusieurs capteurs, de nombreuses
données seront recueillies. Cependant, l’analyse des flux de données pour obtenir des
informations et prendre des décisions appropriées, est l’un des défis de conception pour
les réseaux de capteurs et les applications de surveillance. La gestion de données n’est
pas une tâche facile, en particulier pour des capteurs ayant des ressources limitées. Un
premier objectif de nos recherches consiste donc à réduire cette masse de données tout
en conservant son intégrité. Par conséquent, l’énergie d’un nœud-capteur qui est con-
sommée dans ces trois phases : la collecte, le traitement et la transmission de données,
doit être bien gérée pour obtenir un équilibre entre la qualité des données et la con-
sommation d’énergie. Plusieurs modèles pour la collecte de données ont été étudiés.
Dans ce document, nous présentons des modèles d’acquisition de données permet-
tant à chaque nœud d’adapter son taux d’échantillonnage à l’évolution dynamique de
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2 Résumé

l’environnement. Ces modèles permettent la réduction du sur-échantillonnage et par
conséquent la réduction de la quantité d’énergie consommée. Une autre technique
étudiée et présentée dans ce document est le mécanisme de double prédiction des séries
temporelles. Un modèle de prédiction identique est partagé entre chaque nœud cap-
teur et le Sink. Ce modèle est utilisé pour prédire les valeurs futures. Ainsi, au lieu de
transmettre toutes les données collectées, un capteur ne transmet que les mesures qui
s’écartent de la valeur prédite d’un seuil prédéfini par l’utilisateur.

Une technique efficace permettant la réduction de la taille de données est l’agrégation.
En effet, les données produites par les capteurs voisins sont très corrélées spatiale-
ment et temporellement. Ceci peut engendrer la réception par l’utilisateur final des infor-
mations redondantes. Réduire la quantité de données redondantes transmises par les
nœuds permet de réduire la consommation d’énergie et économiser de la mémoire dans
le système et prépare les données pour la prise de décision. Dans la seconde partie de
ce document, nous présentons trois techniques différentes pour l’agrégation de données
dans les réseaux de capteurs. Le but principal est d’identifier tous les nœuds voisins qui
génèrent des séries de données similaires. Deux couches d’agrégation sont proposées.
La première au niveau des nœuds eux-mêmes et la deuxième au niveau des agrégateurs.
Les trois méthodes proposées sont basées respectivement sur les fonctions de similarité,
l’algorithme K-moyenne et les tests statistiques, et les fonctions de distance. Nous avons
comparé ces différentes fonctions entre elles et nous avons proposé un modèle de fil-
trage par fréquence permettant d’optimiser le temps de calcul et d’améliorer la latence
de données.

Dans la troisième partie nous nous intéressons à la fusion des informations provenant des
différents capteurs pour l’aide à la décision. Il s’agit de traduire les règles et décisions
définissant les événements lors de la surveillance (médicale, environnementale, etc.) et
aussi de construire des liens de cause à effet, afin de proposer aux utilisateurs finaux une
information complexe permettant une bonne compréhension du phénomène surveillé.
Pour cela, en premier lieu nous avons étudié un modèle de fusion de données au niveau
du coordinateur (ex. agrégateur). Ce modèle se base sur la logique floue, une matrice
de décision et un système d’alerte précoce. Cette technique permet au coordinateur
de prendre des décisions en fonction des données récoltées par les capteurs. Un autre
modèle de fusion de données est présenté dans ce document dédié aux applications
médicales. Ce modèle permet au coordinateur de calculer le risque de l’état du pa-
tient et de prendre en conséquence la décision convenable. Il est basé sur un système
d’inférence floue ayant comme entrée le score agrégé de tous les signes vitaux et comme
sortie le niveau du risque de l’état du patient. Dans cette approche, les décisions sont
prises périodiquement et à chaque fois qu’un événement critique est détecté par le coor-
dinateur.

La sécurisation des données au sein des réseaux de capteurs est une des
préoccupations récurrentes dans ce domaine, et elle a connu de nombreux
développements au cours de ces dernières années. Dans la dernière partie de ce
document, nous étudions un modèle pour la survie de données. Il s’agit de garantir
que l’information collectée restera accessible, et sera toujours présente dans le réseau
lorsque la présence du puits est sporadique. Nous avons étudié un modèle pour la survie
de l’information basé sur les modèles épidémiologiques de type SIR (Susceptible - In-
fected - Recovered), divisant une population d’individus en trois compartiments : ceux
susceptibles d’être infectés, les individus malades, et ceux qui ont été soignés. Un des
buts de ce genre de modèles est de s’assurer que le nombre d’infectés ne va pas ex-
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ploser. Nous avons considéré que le réseau de capteurs est divisé en trois comparti-
ments semblables de capteurs, et nous avons démontré que sous certaines conditions le
nombre de capteurs informés (les !infectés") ne devient jamais nul.

Finalement, pour valider les approches proposées plusieurs expérimentations sur des
réseaux de capteurs réels déployés au sein de notre laboratoire ont été réalisées. Une
plate-forme de 30 nœuds Crossbow TesloB ont été déployés pour collecter des données
environnementales de la zone surveillée (température, humidité, lumière).

MOTS-CLÉS : Réseaux de capteurs, algorithmes distribués, collecte et prédiction de
données, analyse de la variance, agrégation et fusion de données, fonctions de similarité,
partitionnement en k-moyennes, système d’inférence floue, survie de données, modèles
épidémiologiques.
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Table of Contents 8

List of Figures 10

List of Tables 11

List of Algorithms 13

Dedication 15

Acknowledgements 17

Introduction 19

1. Research Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2. Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3. Main Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4.. Document Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1 Data Collection and Prediction in WSN 25

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.2 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.2.1 Data Compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.2.2 Adaptive Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.2.3 Prediction-based Data Reduction . . . . . . . . . . . . . . . . . . . . 28

1.2.4 Adaptive Sampling and Data prediction . . . . . . . . . . . . . . . . 28

1.3 Dual Prediction Model (DPM) for transmission reduction . . . . . . . . . . . 29

1.3.1 Updating α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

1.3.2 Identifying Wrong Predictions . . . . . . . . . . . . . . . . . . . . . . 31

1.3.3 Reconstruction of missing data . . . . . . . . . . . . . . . . . . . . . 32

1.4 Adaptive Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5



6 CONTENTS

1.4.1 Study of measurements variance . . . . . . . . . . . . . . . . . . . . 34

1.4.2 Adaptation To Application Criticality . . . . . . . . . . . . . . . . . . 37

1.4.3 Adapting sampling rate Algorithm . . . . . . . . . . . . . . . . . . . . 41

1.5 Dual Prediction and Adaptive Sampling Approach . . . . . . . . . . . . . . 42

1.6 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

1.6.1 Dual prediction performance . . . . . . . . . . . . . . . . . . . . . . 44

1.6.2 Adaptive Sampling Performance . . . . . . . . . . . . . . . . . . . . 48

1.6.3 Data Prediction and Adaptive sampling performance . . . . . . . . . 49

1.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

2 Data Aggregation in Large Scale WSN 53

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

2.2 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

2.3 Cluster based Network topology . . . . . . . . . . . . . . . . . . . . . . . . 55

2.4 Aggregation at sensor level: Local Aggregation . . . . . . . . . . . . . . . . 56

2.4.1 Definitions and Notations . . . . . . . . . . . . . . . . . . . . . . . . 56

2.5 Data Aggregation using sets similarity functions . . . . . . . . . . . . . . . . 58

2.6 Data Aggregation using K-means and ANOVA Model . . . . . . . . . . . . . 61

2.7 Data Aggregation using distance functions . . . . . . . . . . . . . . . . . . . 63

2.7.1 Euclidean distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

2.7.2 Cosine distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

2.7.3 Distance normalization . . . . . . . . . . . . . . . . . . . . . . . . . 65

2.7.4 Distance-based aggregation algorithm . . . . . . . . . . . . . . . . . 66

2.8 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

2.8.1 Data aggregation at the sensor level . . . . . . . . . . . . . . . . . . 68

2.8.2 Data sets reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

2.8.3 Energy consumption at the CH level . . . . . . . . . . . . . . . . . . 70

2.8.4 Data latency and Execution time . . . . . . . . . . . . . . . . . . . . 71

2.8.5 Data accuracy: Aggregation error . . . . . . . . . . . . . . . . . . . . 71

2.8.6 Further Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

2.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3 Multi-sensor Data fusion: e-health application 75

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78



CONTENTS 7

3.3.1 Early Warning Score System . . . . . . . . . . . . . . . . . . . . . . 79

3.3.2 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.4 Multi-sensor Data fusion model using Decision Matrix and Fuzzy Set Theory 81

3.4.1 Data Fusion and Decision Making . . . . . . . . . . . . . . . . . . . 81

3.4.2 Several Data sets fusion . . . . . . . . . . . . . . . . . . . . . . . . . 82

3.5 Multi-sensor Data fusion model using Fuzzy Inference System . . . . . . . 84

3.5.1 Up-to-date Score . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.5.2 Aggregate Score . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

3.5.3 Patient Risk Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

3.5.4 Fuzzy Inference System (FIS) and Decision-Making . . . . . . . . . 87

3.6 Health Risk Assessment and Decision-Making Algorithm . . . . . . . . . . . 89

3.7 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3.7.1 Data Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

3.7.2 Energy Consumption . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3.7.3 Comparison of the severity level assessment of vital signs . . . . . 94

3.7.4 Comparison of the patient health assessment: patient severity level 98

3.7.5 Medical domain expert validation . . . . . . . . . . . . . . . . . . . . 101

3.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4 Data Survivability in WSN 103

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

4.2 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.3 A SIR model for Data Survivability in WSN . . . . . . . . . . . . . . . . . . . 105

4.3.1 Introducing the Kermack & McKendrick model . . . . . . . . . . . . . 105

4.3.2 First theoretical results . . . . . . . . . . . . . . . . . . . . . . . . . . 106

4.3.3 The Recovered compartment . . . . . . . . . . . . . . . . . . . . . . 108

4.3.4 SIS models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.4 Considering Energy Consumption for Data Survivability in WSNs . . . . . . 110

4.4.1 A SIR model with natural death rate . . . . . . . . . . . . . . . . . . 111

4.4.2 A scheduling process in data survivability . . . . . . . . . . . . . . . 114

4.5 Distributed Scheduling Algorithm . . . . . . . . . . . . . . . . . . . . . . . . 118

4.5.1 Problem formalization . . . . . . . . . . . . . . . . . . . . . . . . . . 118

4.5.2 The algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

4.5.3 Correctness proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

4.6 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121



8 CONTENTS

4.6.1 Mathematics-based simulations . . . . . . . . . . . . . . . . . . . . . 121

4.6.2 WSN simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

4.6.3 100 experiments with random parameters . . . . . . . . . . . . . . . 122

4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5 Conclusions and Perspectives 125

5.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

5.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

5.2.1 Data reduction from WSN to IoT . . . . . . . . . . . . . . . . . . . . 127

5.2.2 Collaborative Body Sensor Networks (Interreg Project Response) . 127

5.2.3 Deep learning for e-health (ANR Labex Action Project) . . . . . . . . 127

5.2.4 Privacy applied to e-health . . . . . . . . . . . . . . . . . . . . . . . 128

5.2.5 Modular Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

List of Publications 129

Bibliographie 147



LIST OF FIGURES

1.1 Probabilistic model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

1.2 Naı̈ve approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

1.3 Dynamic approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

1.4 The Behavior curve functions. . . . . . . . . . . . . . . . . . . . . . . . . . . 40

1.5 Data Prediction and Adaptive Sampling mechanism . . . . . . . . . . . . . 43

1.6 Deployment of the sensor network in our laboratory . . . . . . . . . . . . . 44

1.7 Suppression ratio for each individual node . . . . . . . . . . . . . . . . . . . 45

1.8 Amount of data exceeding ”emax” . . . . . . . . . . . . . . . . . . . . . . . . 46

1.9 Percentage of successfully reconstructed data . . . . . . . . . . . . . . . . 47

1.10 Variation of sampling rate (ST) over rounds, S MAX = 15, α = 0.05. . . . . . 48

1.11 Amount of data transmitted to the Sink. . . . . . . . . . . . . . . . . . . . . 50

1.12 Quality metrics comparison for replicated data. . . . . . . . . . . . . . . . . 51

2.1 Data aggregation based on clustering network topology. . . . . . . . . . . . 56

2.2 Data collection in WSN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

2.3 Percentage of remaining data after applying local aggregation. . . . . . . . 68

2.4 Percentage of sets sent to the sink after each period. . . . . . . . . . . . . . 69

2.5 Energy consumption at the CH level. . . . . . . . . . . . . . . . . . . . . . . 70

2.6 Execution time at the CH. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

2.7 Data accuracy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.1 WBSN Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.2 Early Warning System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.3 Architecture of the Multi-sensor Data Fusion Model . . . . . . . . . . . . . . 85

3.4 Aggregate Score Membership Functions . . . . . . . . . . . . . . . . . . . . 87

3.5 Patient Risk Level Membership Functions . . . . . . . . . . . . . . . . . . . 88

3.6 Fuzzy Inference System and Decision Selection Blocks . . . . . . . . . . . 88

3.7 Original vital signs signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

3.8 Received vital signs signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

3.9 Comparison of the remaining energy. . . . . . . . . . . . . . . . . . . . . . 94

9



10 LIST OF FIGURES

3.10 Severity level assessment of the HR using (a) the dmb framework and (b)
our approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

3.11 Severity level assessment of the SpO2 using (a) the dmb framework and
(b) our approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

3.12 Severity level assessment of the ABPsys using (a) the dmb framework and
(b) our approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

3.13 Comparison of health assessment during 1 hour between dmb framework
(first row) and our proposed approach (second row) . . . . . . . . . . . . . 99

3.14 Health assessment using the dmb approach (a) and our approach (b) . . . 100

4.1 SIR model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

4.2 Phase space ps, iq with b “ 0.4, c “ 0.15 (SIR model). . . . . . . . . . . . . . 107

4.3 Evolution of the fractions s and i of susceptible and having the datum sen-
sors with b “ 0.4, c “ 0.15, sp0q “ 0.9, and ip0q “ 0.1 (SIR model). . . . . . . 109

4.4 SIS model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.5 SIR models with natural death rate . . . . . . . . . . . . . . . . . . . . . . . 111

4.6 Phase space ps, iq with b “ 0.4, c “ 0.15,m “ 0.01, SIR model with natural
death rate in Situation 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

4.7 Evolution of the fractions s and i of susceptible and having the datum sen-
sors with b “ 0.4, c “ 0.15,m “ 0.01, sp0q “ 0.9, and ip0q “ 0.1, SIR model
with natural death rate in Situations 1 and 3. . . . . . . . . . . . . . . . . . . 113

4.8 SIR model with natural death rate and sleeping nodes . . . . . . . . . . . . 114

4.9 SIR model with natural birth and death rates . . . . . . . . . . . . . . . . . . 115

4.10 Evolution of the fractions s and i of susceptible and having the datum sen-
sors, SIR model with natural birth and death rates (R0 “ 3.75). . . . . . . . . 117

4.11 Global SIR model with natural birth and death rates, and sleeping nodes . . 118

4.12 Simulation of SIR model with birth and death rates and various R0 . . . . . 122

4.13 Simulation of a wireless sensor network . . . . . . . . . . . . . . . . . . . . 122



LIST OF TABLES

1.1 Example of collected measures . . . . . . . . . . . . . . . . . . . . . . . . . 35

1.2 Suppression ratio of transmitted data . . . . . . . . . . . . . . . . . . . . . 45

1.3 RMSE of data exceeding emax . . . . . . . . . . . . . . . . . . . . . . . . . 48

1.4 Data reduction ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.1 Comparison between distance functions, KAB and PFF techniques. . . . . 74

3.1 Fuzzy Rule Base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

3.2 Example of an Association Table between patient risk values and decisions 89

3.3 Percentage of data reduction. . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3.4 Comparison of data reduction of four patient records. . . . . . . . . . . . . . 93

3.5 Equivalence Table between Risk of our approach and Global Risk of dmb. . 98

3.6 Average Risk per period for vital signs HR and RESP. . . . . . . . . . . . . 99

3.7 Average Risk per period for vital signs HR, RESP and SpO2. . . . . . . . . 100

3.8 Accuracy of critical events detection and rate of false positives compared
to medical domain expert classification. . . . . . . . . . . . . . . . . . . . . 101

4.1 Situations of the R compartment. . . . . . . . . . . . . . . . . . . . . . . . . 110

11





LIST OF ALGORITHMS

1 Transmission reduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2 Detecting missing data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3 Adaptive Sensing Rate Algorithm. . . . . . . . . . . . . . . . . . . . . . . . . 42

4 PFF Algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5 K-means Adopted to Variance Study . . . . . . . . . . . . . . . . . . . . . . . 62

6 Distance-based Redundancy Searching Algorithm . . . . . . . . . . . . . . . 67

7 Local Emergency Detection with Adaptive Sampling Algorithm . . . . . . . . 80

8 Health Risk Assessment and Decision-Making (Health-RAD) algorithm . . . 89

13





DEDICATION

I dedicate this work

To the soul of my father, Geryes Makhoul. I miss him everyday
and i know if he were here, he would be proud. I am sure, he is
seeing me and offering me his ongoing support.

To my mother Eva, for her endless Love.

To my beloved wife Nelida who has been a constant source of
support and encouragement. Thank you for your care, listening
and understanding.

To my children Giorgio and Miléna, I wish to express my heart-
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INTRODUCTION

This document summarizes my researches in the field of Wireless Sensor Networks
(WSN). WSN is one of the most crucial technologies for the development of the Inter-
net of things. A sensor network can be formed by deploying specific sensors in the area
of interest to monitor it. These networks are used in many fields of application, such as
environmental monitoring, health, industry, aeronautics, etc. Many of these applications
require large-scale sensor networks, where a large number of sensors are deployed over
a wide geographical area. In the context of large-scale sensor networks, the researches
presented in this document focus on three major issues. The first deals with massive data
collection and prediction, the second with data aggregation and fusion, and the third with
security and data survival.

1. RESEARCH CONTEXT

The rapid proliferation of Wireless Sensor Networks (WSN) has given rise to various
concepts that integrate the physical world with the virtual one. One of the most popular
is the Internet of Things. A vision in which billions of smart objects are linked together,
thus enabling anytime and any place connectivity for anything and not only for anyone.
In the Internet of things, “things” are expected to become active and enabled to interact
and communicate among themselves and with the environment by exchanging sensed
data and information. Thus, they react autonomously to the real world events with or
without direct human intervention. WSNs are considered as an integral and main part of
the Internet of Things paradigm since they can provide a digital interface to the objects
of the real world. In this future interconnected world, multiple sensors join the internet
dynamically, and use it to exchange information all over the world in semantically inter-
operable ways [1].

A wireless sensor network is generally composed of a large number of nodes that
cooperatively monitor and control the environment. Each node is equipped by sensors
to detect physical phenomena like, temperature, humidity, vehicular movement, lightning
condition, pressure, noise levels, etc. This enables large number of potential applications.
Today, WSNs are used to monitor the physical conditions with their applications extended
to health, automation, vehicular networks, industrial infrastructure, traffic, etc. [2]

A sensor node is of tiny size, consumes extremely low energy, and can be adaptive
to the surrounded environment. It is composed of four hardware components: power
unit, sensors, CPU and memory, and wireless transceiver. As these nodes are typically
tiny devices, they can only be equipped with a limited power source. Furthermore, they
have limited sensing and computation capacities and communication performance. Each
sensor node has a zone of coverage for which it can reliably and accurately collect and
transmit information. Sensor nodes can sense the environment and communicate the
information through wireless links to a base station called ”Sink”.
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WSNs may potentially have an impact on the interactions between humans and their
environment by providing, processing and delivering any sort of information or command.
However, due to limited storage capacity and power of sensor nodes, many challenges
must be addressed in order to setup a workable sensor network. Energy conservation
is of prime-concern and the most challenging problem in designing sensor networks.
Besides, other related main challenges, include massive data collection, data reduction,
synchronization, QoS, security, topology and architecture, etc. [3].

2. CHALLENGES

Wireless sensor networks face some issues mainly related to energy conservation, en-
ergy efficient data management, clustering and security.

ENERGY CONSUMPTION

In order to monitor the environment and ensure high QoS, while maintaining the network
connectivity, energy of nodes need to be conserved to extend the network lifetime. A
sensor node consumes energy in three states, data collection, data processing, and data
communication. With the scale of sensor networks increasing, changing or recharging
batteries is no longer applicable. Thus energy saving becomes a key issue in large-scale
WSN, especially, in some harsh environment, such as rainforest, volcano, etc. Therefore,
the most crucial research challenge for the WSN researchers is to design, develop and
implement energy efficient hardware and software solutions and energy supply technol-
ogy for WSNs.

MASSIVE DATA MANAGEMENT

Usually hundreds or thousands of sensor nodes are randomly deployed to collect envi-
ronmental data for a region of interest. This makes WSNs one of the big data producers.
This fact has been supported by the report of ORACLE [4] where some examples of ap-
plications generating big sensor data were provided. In addition, the authors in [5, 6]
give many real WSN applications where the scale of the sensory data has already ex-
ceeds several petabytes (PB) annually. However, such big data applications raise two
problems: high energy consumption and complex data analysis. First, the sensing of big
data volume leads to a great waste of sensors energy, which is usually limited and not
rechargeable, thus decreases the network lifetime. Second, it is a complicated mission
for data scientists when dealing with a big amount of sensed data, that mostly contain
a high redundancy level, to make the right decisions. Therefore, the way these data are
manipulated (collected, processed, delivered, and assessed) by the sensor nodes is a
fundamental issue.

DATA ACQUISITION AND COLLECTION

Data Acquisition is the first phase in the sensory data life cycle. In this phase, the sen-
sors sample the data/measures from the monitoring physical world. In order to keep the
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networks operating for long time, adaptive sampling approach to periodic data collec-
tion constitutes a fundamental mechanism for energy optimization. The key idea behind
this approach is to allow each sensor node to adapt its sampling rates to the physical
changing dynamics. In this way, over-sampling can be minimized and power efficiency
of the overall network system can be further improved. Another efficient data collection
technique for reducing the energy consumption in WSN is online data prediction models.
They enable both the node and the Sink to predict sensor readings simultaneously. Thus,
it is only required that the node sends the measurements that deviate from the prediction
by a user predefined error threshold. The main challenges of such approximate data col-
lection techniques are how to maintain the local and global models valid throughout the
network lifetime. On the other side, the main advantage of these models is that they only
transmit a partial amount of data to the sink, since a number of sensory values are either
not sensed or can be predicted.

DATA AGGREGATION

In large scale WSN, sensory data reported by the neighbouring nodes has some degree
of redundancy. For instance, in environmental monitoring applications, it is generally the
case that neighboring nodes monitoring a specific feature typically collect identical or sim-
ilar values. Therefore, transmitting raw data separately in each sensor node consumes
more energy and bandwidth and shortens the network lifetime. To reduce communication
costs and energy consumption, data aggregation techniques have been introduced. They
consist on removing or reducing nodes redundant sensor data and avoid forwarding mul-
tiple copies of information. It is noted that the energy consumed in transmission is much
greater than that in processing in WSN. Therefore, an important issue in large scale WSN
is to remove large quantities of redundant information, so as to minimize the amount of
transmission and maximize the network lifetime.

EFFICIENT DATA FUSION

Wireless sensor networks are usually deployed to collect and process data from the envi-
ronment in order to have a better understanding of the monitored condition. A fundamen-
tal issue in WSN is the way to process the gathered data. Early detection, alarming and
initiation of emergency measures are key steps to avoid major environment disasters. In
this case, data fusion arises as an efficient method to increase the significance of the col-
lected data and the alarming efficiency. Data fusion can be defined as the combination
of data gathered by multiple sensor nodes. By exploiting the synergy among these data,
information fusion techniques can lead to an improved information with greater relevance.

SECURITY

WSNs are often deployed in public or otherwise untrusted and even hostile environments,
which prompts a number of security issues (e.g., key management, privacy, access con-
trol, authentication, etc.). Then, if security is necessary in other (e.g., wired or MANET)
types of networks, it is much more so in sensor networks. Actually, it is one of the most
popular research topic in this field and many advances have been reported on in recent
years. In WSNs, it is essential for each sensor node and the sink to be able to verify that
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the data received was really sent by a trusted node and not by an adversary that sent
false data. From another side, data integrity should be preserved and accurate data must
reach at user end.

We can also notice the importance of a cooperative secure data aggregation in sensor
networks. In other terms, after the data gathering and during transmissions to the base
station, each node along the routing path cooperatively integrates and secures the frag-
ments messages. Therefore, secure data aggregation protocols require sensor nodes to
encrypt or authenticate any sensed data prior to its transmission, implement data aggre-
gation at every intermediate node (without decryption), and prefer data to be decrypted
by the sink so that energy efficiency is maximized.

Another important issue is data survivability in unattended WSN (UWSN) which are
characterized by the sporadic presence of the sink. In such networks, nodes collect data
from the area of interest, and then they try to upload all the stored data when the sink
comes around. Due to the absence of a direct and alive connection with the sink, these
networks are more subject to malicious attacks than traditional WSNs. Therefore, the
critical issue for UWSNs is how to maximize information survivability which consists on
preserving data for a long period of time in the face of attacks.

3. MAIN CONTRIBUTIONS

In this section, we present a summary of our contributions to the challenges introduced
above, then, later in next chapters we will detail some of them.

MASSIVE DATA MANAGEMENT

Mass data are usually collected and processed in large-scale WSNs, and this will affect
the lifetime of sensor nodes and the performance of network. Therefore, managing this
huge amount of collected data is not an easy task, especially for sensors with limited
energy and computational resources. One of our main objectives is to reduce this mass
of data while maintaining its integrity. The energy of a sensor node which is consumed
in three phases: data collection, processing and transmission, must be well managed to
achieve a balance between data quality and energy consumption. In the literature, one
can find various data reduction approaches proposed for WSNs. Some works are based
on in-network processing and using algorithms like least mean square and Kalman filter.
Other works are based on stochastic approaches, time-series forecasting, heuristics and
algorithms. Moreover, data compression methods have been applied in sensor networks
in order to reduce the size of data transmitted in the network by involving encoding at
nodes and decoding at the sink. Although these approaches allow efficient data reduc-
tion, however they present several disadvantages. They are almost complex, sometimes
they generate communication overhead, and the sink may need further transmissions to
detect failures. In our researches, we designed and studied several protocols and mod-
els for data management in WSN in order to reduce the large volumes of collected data,
optimize energy consumption and facilitate knowledge extraction.
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DATA ACQUISITION AND PREDICTION (CHAPTER 1)

Adaptive sampling techniques are very promising, because of their efficiency to optimize
energy consumption and the network overload. However, most of the previous proposed
solutions are implemented in a centralized manner that requires rather huge computa-
tions and communications. Other existing methods are limited to only space correlation
and based on grouping nodes into clusters. In our research, we proposed distributed
adaptive sampling algorithms which are based on the sensed data variation. We study
the dependence of measurements variance while taking into account the residual energy
that varies over time. We exploit statistical tests based on one-way ANOVA model. More-
over, we take into account the application criticality and propose a model that dynamically
defines multiple levels of sampling rate corresponding to how many samples are captured
per unit of time. The final goal is to provide the necessary algorithmic support for environ-
mental surveillance applications to express their objectives [7, 8, 9]. Second contribution
is about data prediction. We exploit the fact that sensor data changes smoothly over time,
therefore we use linear interpolation to predict future readings. Moreover, an algorithm is
applied to dynamically adapt the interpolation line with the real readings curve. We also
coupled this technique with a data reconstruction algorithm, that exploits both temporal
smoothness and spatial correlation among different sensed features in order to estimate
missing data [10]. We have evaluated these techniques on real-world data sets mea-
suring different environmental features such as temperature, humidity, light, and voltage
collected at our laboratory. For instance, we have successfully reduced data transmission
up to 99.7% for temperature data, while maintaining an accuracy of 0.1 degree Celsius.

DATA AGGREGATION (CHAPTER 2)

To study data aggregation in large scale sensor networks we considered that the nodes
are organized into clusters and we proposed two layers of aggregation. A first in-sensor
process layer is done by the nodes themselves. Instead of sending raw data, each sensor
node reduces redundancies from the collected data before transmitting it to the cluster
head (CH) for a second layer of aggregation. At the level of CH, our objective is to identify
neighbouring nodes generating similar data sets. We studied three different techniques
and we compared them together and with existing data aggregation methods. In the
first one [11, 12], we investigate the problem of finding all pairs of nodes generating
similar data sets such that similarity between each pair of sets is above a threshold t.
We proposed a new frequency filtering approach and several optimizations using sets
similarity functions to solve this problem. In the second contribution [13], we studied
a new clustering method to handle the spatial similarity between node readings. Once
the CH receives all data sets, it applies an enhanced K-means algorithm based on one-
way ANOVA model to identify nodes generating identical data and to aggregate these
sets before sending them to the sink. The third contribution [14] exploits the distance
based functions (e.g. Euclidean, Camberra, Cosine, etc.) to find near data sets with the
aim to eliminate redundancies and reduce the huge amount of data transmitted over the
network. The obtained results show the efficiency of our methods in reducing redundant
data, energy consumption and data latency.
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MULTISENSOR DATA FUSION (CHAPTER 3)

Another challenge in WSN is data fusion which enables combining information from sev-
eral sensor nodes to represent the global situation of the monitored process leading con-
sequently to take a right decision. Our first contribution [15, 16] aims to obtain information
of greater quality and make accurate decisions about the situation of the monitored con-
dition based on the collected data. Our data fusion scheme uses Fuzzy set theory. The
raw data received during consecutive periods are aggregated using fuzzification proce-
dures. Then, the decision having the closest feature values to the aggregated data set is
selected from a decision matrix put by experts. Our data fusion approaches have been
tested in the e-health and wireless body sensor networks context. Second data fusion
contribution [17] consists on a multisensor data fusion approach enabling the determina-
tion of the patient’s risk level for health assessment. This assessment will be performed
based on the collected measurements of the vital signs. The proposed approach uses
fuzzy sets to deal with uncertainties and a fuzzy inference system to map the aggregate
score of vital signs to the patient’s risk level. The proposed approaches are compared
with other existing works and validated by a healthcare expert.

SECURITY - DATA SURVIVABILITY (CHAPTER 4)

One of our main contributions dedicated to the security in WSN is data survivability in
unattended WSN (UWSN) where the presence of the sink is sporadic [18] and in the
internet of things [19]. In this scenario, sensor nodes collect and store data locally and
try to upload all the information once the sink becomes available. We focus on non-
cryptographic approaches for data survivability. We proposed an epidemic-domain in-
spired approach to model the information survivability in UWSN. The model we studied
is based on both SIR (Susceptible - Infected - Recovered) and SIS (Susceptible- Infected
- Susceptible) models. A node is susceptible to a data item when it is online and func-
tioning normally; it can receive the information that must survive. Our novelty comparing
to existing works is that we study arbitrary dynamic network topologies instead of static
networks. Furthermore, we provided a fully distributed algorithm which supports/covers
different epidemic models. The aim of this algorithm is to ensure data survivability in
UWSN by maintaining a subset of safe nodes in working state (not idle) while replac-
ing/locking the attacked ones when needed.

4. DOCUMENT ORGANIZATION

The remainder of this document is divided into five chapters. After having introduced our
main contributions, Chapter 1 details our obtained results related to data acquisition and
prediction. Then, Chapter 2 focuses on our data aggregation techniques for large scale
sensor networks. Chapter 3 describes our multi-sensor data fusion contributions. In
Chapter 4 we present our approach for data survivability in unattended sensor networks.
Finally, Chapter 5 summarizes our conclusions and details our main perspectives.



1
DATA COLLECTION AND PREDICTION

IN WSN

Data reduction is an effective technique for energy saving in wireless sensor networks.
It consists in reducing sensing and transmitting data while conserving high quality of
service. In this chapter, we study data collection and prediction in order to increase
the network lifetime and to reduce the huge amount of the collected data. First, we
propose a Dual Prediction Mechanism (DPM) while taking into account the data loss. In
a second step, we propose an adaptive sampling algorithm allowing each sensor node
to adapt its sampling rate to the physical changing dynamics. Finally, we combine these
two approaches allowing us to significantly decrease energy consumption and extend
the whole network lifetime. Our study was evaluated on real-world data sets collected
at our laboratory and compared to recent data reduction approaches. The results were
promising in quality of the replicated measurements and transmission reduction.

1.1/ INTRODUCTION

A Wireless Sensor Network (WSN) is composed of a large number of small and low-
cost devices called sensor nodes. These nodes collect and transfer data to a central
workstation also known as Sink and they are applicable in a wide range of monitoring ap-
plications. However, sensor devices have a limitation in memory, energy, and processing
capabilities. Therefore, several approaches have been proposed to reduce the energy
consumption of these nodes. Since radio communication is the dominant factor of energy
consumption in WSN, the most effective approach is the reduction of data transmission
between the nodes and the sink.

One of the most commonly used technique to reduce radio communication is the dual
prediction mechanism [20, 21, 22, 23]. An identical prediction model is shared between
each node and the Sink. This model is used to forecast future values. Thus, instead of
transmitting all the collected data, a sensor transmits only the measurements that deviate
from the predicted value by a threshold predefined by the user. Therefore, if the Sink does
not receive any measurement at a given time, it acknowledges that the model’s prediction
is within the error budget.

Another efficient data reduction technique used in WSN is adapting sampling. Indeed,
due to the nature of WSNs, sensor data tend to change smoothly over time and it contains
a significant chunk of redundant information. Therefore, to reduce the number of sampled
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data some researchers proposed several adaptive sampling techniques [24, 25, 26, 9, 8,
7] that dynamically increase or decrease the sampling rate of a sensor according to the
level of variance between collected data over a certain period of time. In this way, the
oversampling can be minimized and the power efficiency of the overall network system
can be further improved. Thus, the sensing activity is reduced which in turn leads to a
reduction in the transmission activity and the energy consumption.

Merging both adaptive sampling and dual prediction based transmission reduction into
a single mechanism, can reduce energy consumption significantly compared with the
approaches relying on either one of them.

In this chapter we present a complete framework for data reduction in sensor networks.
Thus, allowing the sensor node to optimally use its allocated energy resources and ex-
tending the overall lifetime of the network, while preserving the quality of the collected
data. We propose:

• a data transmission reduction algorithm that reduces the amount of data reported
to the sink using a dual prediction model. In contrast to other similar techniques
our model is light in term of computational cost and requires a very small memory
footprint, yet it is robust and efficient.

• an efficient adaptive model of data collection dedicated to WSN. The main idea
behind this approach is to allow each sensor node to adapt its sampling rate to the
physical changing dynamics.

• a mechanism for coupling our transmission reduction algorithm with the adaptive
sampling technique. Enabling the sensor to collect fewer measurements which in
turn increases the efficiency of the transmission reduction algorithm and reduces
the amount of energy consumed by the sensing activity.

The remainder of this chapter is organized as follows. In Section 1.2 the state of the
art related to data transmission reduction, adaptive sampling and approximate replication
of sensor data is briefly presented. In Section 1.3 our novel dual prediction based trans-
mission reduction method is introduced. In Section 1.4 the adaptive sampling method is
explained. Section 1.5 explains how the adaptive sampling and transmission reduction
techniques can be merged together. The obtained experimental results are shown in
Section 1.6. Finally, this chapter is concluded in Section 1.7.

1.2/ STATE OF THE ART

In the literature, one can find various data reduction approaches based on in-network
processing (adaptive sapling, data aggregation, etc.), data compression or data prediction
methods.

1.2.1/ DATA COMPRESSION

Data compression can be applied in WSN in order to reduce the size of data transmitted
in the network by involving encoding at nodes and decoding at the sink [27, 28, 29]. For
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instance, [30] exploits raw signal processing and signal reconstruction to develop a re-
ordering algorithm that resorts the sensor nodes at the Sink. This method enhances the
sparsity of the signal by reducing the number of measurements needed for its reconstruc-
tion, consequently resulting in a low compression sampling rate that in turn scales down
irrelevant communication traffic. The authors in [31] proposed a cluster-based quality-
aware adaptive data compression scheme, which takes into consideration the applica-
tion’s data quality and it also limits information loss by using adaptive clustering and novel
coding algorithm. Although these approaches allow efficient data reduction, however they
present several disadvantages. They are almost complex, sometimes they generate com-
munication overhead, and the sink may need some transmissions to detect failures.

1.2.2/ ADAPTIVE SAMPLING

The main goal of an adaptive sampling approach is to make the rate of sensing dynamic
and adaptable; if the sensor node can adapt its sampling rates to the changing dynamics
of the condition or process, over-sampling can be minimized and the computational load
at the sink will be more flexible.

The authors in [32] propose an energy-efficient adaptive sampling mechanism which
uses spatio-temporal correlation among sensor nodes and their readings. The main idea
is to carefully select a dynamically changing subset of sensor nodes to sample and trans-
mit their data. In [33], a machine learning architecture for context awareness is proposed.
It is designed to balance the sampling rates (and hence energy consumption) of individual
sensors with the significance of the input from that sensor. In [34], the authors propose
an Adaptive Sampling Approach to Data Collection (ASAP) which splits the network into
clusters. A cluster formation phase is performed to elect cluster heads and to select which
nodes belong to a given cluster. The metrics used to group nodes within the same clus-
ter include the similarity of sensor readings and the hop count. Then, not all nodes in a
cluster are required to sample the environment. [35] proposes a TA-PDC-MAC protocol,
a traffic adaptive periodic data collection MAC which is designed in a TDMA fashion. This
work is designed in the way that it assigns the time slots for nodes activity due to their
sampling rates in a collision avoidance manner. In [26] the sampling rate of the sensor
node is adapted by taking into consideration both the system and the application context
levels. For instance, the availability of the energy for harvesting represents the system
context. This availability is the criteria used to set the maximum sampling rate for the
node. The application context is represented by the user request, where feedback from
the system executing specific rules of user or field scientist is used to set the rates of
sensor node sampling in optimal way.

Adaptive sampling techniques are very promising, because of their efficiency to op-
timize energy consumption and the network overload. However, most of the previous
proposed solutions are implemented in a centralized manner that requires huge compu-
tations and communications. Other existing methods are limited to only space correlation
and are based on grouping nodes into clusters. In this chapter we propose an adaptive
sampling algorithm based on the dependence of conditional variance on measurements,
e.g. one-way ANOVA model and statistical tests. In parallel, we provide a multiple levels
adaptive model that takes into account the application criticality. It defines dynamically
multiple levels of sampling rate corresponding to how many samples are captured per
unit of time (or period).
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1.2.3/ PREDICTION-BASED DATA REDUCTION

Several approaches for a prediction-based data transmission reduction have been pro-
posed in the literature. In the following, we list and discuss the most common techniques.

In [23] the authors proposed a Derivative Based Prediction model (DBP) that is com-
puted based on a learning window, containing m data points. The model is linear, com-
puted as the slope d of the segment connecting the average values over the first and
last l edge points at the beginning and end of the learning window. The authors in [36]
proposed a prediction model that is based on the Kalman filter. The same instance of
this model is built by the Sink using historical data reported by the sensor and then is
shared with the latter. The same model on both ends simultaneously performs linear pre-
dictions for future readings, enabling the sensor to transmit a measurement to the Sink
only when the prediction is not accurate. The dual Kalman filter method requires a priori
knowledge and statistical data on the environment being monitored, in order to build the
model. Therefore, the authors in [37] proposed a dual prediction mechanism that is based
on Least Mean Square (LMS) adaptive filter. LMS lends itself to be compact, light and
requires no priory statistical knowledge of the data. Thus, it makes the prediction model
more stable and adaptable with changes. The authors in [38] proposed to combine the
LMS and Recursive Least Squares (RLS) adaptive filters in a single prediction model.
Since the latter is able to achieve faster convergence and produces a prediction model
that is more stable, RLS is used to build the prediction model. Once this model is built,
the parameters are then passed to a LMS adaptive filter to perform predictions. The rea-
son for this switch is that LMS has lower complexity, thus it suits the energy constraints
of the sensor better than RLS. In [39] the authors proposed a dual prediction model that
is based on the Hierarchical Least Mean Squares (HLMS) adaptive filter. The HLMS is
a multi-level LMS filter, that makes a trade-off between increasing the complexity of LMS
filter and having a better prediction filter.

The speed and the success of convergence of the adaptive filters is conditioned by
some predefined parameters such as the ”step size”. A small alteration in these parame-
ters can heavily affect the performance of these filters, and choosing an optimal value is
not feasible most of the time, since it requires a training phase.

None of the aforementioned data reduction approaches provides a fully efficient
scheme that is able to maintain a reliable and loss free communication link between the
node and the Sink. Therefore, we study in this chapter a Fault Tolerant Data Transmission
Reduction technique that estimates data without any prior knowledge about the statistical
properties of the sensed data, nor a set of global parameters that control the performance
of the prediction model. It also lends itself to be light, robust, and requires a very small
memory space. Moreover, we have adopted and adapted the data reconstruction method
proposed in [40] and we integrated it into our transmission reduction technique through
a mechanism that can identify and flag missing data. We developed our technique with
several goals in mind: better prediction accuracy, less energy consumption, less compu-
tational cost, and minimum prediction delay.

1.2.4/ ADAPTIVE SAMPLING AND DATA PREDICTION

Although there has been a large number of recent works on sensor networks, only a
one recent work explicitly deals with combining adaptive sampling and data prediction
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in WSN [41]. The authors in [41] proposed a technique named Dual Prediction with
Cubic adaptive sampling (DPCAS) that combines an exponential time series predictive
model with a TCP CUBIC congestion adaptive sampling technique. It Enables the sensor
node to reduce its sampling rate based on the produced prediction error. Moreover,
measurements are transmitted to the sink only when a significant change in readings
occur. The whole data set is then reproduced on the sink by interpolating the received
measurements.

In this chapter we study also the combination of our adaptive sampling technique with
our dual prediction based forecasting model that is free from any parameters limiting its
performance and which only requires two measurements to be built and one measure-
ment to be updated. Targeting at the same time the two most energy consuming activities
in WSNs, in order to preserve as much energy as possible. We compare our approach
with the technique proposed in [41].

In the following sections, data transmission reduction and adaptive sampling tech-
niques are explained. Then an algorithm merging these two approaches together is pre-
sented.

1.3/ DUAL PREDICTION MODEL (DPM) FOR TRANSMISSION RE-
DUCTION

Let us first describe our data transmission reduction method, which aims to minimize the
amount of data reported by each sensor to the sink.

At first, the sensor sends to the sink the two first readings at time t0 and t1. The
sink stores in its memory the last value received which we will be referring to as ”L” and
the time when it is received tL . Then, they both compute simultaneously the difference
between these two measurements which will be referred to as d as shown in Eq. 1.1.

dr0s “ x1 ´ x0 (1.1)

When dr0s is calculated, the sensor stops reporting readings to the sink. They both
switch to the prediction phase and start predicting the value of the next reading pxk at time
tk, by adding ”dr0s” to the predicted value at a previous time tick pxk´1. d represents the
change rate in readings since the last adaptation. Therefore, by adding d to the previous
prediction to forecast the current one, we consider that the readings will keep changing
following the same rate, which is based on the fact that time series data change smoothly
over time. Moreover, such data are affected by three main factors including a cyclic factor,
where they tend to follow the same cycle of increase, slow down and then decrease during
the monitoring period. Therefore, d is multiplied by a rectification value α which can range
between 0 and 1 in order to harmonize the prediction line with the real data curve. Hence,
the predicted value at a time tk is calculated according to the new Equation 1.2 provided
below.

pxk “ pxk´1 ` drks ˚ α (1.2)

Once the estimation is calculated, the sensor compares the predicted value pxk to the
real sensed reading xk. If it respects the error budget emax defined by the user, the real
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reading is discarded. If the sink does not receive any value at a given time, it considers
that the estimated value is within the error budget. Otherwise, if the estimation exceeds
the error threshold, the sensor discards it and sends to the sink the real reading. When
the Sink receives it, they both recalculate the value of d, by subtracting L from the current
reading and dividing the result by the time tick difference between the previously received
reading and the current one, as shown in Equation 1.3 below, and the value of L is
replaced by the last received reading xk.

drks “
xk ´ L
tk ´ tL

. (1.3)

1.3.1/ UPDATING α

As mentioned previously, the rectification value α is used to adjust the change rate d
in order to adapt itself better with the upcoming data and extend the model’s prediction
horizon. In this section, we will explain how α is calculated automatically and in real time.

During the model update phase, both the sink and the node calculates a value called
Accuracy Factor (AF) that reflects the accuracy of the prediction model. It is calculated
by subtracting the value of the received measurement xl at time tl from its corresponding
predicted value pxl and dividing the results by the number of successful predictions that
preceded the transmission (also known as prediction horizon). The smaller is the absolute
value of AF the more accurate is the prediction model. Afterward, both the sensor and the
sink calculate the percentage (P) of how much the value of AF is compared with emax.

In order to adjust the inclination angle of the linear prediction line, we consider that α
should be P% less or more than it currently is. If the error (pxl ´ xl) is negative, this means
the linear prediction line (or d) is decreasing faster than it should be. Thus, this decrease
should be slowed down by increasing α by P%. Otherwise, if the error is positive, this
means that d is increasing faster than it should, thus it must be slowed down by reducing
α by P%. By doing so we aim to minimize AF for the next prediction phase, by assuming
that it will remain similar or very close to the current one.

Three possible situations may occur when updating α:

• AF is very small compared to emax (e.g. 10% of emax): this means that the error is
very small, and α is almost optimal. Thus, it should remain unchanged.

• AF exceeds emax: in order to prevent α from having a negative value, it should be
reset to 0.5.

• AF remains positive for multiple successive adjustments: α could start to deviate to
0. If this is the case, α should be reset to 0.5.

The Algorithm 1 below illustrates the proposed method that is implemented on the
sensor.

In contrast with other methods that require a set of data to be reported to the sink,
in order to re-adjust the model, our approach requires only a single measurement to
be transmitted. Thus, the adaptation phase is significantly faster, which reduces further
radio communication. Moreover, the other approaches are far more complex and require
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Algorithm 1: Transmission reduction.
1: Read x0 and x1
2: Transmit x0 and x1 to Sink
3: dr0s Ð x1 ´ x0
4: αÐ 0.5
5: L Ð x1
6: tL = t1
7: while Energy ‰ 0 do
8: Read xl at time tl
9: pxl Ð pxl´1 ` d ˆ α

10: if |xl ´ pxl| ě emax then
11: Send xl to Sink
12: drls Ð xl´L

tl´tL

13: L Ð xl

14: tL Ð tl
15: AF Ð pxl´xl

N
16: if AF ě emax then
17: αÐ 0.5
18: end if
19: if AF ď 10ˆemax

100 then
20: Do not update α
21: end if
22: P Ð AFˆ100

emax
23: αnew Ð α´ Pˆα

100
24: if alpha « 0 then
25: αÐ 0.5
26: end if
27: pxl Ð xl

28: else
29: N “ N ` 1;
30: end if
31: end while

a substantial amount of mathematical operations to readjust the model and to output a
prediction.

1.3.2/ IDENTIFYING WRONG PREDICTIONS

Let us assume a scenario where a sensor fails to report a reading to the sink during the
adaptation phase. The sensor will not know that the sink did not receive it, and it will
use this reading to update its model. However, the sink considers that its prediction is
within the error budget, therefore no update is needed. Hence, the prediction models on
both sides will lose synchronization and start outputting different values. Therefore, we
propose a solution that is based on an acknowledgment mechanism between the sensor
and the sink. Consider that a sensor transmits a reading to the Sink, instead of switching
immediately to the adaptation phase, the sensor must wait for an acknowledgment indi-
cating that the reported value has been well received. As long as the sensor has not yet
received an acknowledgment, it must keep reporting readings to the sink. This method
ensures that both the sink and the node update their models simultaneously.

Moreover, a sequence number is sent with each reading. If the sink detects a jump in
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sequence numbers, it flags the corresponding measurements as missing, which allows
the reconstruction algorithm to identify and reconstruct them.

Yet this is not sufficient to cover all potential failures, the batteries may deplete or the
sensor could crash due to a software failure. Therefore, a sensor must operate in rounds,
where each round is divided into several time slots. At the beginning of each time slot, a
sensor must send the current reading even if it is within the error budget. Hence, if the
sink does not receive a reading at the beginning of a given time slot, it will consider that
the sensor has crashed, and all the future estimations will be replaced by a ”NaN” value
(flagged as missing).

The Algorithm 2 illustrates how the Sink can detect missing values.

Algorithm 2: Detecting missing data.
1: Receive x0 and x1
2: dr0s Ð x1 ´ x0
3: L Ð x1
4: tL = t1
5: while Energy ‰ 0 do
6: if xl is received with sequence number S N at time tl then
7: Send an acknowledgment to the sensor
8: if SN ą 1 then
9: for j=1 to SN do

10: xl´ j Ð ”NaN”
11: end for
12: end if
13: drts Ð xt´L

tx´tL

14: pxt Ð xt

15: else
16: pxt Ð pxt´1 ` d ˆ α
17: end if
18: end while

1.3.3/ RECONSTRUCTION OF MISSING DATA

At the end of the sensing period, all missing data (NaN values) must be reconstructed. To
achieve this, we have adopted and adapted the method proposed in [42]. This method ex-
ploits both temporal smoothness and spatial correlation among data sequences in order
to estimate the values of missing measurements.

Let us consider a time sequence χ with duration T in m dimensions, where m is equal
to the number of sensors in the monitoring area. This sequence χ contains all the data
reproduced by the sink, and it also includes ”NaN” values indicating that a reading is
missing. The goal of this algorithm is to reconstruct these missing readings, by observing
values of the missing sensor and other ones at neighboring time ticks.

χ “

»

—

—

—

—

–

x1
1 x2

1 ... NaN ... xT
1

x1
2 x2

2 ... xT
2 ... xT

2
... NaN ...

...

x1
m x2

m ... NaN ... xT
m

fi

ffi

ffi

ffi

ffi

fl
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Let us denote the observed part as χo, and the missing part as χm. A probabilistic
model (Figure 1.1) is built to estimate the expectation of missing values conditioned by
the observed part E[χm|χo].

A set of latent variables denoted Zn are calculated using a belief propagation system.
These latent variables model the dynamic and hidden patterns of the observed sequence.
Moreover, the latent variables Zn are assumed to be time-dependent with the value at time
tick . It is determined by the value at time tick t ´ 1 using a linear mapping F. In addition,
linear projection matrix G from the latent variables Zn to the data sequence for each time
tick, is assumed to represent the spatial correlation among different dimensions.

Once the latent variables are calculated, they are used as input for an EM iterative
algorithm [40] in order to find the best-fit parameters (such as G and F) for the data
reconstruction probabilistic model.

Figure 1.1 illustrates this probabilistic model used to estimate missing values at a given
time tick. For instance, the figure shows two missing values from two different sensor
nodes at time tick 3. These values can be estimated using the linear projection matrix
G and the estimated latent variable Z3 at time tick 3. A detailed explanation of how the
parameters of the model and the latent variables are calculated can be found in [40].

Figure 1.1: Probabilistic model

1.4/ ADAPTIVE SAMPLING

In this section, we present our proposal for an adaptive model to calculate the sampling
frequency of each sensor node based on the variance study. For this purpose, we use
the One Way Anova model to determine whether there are any significant differences
between the means of different data sets collected in successive periods. Then, differ-
ent statistical tests (e.g. Fisher, Tukey, Bartlett, Kruskal-Wallis, etc.) can be used for
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comparing the factors of the total deviation.

1.4.1/ STUDY OF MEASUREMENTS VARIANCE

In this part, we present a statistical model to calculate and analyze the means of mea-
sures taken by a node in order to adjust its sampling frequency. Within each period p,
a sensor node takes several measures of temperature or humidity for example. To illus-
trate, we consider a sensor node after J periods. Our goal is to adapt the sampling rate
in function of the new variance between periods, and this after every new period.

The variance between periods may be thought of as a signal of measures differences.
Therefore, we use the one way ANOVA model to test if whether or not the means of
several periods are all equal and if the variance differs from one period to another. We
suppose that measures inside each period j are independent, with the mean X j and the
variances of periods are equal to σ2. Then the variable of the i ´ th measurement of
period j, x ji can be written as follows:

x ji “ X j ` ε ji, j “ 1, . . . , J; i “ 1, . . . , n j

where ε ji are the residual which are independant and are normally distributed following
Np0;σ2q, and n j is the number of the collected measures during period j.

We denote by:

X j “
1
n j

n j
ÿ

i“1

x ji, σ2
j “

1
n j

n j
ÿ

i“1

px ji ´ X jq
2, N “

J
ÿ

j“1

n j, X “
1
N

n j
ÿ

i“1

J
ÿ

j“1

x ji

the mean and the variance in each period and the mean of all the J periods respec-
tively.

The total variation (S T ) is the within period variation (S R) plus the between period vari-
ation (S F). The whole idea behind the analysis of variance is to compare the ratio of
between period variance to within period variance. If the variance caused by the interac-
tion between the measures is much larger when compared to the variance that appears
within each period, then it is because the means are not the same. Let us consider:

S T “ S R` S F ñ

J
ÿ

j“1

n j
ÿ

i“1

px ji ´ Xq2 “
J
ÿ

j“1

n j
ÿ

i“1

px ji ´ X jq
2 `

J
ÿ

j“1

n jˆ pX j ´ Xq2 (1.4)

1.4.1.1/ DATA DEVIATION VERIFICATION

After studying the variance of data, now we use statistical tests to evaluate the changing
of measures inter and intra periods. Different statistical tests can be used. For example,
Fisher and kruskal-Wallis tests can be used as follows.
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Fisher Test

Fisher test is a statistical hypothesis test for testing the equality of two variances by
taking the ratio of the two variances and ensuring that this ratio does not exceed a certain
theoretical value (that we can find in Fisher’s table). Let:

F “
S F{J ´ 1
S R{N ´ J

(1.5)

If the hypothesis is correct then, F will have a Fisher distribution, with FpJ´1,N´Jq de-
grees of freedom. The hypothesis is rejected if the F calculated from the measurements
is greater than the critical value of the F distribution for some desired false-rejection prob-
ability (risk α). Let Ft “ F1´αpJ ´ 1,N ´ Jq. The decision is based on F and Ft:

• if F ą Ft the hypothesis is rejected with a false-rejection probability α, and the
variance between periods are significative.

• if F ď Ft the hypothesis is accepted.

Kruskal-Wallis Test

The Kruskal-Wallis H test is a rank-based non-parametric test that can be used to
determine if there are statistically significant differences between two or more groups of
data [43]. We propose to present the Kruskal-Wallis test via the following example.

Illustrative example Let us consider that a sensor operates in rounds, where each
round R consists of p periods. To simplify the example, let us assume that R is equal to
two. Table 1.1 shows a set of measurements collected by a sensor during two consecutive
periods.

Table 1.1: Example of collected measures

Raw Measures Measures Rankings
Period 1 Period 2 Period 1 Period 2

3.4 4.6 1 2
6.2 5.8 4 3
7.0 7.0 �5 5.5 �6 5.5
7.3 7.5 7 8
7.6 8.0 9 10

10.3 10.2 ��12 12.5 11
10.3 ��13 12.5

Number of Measures Sum of Rankings
6 7 39 52

The first step is to order the measurements in both periods by increasing order of
their values and assign a rank denoted r to each one of them, representing its position
in the ordered list. However, two or more measurements could have the same value. In
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this case the mean value of their ranks is calculated and assigned to each one of them.
For instance, in Table 1.1 the value 7.0 is repeated twice, both in period 1 and 2 with
ranks 5 and 6 respectively. The mean value of both ranks is 5.5. Thus, the ranks of both
measurements holding the value 7.0 are replaced by 5.5.

The second step is to pass the ranked measurements as input to the Kruskal-Wallis
test in order to find which one of the following assumptions is correct:

• Assumption 1: the two groups/sets of data (measurements in period 1 and 2) are
significantly different.

• Assumption 2: the difference between the two groups of data is not significant.

The test is conducted by calculating the following formula :

H “
12

N ˆ pN ` 1q

p
ÿ

i“1

r2
i

ni
´ 3ˆ pN ` 1q (1.6)

where:

• N is the total number of measurements in all periods.

• ni is the number of measurements inside the ith period.

• ri is the sum of all ranks in the ith period.

Using the data in Table 1.1 and based on equation 1.6, H is calculated as follows:

H “
12

13ˆ p13` 1q
p
392

6
`

522

7
q ´ 3ˆ p13` 1q “ 0.183

Finally, to check which assumption is the correct one, the result of this formula is
compared with a ”difference value” denoted Ht. Ht varies according to the false rejection
probability predefined by the user, denoted α. The relation between α and Ft can be
found in the chi´ square Table.

Let us assume α = 0.05, for this value of α, Ht is equal to 5.991. Comparing the
results of the previous equation we notice that H ă Ht (0.183 ă 5.991). Therefore, the first
assumption is accepted. Hence, the sampling rate must be adapted.

Remark 1: Statistical test notations

To simplify the notations, in the next sections we will use the notations F and
Ft for the variation calculation and the test threshold. For example, for Kruskal
Wallis test we only replace F by H and Ft by Ht.

After evaluating the variation of the collected data, the question now is ”how to adapt
the sampling rate according to this variation”?



Data Collection and Prediction in WSN 37

1.4.2/ ADAPTATION TO APPLICATION CRITICALITY

A naı̈ve approach to take into account the application criticality would consist in fixing the
measure sampling rate of all sensor nodes to a given rate. As illustrated in Figure 1.2, we
show how the sensor nodes capture speed can be regulated proportionally to the dynamic
risk level r0. For instance, a high criticality level pushes sensor nodes to capture at near
the maximum sampling rate capability. The idea behind this model is, when the observed
F becomes greater than the threshold Ft the sampling rate is balanced to the maximum
sampling rate or to the minimum sampling rate in the other cases. However, this simple
approach presents some drawbacks: (i) setting sensor nodes to work at full capacity
provides high number of taken measures which need high bandwidth and leads to run
out the sensor batteries and thus reducing the network lifetime, (ii) although setting the
nodes at low capacity saves energy and extends the network lifetime, but it provides poor
data quality where some important measures will be missed, (iii) choosing a moderate
sampling rate could balance between capture quality and network lifetime but at the same
time sensors cannot be fully exploited if it is necessary (when the physical changes are
very dynamic).

Figure 1.2: Naı̈ve approach.

1.4.2.1/ DYNAMIC SAMPLING MODEL

To fully exploit the sensor node capabilities we propose that a node sampling rate de-
pends on the result of the three tests as shown in Figure 1.3. Based on the results and
residual of the variance test described above, the idea is that when a node noticed high
variance differences, it can increase its sampling rate in order to prevent missing impor-
tant measures and it decreases its sampling rate when the variance are lower than the
threshold. In general, it is desirable to be able to adjust the sampling rate according to
the application’s requirements. In our approach we express the application criticality by
the quantitative variable r0 which can take values between 0 and 1 representing the low
and the high criticality level respectively. Hence, taking into account the criticality value
allows us to define in somehow an appropriate level of service. The higher the sampling
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rate is, the better relevant decisions and analysis could be made. Therefore a low critical-
ity level indicates that the application does not require a high sampling rate while a high
criticality level does. For instance, in health monitoring applications r0 must be higher
than snow monitoring applications. According to the requirements of the applications, an
r0 value that indicate the criticality level could be initialized accordingly into all sensors
nodes prior to deployment and it can be adjusted online in function of the application re-
quirement. Another example of using the r0 value is in periodic healthcare applications.
During monitoring phase of patient vital signs, we should consider the level of risk for each
patient, i.e a patient considered in high risk situation at the hospital might be considered
in high risk situation outside the hospital. Then, the adaptation algorithm must adapt its
behavior by considering the risk level of the monitored patient. Patient with low level of
criticality does not need continual monitoring, which means no need for high sampling
rate, the case of patient with high risk level.

Figure 1.3: Dynamic approach.

1.4.2.2/ INFLUENCE ON THE F-RATIO

In this section, we discuss why the sampling rate increases when the F-ratio increases.
In fact, the greater the difference among the means, the higher the F and the greater the
likelihood of obtaining variance differences. Hence, it is important to note that a large F
does not by itself convey why or how the means differ from each other. A high F value can
be found when the means for all of the groups differ at least moderately from each other.
Alternatively, a high F can be obtained when most of the means are fairly similar but one
of the means happen to be far removed from the other means. In this last case, the F
ratio is influenced by group means, where the variances intra groups are very different.
In these two cases, the sensor node must increase its sampling rate to capture all the
physical changes.
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1.4.2.3/ APPLICATION CLASSES

We can broadly classify applications into different categories based on their criticality
level. In our approach we define two classes of applications: high and low criticality
applications. This criticality level is represented by a mathematical function y “ fr0pFq that
we call BV (BehaVior) function. This function can oscillate from hyperbolic to parabolic
shape as illustrated in Figure 1.3:

• values on the x axis are positive results of the test (Fisher, Tukey or Bartlett). These
values range between 1 and Ft. We consider that Ft corresponds to the maximum
sampling rate. Thus, if a node finds a F greater than Ft it puts its sampling rate to
the maximum.

• the y axis gives the corresponding sampling rate based on the test results on the x
axis and the application criticality level (r0) (number of sensed measures per unit of
time).

We now present the contrast between applications that exhibit high and low criticality
level in terms of the BV function.

1. Class 1 ”low criticality”, 0 ď r0 ă 0.5: this class of applications does not need high
sampling rate. This characteristic is represented by an hyperbolic BV function. As
illustrated in Figure 1.3 (box A), most projections of x values are gathered close to
zero (i.e. the majority of the sensors will preserve their energy by sampling slowly).

2. Class 2 ”high criticality”, 0.5 ď r0 ď 1: this class of applications needs high
sampling rate. This characteristic is represented by a parabolic BV function. As
illustrated in Figure 1.3 (box B), most projections of x values are gathered close to
the max frame capture rate (i.e. the majority of nodes capture at a high rate).

1.4.2.4/ THE BEHAVIOR FUNCTION

We use Bezier curve to model the BV function. Bezier curves are flexible and can plot
easily a wide range of geometric curves.

Definition 1: bezier curve

The bezier curve is a parametric form to draw a smooth curve. It is fulfilled
through some points P0, P1...Pn, starting at P0 going towards P1...Pn´1 and termi-
nating at Pn.

In our model we will use a Bezier curve with three points which is called a Quadratic
Bezier curve. It is defined as follows:

Definition 2: B(t)

A quadratic Bezier curve is the path traced by the function B(t), given points
P0, P1,and P2.

Bptq “ p1´ tq2 ˆ P0 ` 2tp1´ tq ˆ P1 ` t2 ˆ P2. (1.7)

The BV function is expressed by a Bezier curve that passes through three points:
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• The origin point (P0p0, 0q).

• The behavior point (P1pbx, byq)

• The threshold point (P2phx, hyq) where hx represents the highest cover cardinality
and hy represents the maximum frame capture rate determined by the sensor node
hardware capabilities.

As illustrated in Figure 1.4, by moving the behavior point P1 inside the rectangle de-
fined by P0 and P2, we are able to adjust the curvature of the Bezier curve. The BV
function describes the application criticality. It takes |Co| as input on the x axis and re-
turns the corresponding ”frame capture rate” on the y axis. To apply the BV function with
the Bezier curve, we modify this latter to obtain y as a function of x, instead of taking a
temporal variable t as input to compute x and y. Based on the Bezier curve, let us now
define the ”BV function”:

Figure 1.4: The Behavior curve functions.

Definition 3: BV function

The BV function curve can be drawn through the three points P0p0, 0q, P1pbx, byq

and P2phx, hyq using the Bezier curve as follows:

BV : r0, hxs ÝÑ r0, hys

X ÝÑ Y

BVP1,P2pXq “

#

phy´2byq

4b2
x

X2 `
by
bx

X i f phx ´ 2bx “ 0q
phy ´ 2byqp9pXqq2 ` 2by9pXq, i f phx ´ 2bx ‰ 0q

Where 9pXq “ ´bx`
?

bx
2´2bxˆX`hxˆX

hx´2bx
^

$

&

%

0 ď bx ď hx

0 ď X ď hx

hx ą 0

(1.8)
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1.4.2.5/ THE CRITICALITY LEVEL r0

As discussed above, the criticality level r0 of an application is given into the interval r0, 1s.
According to this level, we define the criticality function called Cr which operates on the
behavior point P1 to control the BV function curvature.

According to the position of point P1 the Bezier curve will morph between parabolic
and hyperbolic form. As illustrated in Figure 1.4 the first and the last points delimit the
curve frame. This frame is a rectangle and is defined by the source point P0p0, 0q and the
threshold point P2phx, hyq. The middle point P1pbx, byq controls the application criticality.
We assume that this point can move through the second diagonal of the defined rectangle
bx “

´hy
hx
ˆ by ` hy.

We define the Cr function as follows, such that varying r0 between 0 and 1 gives
updated positions for P1:

Cr : r0, 1s ÝÑ r0, hxs ˆ r0, hys

r0 ÝÑ pbx, byq

Crpr0q “

#

bx “ ´hx ˆ r0 ` hx

by “ hy ˆ r0

(1.9)

Level r0 is represented by the position of point P1. If r0 “ 0 P1 will have the coordinate
phx, 0q. If r0 “ 1 P1 will have the coordinate p0, hyq.

1.4.3/ ADAPTING SAMPLING RATE ALGORITHM

In this section, we present the adaptive sampling rate algorithm.

Algorithm 3 describes the adaptive sampling rate algorithm at the sensor node level.
For each round, every node decides to increase or decrease its sampling rate according
to the difference between its collected measures and the application risk level. While the
energy is always positive, each node calculates the parameters F, Ft, according to the
used statistical test. Then, it uses the Behavior function to adapt its sensing rate only if
the calculated difference between measures is less than the test threshold.
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Algorithm 3: Adaptive Sensing Rate Algorithm.
Require: R (R = p periods), τ: period size, r0: application criticality, α: false-rejection probability.
Ensure: S t (instantaneous sampling speed).
1: S t Ð τ measures{period
2: while Energy ą 0 do
3: for i “ 1 Ñ p do
4: takes measures at S t speed
5: end for
6: for each round do
7: sort measures by increasing order of their values. (Only for Kruskal-Wallis test)
8: compute the rank of each measure (Only for Kruskal-Wallis test)
9: find Ft

10: if F ď Ft then
11: S t Ð BVpF, Ft, r0, τq (BV behavior function).
12: else
13: S t Ð τ measures{period (S max)
14: end if
15: end for
16: end while

1.5/ DUAL PREDICTION AND ADAPTIVE SAMPLING APPROACH

The Adaptive Sampling algorithm (AS) reduces the sampling rate of a sensor when the
difference between collected measurements is not significant. Thus, enabling the sen-
sor node to avoid collecting redundant and superfluous information. The Transmission
Reduction algorithm (TR) reduces the number of data transmitted to the Sink, using a
prediction model that can forecast future measurements within a narrow error range. The
efficiency of the prediction model is at peak when data is smoothly changing with low
variance between measurements.

Thus, one can notice that these two techniques are complementary to each other. The
prediction model is capable of filling the gap of ”non collected data”, since as mentioned
before these measurements are mostly redundant or roughly similar to closely collected
ones, and the prediction model efficiency is at maximum when the change in values is
smooth and slow. Therefore, on the one hand the sampling rate is reduced and on the
other hand, the end user will still have access to the complete set of data. Finally the
complexity of the transmission reduction algorithm is extremely low. Thus, when com-
bined with the adaptive sampling algorithm the overall complexity will remain unchanged.
Therefore, we propose to combine these two techniques into a single algorithm, enabling
us to achieve lower energy consumption compared to each one of them when imple-
mented solely.

Let us begin by explaining how to combine these two techniques together, and how
the algorithm works as a whole. As mentioned earlier, the operations conducted by AS
and TR does not overlap, and they do not affect the results of each others. Therefore,
since they are totally compatible they can be implemented as they are originally without
any changes in the way of working.

The only difference is, instead of having a single sampling rate, the sensor has two:
a real one and a hypothetical one. The real sampling rate is the rate defined by the AS
algorithm after each round. The hypothetical one is a fixed rate that is always equal to
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the maximum sampling rate. The sensor collects measurements at the real rate speed
returned by AS. However, it uses the hypothetical rate while applying the TR algorithm.
In other words, let us suppose for a round R, the real rate is RR measures/period and the
hypothetical rate is HR measures/period. In this case, during this period, on the one hand
the sensor collects RR measurements, on the other hand it predicts HR measurements.
Note that RR is always less than HR, as HR is equal to the maximum sampling rate allowed
for the sensor. Thus, the sensor is able to predict the ”non-collected” measurements
caused by a slowed down sampling rate forced by AS.

Figure 1.5 gives an illustrative example on how this algorithm behaves.

X1, X2, X3, X4, X5   X6, X7, X8, X9, X10, X11, X12  X13, X14, X15   X16, X17, X18, …..Raw Data

X1, X2, X3, X4, X5
Sampled 

Data
X6,              X9,                   X12 X13 X16, X17, X18, …..

 𝑥1 ,  𝑥2,  𝑥3,  𝑥4  𝑥5   𝑥6,  𝑥7  𝑥8 ,  𝑥9,  𝑥10,  𝑥11,  𝑥12,  𝑥13,  𝑥14  𝑥15  𝑥16,  𝑥17,  𝑥18, …..

Round 1 Round 2 Round 3 Round 4

Estimated
Data

| 𝑥𝑖- 𝑥𝑖|> emax

Time

Send Xi to Sink Discard Xi

Figure 1.5: Data Prediction and Adaptive Sampling mechanism

We have explained in Section 1.3 that every time a sensor predicts a new measure-
ment it must compare it with the real sensed value in order to decide whether it should
send it to the Sink or not. However, when adding AS to the equation, if RR ď HR some
predictions might not have a matching sensed measurements to validate its accuracy.
Therefore, these predictions are considered to be within the error budget automatically.
Since the ”non-collected” measurements are assumed to be redundant or already simi-
lar to collected neighboring measures. This assumption should not affect the accuracy of
replicated data. However, we will show and discuss this issue in the Experimental Results
section below.

1.6/ PERFORMANCE EVALUATION

In this section, we present the experimentation we have conducted on real wireless sen-
sor readings, collected by twenty Crossbow TesloB nodes deployed in our laboratory as
shown in Figure 1.6. The walls separating the rooms of the lab are of a thickness of
8 cm. Each one of the twenty nodes collects five environmental features: temperature,
humidity, light, infrared and voltage. The collected measurements are directly transmitted
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to a central node (Sink) called SG1000, connected to a laptop machine, through a star
topology.
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Figure 1.6: Deployment of the sensor network in our laboratory

We have chosen to test our approach on temperature, humidity, and infrared data
since the variation in measured values for each one of them is different. For instance, the
variation in temperature data is low, medium for humidity, and high for infrared. Thus, we
can assess the efficiency of our approach on different scenarios.

1.6.1/ DUAL PREDICTION PERFORMANCE

The performance evaluation was conducted on twenty sets of 300,000 readings each
(100,000 temperature, 100,000 humidity, and 100,000 infrared readings), which is equiv-
alent to approximately 35 days of non-stop data collection. For instance, temperature
data tend to be very smooth, which makes it easy to predict future readings. Humid-
ity data tend to vary faster and more frequently than temperature, therefore, it is harder
for the model to keep up with the changes. Finally, infrared data does not follow any
specific upward or downward trend like humidity and temperature do. The variations in
collected measurements are either steady, or irregular and intense, which puts the pre-
diction model in a constant adjustment state. Furthermore, To evaluate our approach
(TR), we consider the available data sets described earlier and compare the effective-
ness of our transmission reduction method to three state of the art linear data reduction
algorithms (OSSLMS [22], HLMS [21], and DBP [23]).

Remark 2: Complexity comparison

We notice that our approach (TR) has the lowest complexity (Op1q) comparing
to OSSLMS (Opn3q), HLMS (Opn2q) and DBP (Opnq). It seems that the higher the
complexity of the algorithm, the better its efficiency. However, our method is the
least complex one and achieves the best results.
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1.6.1.1/ DATA TRANSMISSION REDUCTION

In this experimentation we fixed the error threshold (emax) to ˘0.1 for temperature and
humidity, and ˘1 for Infrared. For the HLMS algorithm, the number of sub-filters (m2) is
set to 2 and the size of each one of them (m1) to 3. We have selected the most optimal
step size parameter µ (3 ˆ 10´4 for temperature, 2 ˆ 10´6 for humidity and infrared), in
order to compare our method with the most efficient HLMS. For the OSSLMS algorithm
the size of the filter was set to 5 and for the DBP algorithm the number of edge points l
was set to 3, the learning window m fixed to 6, the relative error 5% for all environmental
features, and the time tolerance εT to 2. We evaluated the suppression ratio (SR) which
is the percentage of collected data and not sent to the sink. The final averaged results
are listed in Table 1.2. The ratio of suppressed transmissions of each individual node for
all of the twenty data sets are shown in Figure 1.7.
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Figure 1.7: Suppression ratio for each individual node

All the proposed algorithms performed well in terms of data suppression. However,
our data reduction method outperformed the other approaches in two out of three envi-
ronmental features, and OSSLMS has outperformed our method in one feature.

Table 1.2: Suppression ratio of transmitted data

Supression ratio (%)
TR OSSLMS HLMS DBP

Temperature 99.8 99.7 99.6 97.7
Humidity 93.6 94.1 90.3 82.7
Infrared 93.2 87.6 80.1 63.5
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As shown in Table 1.2, all of the four algorithms have approximately the same Sup-
pression Ratio (SR) for temperature data, except for DBP that has an SR that is around
2% lower than the others. The reason is that temperature data are very smooth and the
variations in neighboring measured values are small. Thus, a linear prediction algorithm
is very efficient in keeping up with these small changes. For humidity data, OSSLMS has
adapted itself better and achieved the best suppression ratio of 94.1% among the three
other approaches, including ours that achieved an SR of 93.6%. Finally, when we tested
the algorithms on highly varying infrared data, our approach was significantly better in
reducing the number of radio communication. For instance, our SR was 5.6%,13.1%, and
29.7% greater than OSSLMS, HLMS, and DBP respectively.

1.6.1.2/ DATA LOSS/COMMUNICATION ERROR

In this section, we will compare the different approaches in a scenario where data loss
occurs randomly when a sensor is trying to send a measurement to the Sink. The per-
centage of a sensor failing to transmit its readings can vary from 10% in an ideal envi-
ronment and when there is low collision and overload in the network, up to 50% in harsh
environments and a jammed network [44]. We have evaluated the performance of each
of the four methods with a transmission failure possibility ranging from 10% to 50% based
on the Bernoulli distribution, where the probability of failed transmission p is varied within
the range of r0.1 ´ 0.5s, and the probability of a successful transmission q (1 ´ p) within
r0.5´ 0.9s.
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Figure 1.8: Amount of data exceeding ”emax”

Figure 1.8 shows the number of temperature, humidity, and infrared data exceeding the
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error threshold emax when different missing possibilities are considered. With a data loss
detection mechanism, our approach ”fault tolerant data transmission reduction” (FTDTR)
was able to limit the number of wrong estimations by keeping the model at the sensor
and the sink synchronized. Thus, only the readings that failed to reach the sink and
were flagged as ”NaN” values by the latter are considered to exceed the error threshold.
Oppositely, the number of estimations exceeding the error threshold for other approaches
is far greater than the number of measurements that failed to be reported. The reason is
that the readings that fail to reach the sink are used by the sensor to adjust the model,
thus leaving the sink with an outdated one that produces wrong estimations, while the
sensor is producing correct ones.
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Figure 1.9: Percentage of successfully reconstructed data

For each environmental feature (temperature, humidity, and infrared) the twenty data
sets reproduced by the sink corresponding to the twenty deployed sensor nodes are
passed to the reconstruction algorithm in order to fill the blank values flagged as ”NaN”.
The number of latent variables was set to 20 (number of time series data to be recon-
structed).

Figure 1.9 shows the average percentage of the successfully reconstructed data. The
reconstruction success rate can range between 45% and 72% according to the number
of missing readings and on the temporal smoothness and spatial correlation of the data
set. The reconstruction of a missing reading at time t is considered to be unsuccessful if
the difference between the values of the reconstructed measurement and the real one is
greater than the maximum error tolerance (|pxt ´ xt| ą emax).

For a missing probability varying from 10% to 50%, Table 1.3 shows the Root Mean
Square Error (RMSE) of:

• the measurements that have been unsuccessfully reconstructed by FTDTR,

• the data exceeding emax for OSSLMS, HLMS, and DBP.

The results show that our method has the lowest RMSE for all environmental features
and for all missing probabilities. Moreover, for temperature and humidity data, the RMSE’s
are very close to emax (0.1). Therefore, when we increased emax to 0.2, the reconstruction
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Table 1.3: RMSE of data exceeding emax

Temperature Humidity Infrared
FTDTR OSSLMS HLMS DBP FTDTR OSSLMS HLMS DBP FTDTR OSSLMS HLMS DBP

10% 0.103 0.16 0.22 0.639 0.13 0.41 1.88 0.44 2.3 3.21 2.84 10.65
20% 0.104 0.188 0.238 0.849 0.15 0.29 2.15 0.47 2.7 3.39 4.39 15.52
30% 0.104 0.218 0.356 1.233 0.14 0.28 2.424 0.763 2.8 3.45 4.85 15.28
40% 0.111 0.242 0.782 1.025 0.14 0.312 2.937 0.834 2.8 4.06 5.42 18.46
50% 0.110 0.252 3.04 1.10 0.16 0.472 3.374 0.838 3.3 4.41 6.82 22.31

success rate for a 50% miss probability reached 99.6% and 94.3% for temperature and
humidity data respectively. For infrared data when we increased emax to 4 instead of 1
(which is still an acceptable error for most applications) the reconstruction success rate
increased to 91%.

The obtained results are in line with what has been previously emphasized, showing
that the proposal outperforms existing works in maintaining high-quality estimations when
a data loss scenario occurs.

1.6.2/ ADAPTIVE SAMPLING PERFORMANCE

1.6.2.1/ INSTANTANEOUS SAMPLING RATE AND APPLICATION CRITICALITY

The main goal of this section is to show, on the one hand, how our approach is able to
reduce and to adapt its sampling rate according to the application criticality level, and in
other hand, to compare the results of the three different statistical tests Fisher, Tukey and
Bartlett.
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Figure 1.10: Variation of sampling rate (ST) over rounds, S MAX = 15, α = 0.05.

Figure 1.10 shows the instantaneous sampling rate results for the three tests. In fig-
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ures a, b and c we fixed each round to three periods (R “ 3) when we varied the criticality
level (r0) to 0.4, 0.5 and 0.8 respectively. The period is fixed to 5 minutes, the maximum
sampling rate S MAX to 15 measures/period, and α = 0.05. Based on these figures, we
can see that the three tests successfully adapt the sampling rate of the sensor nodes
dynamically after each round according to the application criticality level. These results
show how the sampling rate S T varies over time. They confrim also the reduction of
the amount of collected data comparing to the nodes operating on S MAX all time. We
can also observe that when the risk increases the sampling rate remains usually at its
maximum value.

1.6.2.2/ DATA SIZE REDUCTION

To show the effectiveness of our approach in reducing the size of data sent to the sink, in
this experimentation we compare Kruskal Wallis test, Bartlett test and a data compression
technique S-LEC [45].

Table 1.4 shows the comparison for the two fields, temperature and humidity. Every
30 seconds, each mote collects a new measure of each field. The application criticality
r0=0.6, and the false-rejection probability α = 0.01.

Table 1.4: Data reduction ratio

Variable Bartlett Kruskal-Wallis S-LEC
Temperature 81% 79.6% 74%

Humidity 74% 71.5% 66%

The obtained results show that Kruskal-Wallis and Bartlett tests outperforms the S-
LEC techniques in terms of data transmission reduction for both temperature and humid-
ity.

Remark 3: Statistical tests

The objective of a statistical test is to verify if the variation between sets of data is
above a certain threshold. In our work, we compared four different tests, Fisher,
Tukey, Bartlett and Kruskal-Wallis [8, 9]. Bartlett’s Test seems to be the most
uniformly powerful test for the homogeneity of variances problem in the case
that the data are normal. However, it has a serious weakness if the normality
assumption is not met. Consequently, in such case, we must adopt other tests
like Kruskal-Wallis which is the best test in reducing data loss.

1.6.3/ DATA PREDICTION AND ADAPTIVE SAMPLING PERFORMANCE

In this section we show the results obtained while combining the two data collection
methods (Adaptive sampling and dual prediction Transmission reduction (AS+TR)). Fur-
thermore, we compared the results to a recent published approach DPCAS [41]. The
application Risk r0 was fixed to 0.6 and the false rejection probability α to 0.05. We used
the same S max and S min for DPCAS, the smoothing coefficient α and the multiplicative
reduction factor β were fixed to 0.2, and the cubic parameter C to 0.4. The error threshold
”emax” was set to ˘0.1 for temperature and humidity, and ˘1 for infrared.
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1.6.3.1/ DATA TRANSMISSION REDUCTION

Figures 1.11a, 1.11b and 1.11c show a comparison between the amount of temperature,
humidity, and infrared data that have been transmitted to the sink when both DPCAS
and AS+TR were implemented. For instance, on average, only 193 temperature readings
or 0.193% were transmitted when our algorithm was implemented and 714 (0.714%) for
DPCAS. For humidity and infrared, the results were identical, our method outperformed
DPCAS in reducing the number transmissions. The average amount of transmitted hu-
midity and infrared data for AS+TR is 6148 and 5528 respectively. As for DPCAS the
numbers increase to 13964 and 15848 respectively. Hence, these results show that our
transmission reduction method is better at reducing radio communication, which enables
the node to preserve more of its energy resources.
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Figure 1.11: Amount of data transmitted to the Sink.

1.6.3.2/ QUALITY OF REPLICATED DATA

Data quality is a very important factor in WSNs, since the end user depends on it to
make appropriate decisions. Accuracy, precision, completeness, and consistency are the
attributes that measure the quality of data. When we reduce the sampling rate within a
certain period, we risk missing sudden variations in measurements. Thus, the estimation
of these irregular non sampled data may exceed the desired error threshold.

To study the impact of the adaptive sampling algorithms on the integrity of the repli-
cated data we compare the estimated measurements with its corresponding raw data
collected by the sensor node, and we calculate the values of 4 quality metrics: Mean Ab-
solute Error (MAE), Mean Absolute Percentage Error (MAPE), Mean Square Error (MSE),
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Root Mean Square Error (RMSE). The lower the values of these metrics the better are
the results.
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Figure 1.12: Quality metrics comparison for replicated data.

Figures 1.12a, 1.12b, and 1.12c show a comparison between the quality metrics for
each set of data of the three environmental features. For temperature data, both al-
gorithms are neck to neck. However, AS+TR has a clear superiority for humidity and
Infrared. Since Infrared contains 0 elements the value of MPAE cannot be computed. As
for MSE in order to keep Figure 1.12c simple and comprehensible, instead of plotting the
curve we provide the average values which are 2.49 and 2.72 for AS+TR and DPCAS re-
spectively. Adaptive sampling makes a trade-off between data quality and the amount of
sampled measurements, to deliver a minimum amount of readings while satisfying quality
requirements of the application. Thus, the integrity of data depends on how tolerant is the
end user to the error in replications. The obtained results demonstrated that our method
was able to reproduce the whole data set with less error and better quality compared with
DPCAS.

1.7/ CONCLUSION

In this chapter, we studied data collection in WSN. We proposed an energy-efficient data
reduction method for Wireless Sensor Networks based on a combination of the adaptive
sampling and dual prediction mechanism techniques. The former, allows the sensor to
adapt its sampling rate according to the environment condition changing. Thus, the sen-
sor samples relevant data only and avoids the sampling of redundant and insignificant
information. The latter enables the Sink to estimate the collected data through a predic-
tion mechanism that is shared with the sensor node. Thus, instead of transmitting all the
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readings, the sensor reports to the Sink a measurement only when the estimation ex-
ceeds a predefined error threshold. By merging these two techniques together, we were
able to reduce radio communication and data sensing at the same time. Thus, preserving
a great amount of energy and extending the network lifetime.



2
DATA AGGREGATION IN LARGE SCALE

WSN

Wireless sensor networks (WSNs) are being increasingly used in several applications
and deployed in a densely distributed manner. Huge amount of data are usually sensed
in these large-scale networks, which greatly affect the life of sensor nodes. Hence, in-
network data aggregation is considered an effective technique to reduce the massive vol-
umes of data by eliminating the redundancy and thus conserving energy communication
in WSN. In this chapter, we propose and compare three different data aggregation tech-
niques for cluster-based WSN. Further to a local aggregation at the sensor node level,
our proposal allows each cluster-head (CH) to eliminate redundant data sets generated
by neighboring nodes. The three proposed methods are based respectively on sets sim-
ilarity functions, K-means algorithm and one-way Anova model, and distance functions.
Based on real sensor data, we have analyzed their performances according to the energy
consumption and the data latency and accuracy, and we show how these methods can
significantly improve the performance of the network.

2.1/ INTRODUCTION

Wireless sensor networks are usually deployed to collect environmental data from a re-
gion of interest. We consider the scenario in which a large number of sensor nodes are
densely deployed and tremendous amount of sensory data are measured and forwarded
to the sink on a periodic basis. In this scenario, the collected data are spatially correlated
where neighboring nodes operate with identical or similar sampling rates and redundant
packets are likely to happen repeatedly. Therefore, it is important to take full advantage
of the correlations among the sensor measures to reduce the size of the transmitted data
and thus the cost of communication and energy consumption. In-network data aggrega-
tion has been proven as an effective technique for eliminating redundancy and forwarding
only the extracted information from the raw data, resulting in conservation of energy and
bandwidth.

In this chapter, we consider that each sensor node monitors the given phenomenon
and periodically sends its collected data to its cluster head (CH). Then, we present a two
layers data aggregation scheme aiming to optimize the volume of data transmitted thus
saving energy consumption and reducing bandwidth requirements of the network. A first
layer in-sensor process is done by the nodes themselves. Instead of sending raw data,

53
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each sensor node reduces redundancies from the collected data before transmitting it to
the CH for a second layer of aggregation. We provide a non-complex algorithm based
on a distance function we called it S imilar between readings. At the level of CH, we are
interested in exploring a new part of the aggregation problem, by focusing on identifying
the similarity between data sets generated by neighboring nodes. Our objective is to
identify similarities between near sensor nodes, and integrate their captured data into
one record while preserving information integrity. At this level, we present and compare
three different methods:

• The first method is based on the sets similarity functions (e.g. Jaccard function)
to search the similarities between data sets. A new optimization method for early
termination of sets similarity computing is proposed.

• The second method uses an enhanced k-means clustering method with one-way
ANOVA model and statistical tests in order to identify neighboring nodes generating
close data sets.

• The third technique exploits the distance based functions (e.g. Euclidean and Co-
sine) to find near data sets with the aim to eliminate redundancies and reduce the
huge amount of data transmitted over the network.

We studied the performance of our proposed techniques via simulations and real sen-
sor networks implementation. The obtained results show the effectiveness of these tech-
niques on reducing the cost of communication and energy consumption. Then, we com-
pared the three proposed techniques in order to let the user choose the best solution that
matches the most with the application requirements.

The rest of this chapter is organized as follows: Section 2.2 describes some of the ex-
isting data aggregation techniques proposed for WSNs. Section 2.3 provides a brief dis-
cussion of the data aggregation system based on clustering topology. In Section 2.4, we
describe the aggregation at the sensor level, called local aggregation. Sections 2.5, 2.6
and 2.7 present the three aggregation methods at the CH level based on the similarity
functions, the variance study and the distance functions respectively. Section 2.8 de-
tails the experimentation we have conducted in real data with some discussions. Finally,
Section 2.9 concludes this chapter.

2.2/ STATE OF THE ART

Reducing energy consumption is a major issue in WSNs where sensors are resource
constrained. Hence, data aggregation is an essential operation in WSNs used to de-
crease the data transmission, thus, to enhance the network lifetime. It means computing
and transmitting partially aggregated data to the end user rather than transmitting raw
data. Data aggregation in wireless sensor networks has been well studied in recent
years [46, 47, 48, 49, 50]. Indeed, these techniques are based on the network’s topology.
In the literature one can find data aggregation techniques for different topology, such as
Tree-based [51], Cluster-based [52], Chain-based [53] or structure free-based [47] topol-
ogy.

The authors in [46, 54, 55], use the clustering methods for aggregating data packets in
each cluster separately. In [56], the authors propose a data aggregation scheme named



Data Aggregation in Large Scale WSN 55

DMLDA, Dynamical Message List based Data Aggregation, based on clustering routing
algorithm. DMLDA mainly defines a special list structure to store history messages, which
is used to judge the message redundancy instead of the period delay. In [57], the authors
propose an aggregation and transmission protocol (ATP) based on clustering approach to
conserve energy in PSNs. Instead of sending raw data to the CH, ATP allows each sensor
node to eliminate redundancy among its collected data and to adapt its data transmission
to the CH, while studying the variance of the collected data.

Other proposed techniques of data aggregation are based on a tree network topology,
such as [48, 49]. The authors in [48] use Genetic Algorithm (GA) to calculate all pos-
sible routes represented by the aggregation tree. The objective is to find the optimum
tree which is able to balance the data load and the energy in the network. In [49], a
semi-structured protocol based on the multi-objective tree is proposed, in order to reduce
transmission delays and enhance the aggregation probability. In such a work, the routing
scheme explores the optimal structure by using the Ant Colony Optimization (ACO).

Other data aggregation techniques are based on a chain routing topology [50, 58]. In
[50], the authors propose a Cycle-Based Data Aggregation Scheme (CBDAS) in order to
reduce the amount of data transmitted to the base station (BS). In CBDAS, the network is
divided into a grid of cells, each with a head. The network lifetime is prolonged by linking
all cell heads together to form a cyclic chain, where the gathered data move from node
to node along the chain, getting aggregated. In [58], a chain-based routing scheme for
application-oriented cylindrical networks is proposed. After finding local optimum paths
in separate chains at each scheme, the authors formulate mathematical models to find a
global optimum path for data transmission through their interconnection.

Finally, some works proposed recently are based on a structure-free network [59, 60].
In [59], the authors propose a Structure-Free and Energy-Balanced data aggregation pro-
tocol, SFEB. It features both efficient data gathering and balanced energy consumption,
which result from its two-phase aggregation process and the dynamic aggregator selec-
tion mechanism. In [60], a virtual force-based dynamic routing algorithm (VFE) for data
aggregation in WSNs is proposed. Motivated by the cost field and virtual force theories,
VFE allows each node to select the optimal node to be the next hop which makes data
aggregation more efficient.

Subsequently, clustering is recently considered as an efficient topology control method
in WSN [42] that has many advantages, especially as far as scalability and network
maintenance are concerned. However, most of the existing data aggregation techniques
based on clustering topology are dedicated to event driven data model [61, 12] and they
mainly focus on the selection of CHs [62, 63]. In these techniques only CHs process
and aggregate data without any processing at the level of the nodes themselves. In this
chapter, we present three data aggregation techniques dedicated to cluster based WSN.
They have two layers which are able to eliminate redundant measurements and data sets
generated by the nodes at each period.

2.3/ CLUSTER BASED NETWORK TOPOLOGY

In this chapter, we focus on the cluster-based network topology where the whole network
is divided into several clusters. Each cluster has a cluster-head (CH) which is responsible
for managing the sensors in the cluster. Indeed, grouping sensor nodes into clusters has
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been widely studied by the research community to satisfy the scalability objective and
achieve high energy efficiency and prolong the network lifetime [64, 65, 66]. Some of
the proposed techniques aim at forming and maintaining the clustered networks while
optimizing the cluster size [67, 68], others try to elect smartly the Cluster-Head (CH) or
to change the entire cluster hierarchies periodically [69, 64, 62], others are interested
in communication between nodes and among clusters [65, 66] or in cluster joining [70].
Hence, in this chapter, we adopt a cluster based architecture and we consider that the
network is clustered and the CHs are defined using an appropriate clustering scheme.

Processing

Local 

aggregation

Aggregation 

of datasets

Sink

Cluster-Head (CH)Member node

Zone of interest

Figure 2.1: Data aggregation based on clustering network topology.

In Fig. 2.1, a cluster-based sensor network topology is presented. Each sensor node
collects data in a periodic manner and sends it to the appropriate CH for aggregation
and processing. We consider that sensor nodes operate at a fixed sampling rate where
each one takes τ measures at each period and send the data set to the CH after local
aggregation.

Remark 4: Sampling Rate

We also studied our aggregation techniques for nodes operating in different sam-
pling rates. For more details, please refer to [71].

2.4/ AGGREGATION AT SENSOR LEVEL: LOCAL AGGREGATION

In WSN, measures collected by sensor nodes are highly dependent on the monitored
feature (e.g. temperature, humidity, etc.). Hence, the monitored condition can slow down
or speed up, resulting similar and redundant collected measurements. If each node sends
the raw data to its CH and then to the sink, energy will be wasted and thus the network
energy will be quickly depleted. In this section we present a non-complex local data
aggregation technique to eliminate redundant data collected by the same node in the
same period.

2.4.1/ DEFINITIONS AND NOTATIONS

We consider that, each period p is divided into τ equal slots as follows: p=rs1, s2, . . . , sτ
‰

.
At each slot s j, each sensor S i captures a new measurement mi j , then, it forms a vector of
measures during the period p as follows: Mi=

“

mi1 ,mi2 , . . . ,miτ
‰

. Fig. 2.2 shows an example
of periodic data collection where the sensor node S i takes five measures (e.g. τ=5) at
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each period pq (where q P [1,3]) and sends its vector of collected data Mi=
“

mi1 ,mi2 ,mi3 ,mi4 ,

mi5

‰

to the CH at the end of each period.

period

mi1     
mi2   

mi3     
mi4    

mi5
mi1    

mi2     
mi3    

mi4    
mi5

s1        s2         s3       s4        s5 s1        s2         s3       s4        s5s1        s2         s3       s4        s5

mi1    
mi2    

mi3    
mi4     

mi5

0 p1 p2 p3
time

Si

CH

slot 𝜏

Figure 2.2: Data collection in WSN.

As mentioned above, a data vector Mi formed by the sensor S i may contain similar
measurements, especially when the monitored condition varies slowly or when the slots
are too short. In order to eliminate redundant values from the vector Mi, the sensor
node S i searches for measures similarities in the vector. Therefore, we define the S imilar
function, i.e. S imilarpmi j ,mikq, to identify if the two measures mi j and mik captured by the
sensor S i in the period p are similar or not as follows:

Definition 4: S imilar function

We define the S imilar function between two measurements captured by the
same sensor node S i at a period p as follows:

S imilarpmi j ,mikq “

"

1 if
›

›mi j ´ mik

›

› ď ε,

0 otherwise.

where mi j and mik P Mi and ε is a threshold to be determined by the application.
Furthermore, two measures are similar if and only if their S imilar function is equal to 1.

In order to save the integrity of the information, we define the weight of a measure as
follows:

Definition 5: Measure’s weight, wgtpmi jq

The weight of a measurement mi j is defined as the number of similar measures
(according to the S imilar function) to mi j in the same vector Mi.

Based on the notations defined above, we describe the local aggregation phase
which is run by the nodes themselves at each period in the following manner: for each
new captured measurement, a sensor node S i searches for similarities of the new taken
measurement. If a similar measurement is found, it deletes the new one and increments
the corresponding weight by 1, else it adds the new measure to the set and initializes its
weight to 11. After applying the local aggregation algorithm, S i will transform the initial
vector of measures, Mi, to a set of measures, M1

i , associated to their corresponding
weights as follows: M1

i=tpm
1
i1
,wgtpm1i1qq, pm

1
i2
,wgtpm1i2qq, . . . , pm

1
ik
,wgtpm1ikqqu, where k ď τ.

1Several methods could be applied like dichotomic search, compression, etc.
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Illustrative example: let consider a vector of measures generated by the sensor S i

at the period p as follows: Mi “ r10, 10.2, 10.3, 11, 11.1, 12, 11.3, 10.4, 12.1, 12.4s. By taking
ε “ 0.5, S imilar function will transform the vector Mi to the following set of measures:
M1

i “ tp10; 4q, p11; 3q, p12; 3qu, where 4, 3 and 3 are the weights of the measures 10, 11
and 12 respectively.

Based on the set M1
i , we provide the following definitions:

Definition 6: Cardinality of the set M1
i , |M

1
i |

The cardinality of the set M1
i is equal to the number of elements in M1

i , i.e. |M1
i | “

k.

Definition 7: Weighted Cardinality of the set M1
i , wgtcpM1

iq

The weighted cardinality of the set M1
i is equal to the sum of all measures’

weights in M1
i as follows: wgtcpM1

iq “
ř|M1i |

j“1 wgtpmi jq.

At the end of each period p, each sensor node S i will have a set M1
i with no redundant

measures. The second step is to send it to the appropriate CH which, in turn, aggregates
the data sets coming from different member nodes. In the next sections, we present three
different aggregation methods at the CH level.

2.5/ DATA AGGREGATION USING SETS SIMILARITY FUNCTIONS

At the end of each period, each CH will receive several sets of measurements and their
weights from different nodes. The objective of the second aggregation level is to eliminate
redundant data sets by identifying all pairs of sets whose similarities are above a given
threshold. For this reason, we used in our work [11, 12] the Jaccard similarity function,
which is one of the most widely accepted functions as it can support many other similarity
functions and difficult to be satisfied [72]. The Jaccard similarity function returns a value
in r0, 1s where a higher value indicates that the sets share more similarities. Thus we can
treat pairs of sets with high Jaccard similarity value as near duplicate to reduce the size of
final data sets transmitted from the CH to the sink. A Jaccard similarity function between
two sets M1

i and M1
j, generated respectively by the sensors S i and S j, can be formulated

as follows [11]:

JpM1
i ,M

1
jq ě tJ ô |M1

i Xs M1
j| ě α “

2ˆ tJ ˆ τ

1` tJ
(2.1)

where tJ is the Jaccard threshold defined by the application itself and “Xs” is defined as:

Definition 8: Xs

Consider two sets of measurements M1
i and M1

j, then we define the
overlap, Xs, between them as: M1

i Xs M1
j “ tpm1i,m

1
jq P M1

i ˆ

M1
j with weight wgtminpm1i,m

1
jq and S imilarpm1i,m

1
jq “ 1u;

where wgtminpm1i,m
1
jq “ minpwgtpm1iq,wgtpm1jqq, the minimum value between the weights

of m1i and m1j.
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Then, in order to prevent the CH from enumerating and comparing every pair of sets
which has a Opn2q number of comparisons, we proposed to use a prefix frequency filtering
(PFF) technique [12]. The PFF technique works in the following two steps to find the pairs
of similar sets:

• Candidate pairs’ generation: in this step, the CH searches the candidates (which
may be similar) sets for every data set. This step is based on the intuition that if
all sets of measures are sorted by a global ordering, some fragments of them must
share several common measures with each others in order to meet the Jaccard
threshold similarity (tJ). Therefore, it first defines a prefix of length |M1

i |´rtJˆ|M1
i |s`1

for every set M1
i . Then two sets M1

i and M1
j are candidates if and only if they share

at least β measurements in their prefixes as shown in the following lemma [11]:

Lemma 1: Prefix Frequency Filtering

Assume that all the measures in the sets M1
i and M1

j are ordered in decreas-
ing order of the measures weights. Let the p-prefix be the first p elements
of M1

i . If M1
i Xs M1

j ě p2 ˆ tJ ˆ τq{p1 ` tJq, then p ´ M1
i Xs p ´ M1

j ě β “
ř|p-M1i |

k“1 wgtpm1kq ´
`

p1´ tJq{p1` tJq
˘

ˆ τ where m1k P p-M1
i .

Proof. We denote by p-M1
i the prefix of the set M1

i and r-M1
i the set of reminder

measures where M1
i “ tp-M1

i ` r-M1
i}. We have:

M1
i Xs M1

j “ p-M1
i Xs M1

j ` r-M1
i Xs M1

j

“ p-M1
i Xs p-M1

j ` p-M1
i Xs r-M1

j ` r-M1
i Xs M1

j

– p-M1
i Xs p-M1

j ` r-M1
i Xs M1

j

ď p-M1
i Xs p-M1

j `

|r-M1
i |

ÿ

k“1

pwgtpm1k P r-M1
iqq

In the second line we can omit the term p-M1
i Xs r-M1

j because we have assumed
that it is negligible compared to the other terms in the equation. Indeed, if the two
sets are similar then the measures having highest weights must be in the prefix
set and not in the reminder, which means that the overlapping between the p-M1

i
and r-M1

j is almost empty. From the above equations and equation (2.1)(similarity
condition) we can deduce:

2ˆ tJ ˆ τ

1` tJ
ď p-M1

i Xs p-M1
j `

|r-M1i |
ÿ

k“1

wgtpm1k P r-M1
iq (2.2)

From the following equation:

|p-M1i |
ÿ

k“1

wgtpm1k P p-M1
iq `

|r-M1i |
ÿ

k“1

wgtpm1k P r-M1
iq “ τ (2.3)

We obtain:

p-M1
i Xs p-M1

j ě

|p-M1i |
ÿ

k“1

wgtpm1k P p-M1
iq ´

1´ tJ

1` tJ
ˆ τ (2.4)

The lemma is proved. �
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Based on the lemma 1, the CH calculates the overlap between the prefix of each
pair of sets; the two sets are considered a candidate pair if their calculated overlap
is greater than β.

• Candidates’ verification: once all the candidates pairs are found, the CH verifies
the Jaccard similarity for each one in the second step. The two sets in a candidate
pair are considered similar if their similarity is greater than the Jaccard threshold tJ.

Algorithm 4 describes the PFF technique to find similar sets. Briefly, the CH searches
similar measures between prefixes of every pair of sets using the S imilar function (lines
3-21). Then, it assumes that the two sets are a candidate pair only if the overlap between
their prefixes is greater than the score determined at lemma 1 (line 22). Finally, the two
sets are considered similar if the overlap between their measures is greater than the
Jaccard threshold (lines 23–25). For more details about this algorithm, please refer to
Algorithm 4 in [11].

Algorithm 4: PFF Algorithm.
Require: Set of measures’ sets M1 “ tM1

1,M
1
2...M

1
nu, tJ.

Ensure: All pairs of sets pM1
i ,M

1
jq, such that JpM1

i ,M
1
jq ě tJ.

1: S ÐH

2: Ii ÐHp1 ď i ď total number of measures in the prefixes of all sets)
3: for each set M1

i P M1 do
4: p Ð |M1

i | ´ rtJ ˆ |M1
i |s` 1

5: Fs Ð empty map from set id to int
6: sumFreq Ð 0
7: for k Ð 1 to p do
8: sumFreq Ð sumFreq` wgtpm1kq,where m1k P p-M1

i
9: end for

10: for k Ð 1 to p do
11: w Ð M1

i rks
12: if (Iws exists such that S imilarpw,wsq “ 1) then
13: for each Measurement pM1

jrlsq,wgtpM1
jrlsq P Iws do

14: FsrM1
js Ð FsrM1

js ` wgtminpM1
i rks,M

1
jrlsq

15: end for
16: Iws Ð Iws Y tp´ M1

iu

17: else
18: create Iw

19: Iw Ð Iw Y tp´ M1
iu

20: end if
21: end for
22: for each M1

j such that FsrM1
js ě sumFreq´ pp1´ tJq{p1` tJqq ˆ τ do

23: if JpM1
i ,M

1
jq ě α then

24: S Ð S Y tpM1
i ,M

1
jqu

25: end if
26: end for
27: end for
28: return S
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Remark 5: Some optimizations

Although filtering approaches reduce the number of comparisons between the
received sets of measures, the number of candidate sets surviving after this
phase still important. In order to decrease the data latency, we provided sev-
eral optimizations of the PFF technique based on the suffix filtering [73, 74].
Furthermore, the computation of the jaccard similarity between two candidates
sets can be very complex, especially when it comes to sensor networks where
measures’ sets can have ten hundreds or thousands elements. Therefore, to
continue filtering out further candidate sets we proposed in [12] a new frequency
based constraint in the verification phase. In doing so, we can also reduce the
overhead of the jaccard similarity computation.

2.6/ DATA AGGREGATION USING K-MEANS AND ANOVA MODEL

Studying the variance between measurements in the data sets is another way of finding
nodes that generate redundant data sets. In this section, our objective is to present
briefly our technique proposed in [13], based on the k-means algorithm and the one way
Anova model with Bartlett test. Indeed, the one-way Anova model is used to identify if
the variance (R) between measures in a group of data sets is significant or not. R can
be calculated in different manners depending on the applied statistical tests. In [75], we
used the Anova model and compared different statistical tests (Fisher, Tukey and Bartlett)
in order to detect all pairs of nodes with identical behavior which generate redundant data
logs or sets. As the Bartlett test gives the best results, in this chapter, it is used with the
k-means Algorithm and compared to the two other methods. Once R is calculated, the
sets are considered duplicated if R is less than a threshold T (fixed by the test) for some
desired false-rejection probability (risk α).

R is calculated according to the Bartlett test as follows [13]:

R “
pτ´ 1qpnˆ lnpσ2

pq ´
řn

j“1 lnpσ2
jqq

λ
(2.5)

where n is the number of total sets, τ the total number of collected measures during the
period p, σ2

j is the variance of the set M1
j and:

λ “ 1`
pn` 1q

3ˆ nˆ pτ´ 1q
(2.6)

and σ2
p is the pooled variance, which is a weighted average of the period variances

and it is defined as:

σ2
p “

1
nˆ pτ´ 1q

ˆ

n
ÿ

j“1

σ2
j

Thus the decision is based on the following rule:

• if R ą T , the variance between the sets is significant thus the sets are not consid-
ered redundant.
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• if R ď T , the variance between the sets is not significant.

In order to apply the Anova model over the groups of sets, we used the k-means
algorithm to classify the sets in groups based on the means of these sets. Then, we
proposed a new initialization method to find, dynamically, the optimal number of groups
(K) in k-means [13]. The proposed method divides a parent group into t

a

n{2u children
groups, where n is the number of total sets at each period, every time the Anova model is
not satisfied. Finally, the CH sends one data set from each group with the IDs of all the
sensors in this group to the sink.

Algorithm 5 describes the k-means algorithm adopted by the Anova model and the
Bartlett test, which we call it the KAB technique. First, it starts, as explained previously,
by grouping all the received sets at the initial same group (lines 4 to 6). Then, it searches
the variance between measurements in all the sets in the initial group, using the Anova
model and the Bartlett test (lines 9 and 10). If the test’s result indicates a low variance
between the sets then, the algorithm considers this group as a final group and it puts it
in the list of final groups (lines 11, 12 and 13). Else, it divides the initial group in K sub
groups by applying the k-means algorithm (line 15). Once the final groups are obtained,
CH sends only one useful information to the sink, e.g. the data set with the highest
cardinality, and the IDs for the sensors that generate redundant data sets (lines 19 to 22).

Algorithm 5: K-means Adopted to Variance Study
Require: Set of measures’ sets M1 “ tM1

1,M
1
2...M

1
nu, K.

Ensure: List of selected sets, L.
C ÐH // list of all final groups

2: Q ÐH // a temporary list of groups
C1 ÐH

4: for each set M1
i P M1 do

C1 Ð C1 Y tM1
iu

6: end for
Q Ð QY tC1u

8: repeat
compute R for Ci based on Equation 2.5

10: find T
if R ď T then

12: C Ð C Y tCiu

remove Ci from Q
14: else

Q Ð QY k-means(Ci,K)
16: end if

until no cluster Ci P Q
18: L ÐH

for each cluster Ci P C do
20: consider |M1

j| ą |M
1
j˚|; where M1

j˚ P Ci ´ tM1
ju

L Ð LY
 `

M1
j, IDpM1

jq Y IDpM1
j˚q

˘(

22: end for
return L
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2.7/ DATA AGGREGATION USING DISTANCE FUNCTIONS

In this section, we propose another technique to search redundant data sets generated
by the sensors using the distance functions. Distance functions are an important method
that can find duplicated data sets by searching dissimilarities between these sets. Hence,
a great number of distance functions have been proposed in the literature [76]. In this
work, we are interested in two distance functions that are widely used in various domains:
Euclidean and Cosine distances.

Let us consider two data sets M1
i and M1

j, generated by the sensor nodes
S i and S j respectively, at the period p as follows: M1

i “ tpm1i1 ,wgtpm1i1qq,
pm1i2 , wgtpm1i2qq, . . . , pm

1
iki
,wgtpm1iki

qqu and M1
j “ tpm1j1 , wgtpm1j1qq, pm

1
j2
,wgtpm1j2qq,

. . . , pm1jk j
,wgtpm1jk j

qqu where |M1
i | “ ki and |M1

j| “ k j. Therefore, M1
i and M1

j are

considered redundant if the calculated distance between them is less than a threshold
(td) as follows:

DistpM1
i ,M

1
jq ď td

However, two issues must be considered when using distance functions in the context
where the measures are assigned with their weights: 1) Calculating the distance between
two data sets with different cardinalities, e.g. ki and k j, and 2) integrating the weights
when calculating the distance between sets. To face these challenges, we propose to
use the threshold ε, introduced in the S imilar function (cf. Section 2.4), when computing
the distance between the sets.

In order to find the distance between two sets M1
i and M1

j, the first step consists in
dividing each set into two parts: overlap and remained. The overlap part of the set M1

i
(resp. M1

j) contains measures that are similar to those in M1
j (resp. M1

i) while the remained
part contains the remaining measures of M1

i (resp. M1
j). Subsequently, the overlap part

between two sets has already been defined in Definition 8, i.e. M1
i Xs M1

j, while the
remained part in each set is defined as follows:

Definition 9: Remained part of M1
i , M1

ir

Consider two sets of sensor measures M1
i and M1

j. We define the remained
part M1

ir
(respectively M1

jr
) as all the measures in M1

i (respectively M1
j) minus the

measures in the overlap part of M1
i (respectively M1

j) as follows:

$

&

%

M1
ir
“ M1

i a pM
1
i Xs M1

jq

and
M1

jr
“ M1

j a pM
1
i Xs M1

jq

Where a is a new operation defined as:

Definition 10: Minus Operation, a

We define the minus operation, M1
i a M1

j, between two sets M1
i and M1

j as all the
measures in M1

i and not in M1
j as follows:

M1
i a M1

j “ tm1i P M1
i , with wgtpm1iq “ wgtpm1iq ´ wgtpm1jq for m1j P M1

i Xs

M1
j and S imilarpm1i,m

1
jq “ 1u
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In order to compute the distance between M1
i and M1

j, we must transform M1
ir

(respec-
tively M1

jr
) into a vector as follows:

vM1
ir “

“

m1i1 , . . . ,m
1
i1

looooomooooon

wgtpm1i1 q times

,m1i2 , . . . ,m
1
i2

looooomooooon

wgtpm1i2 q times

, . . . ,m1iki
, . . . ,m1iki

looooomooooon

wgtpm1iki
q times

‰

2.7.1/ EUCLIDEAN DISTANCE

The Euclidean distance is used in many applications and domains, such as computer
vision and prevention of identity theft [77].

In general, the Euclidean distance (Ed) between two data sets Mi and M j, before
applying the local aggregation, is given by:

EdpMi,M jq “

g

f

f

e

τ
ÿ

k“1

pmik ´ m jkq
2 where mik P Mi and m jk P M j (2.7)

Thus, Mi and M j are said to be redundant if EdpMi,M jq ď td, where td is a threshold
determined by the application.

After applying the local aggregation phase, we consider that Mi and M j are respec-
tively transformed into M1

i and M1
j. Therefore, we calculate the Euclidean distance be-

tween M1
i and M1

j as follows:

Lemma 2: Euclidean distance computation

The Euclidean distance between two sets of data is equal only to the distance
between measures in the remained parts of M1

i and M1
j, i.e. vM1

ir
and vM1

jr
re-

spectively.

EdpM1
i ,M

1
jq “ EdpvM1

ir , vM1
jrq “

g

f

f

f

e

|vM1ir |
ÿ

k“1

pm1ik ´ m1jkq
2 (2.8)

where m1ik P vM1
ir

and m1jk P vM1
jr

Proof.

EdpM1
i ,M

1
jq “

b

pM1
i ´ M1

jq
2

“

c

´

`

M1
i Xs M1

j ` vM1
ir

˘

´
`

M1
i Xs M1

j ` vM1
jr

˘

¯2

“

c

´

`

M1
i Xs M1

j ´ M1
i Xs M1

j

˘

`
`

vM1
ir
´ vM1

jr

˘

¯2

“

b

pvM1
ir
´ vM1

jr
q2

“

c

ř|vM1ir |
k“1 pm

1
ik
´ m1jkq

2 where m1ik P vM1
ir

and m1jk P vM1
jr

�

In the above proof, we consider that the Euclidean distance between the measures in
the overlap is equal to zero because they are redundant.
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2.7.2/ COSINE DISTANCE

Cosine distance is a measure of dissimilarity between two vectors that measures the
cosine of the angle between them. This kind of dissimilarity has been used widely in many
aspects, such as the anomaly detection in web documents [78] and medical diagnosis
[79]. Depending on the angle between the vectors, the resulting dissimilarity ranges from
´1 meaning exactly the opposite, to 1 meaning exactly the same.

The Cosine distance (Cd) between two sets Mi and M j, before applying local aggrega-
tion, is given by:

CdpMi,M jq “ 1´

řτ
k“1pmik ˆ m jkq

b

řτ
k“1 m2

ik
ˆ

b

řτ
k“1 m2

jk

where mik P Mi and m jk P M j. (2.9)

Thus, Mi and M j are redundant if CdpMi,M jq ď td.

Lemma 3: Cosine distance computation

The Cosine distance between two sets of data M1
i and M1

j can be computed as
follows:

CdpM1
i ,M

1
jq “ 1´

A`
ř|vM1ir |

k“1 pm
1
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q
c
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2.7.3/ DISTANCE NORMALIZATION

In general, each distance function has its own method to calculate the distance between
data sets. For instance, straight-line distance in Euclidean distance and the angle be-
tween data sets in Cosine distance. Therefore, normalization becomes essential to scale
the distance between data sets into the range r0, 1s to have thus the same variation be-
tween sets before comparing them. Hence, Gaussian normalization has been considered
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as a better approach to normalize data sets [80]. Consequently, in our approach, data
sets sent by the sensor nodes to the CH are normalized using Gaussian normalization.
Once the CH receives the data sets at each period, it calculates first the distance, Eu-
clidean or Cosine, for each pair of sets as follows:

d “ td1pM1
1,M

1
2q, d2pM1

1,M
1
3q, . . . , d nˆpn´1q

2
pM1

n´1,M
1
nqu

where n is the number of total sets and nˆpn´1q
2 is the number of all possible distances.

Then, it normalizes the returned distance values using the following Gaussian normaliza-
tion equation:

d1i “
di ´ Y
6ˆ σ

`
1
2

(2.11)

where Y is the mean of all distances and σ is the standard deviation of pairwise distance
over all data. Y and σ are calculated as follows:

Y “

ř|d|
k“1 dk

|d|
and σ “

g

f

f

e

ř|d|
k“1pdi ´ Yq2

|d|

where |d| “ nˆpn´1q
2 .

After normalizing all pairwise distances, the CH will form the distance normalization
vector between each pair of sets as follows:

d1 “ td11pM
1
1,M

1
2q, d

1
2pM

1
1,M

1
3q, . . . , d

1
nˆpn´1q

2

pM1
n´1,M

1
nqu.

2.7.4/ DISTANCE-BASED AGGREGATION ALGORITHM

Algorithm 6 describes how the CH finds redundant sets of measures generated by sen-
sors then how it selects, among them, data sets to be sent to the sink. After normalizing
data sets based on Equation 2.11 (lines 2 to 11), the CH considers that two sets are
redundant if the normalized distance between them is less than the threshold td (line 12
and 13). Dist function in line 5 will be replaced by the distance function (Euclidean, Co-
sine, Camberra, etc. [14]) and can be calculated based on Equations 2.8 and 2.10 for
Euclidean and Cosine respectively. Then, for each pair of redundant set, the CH chooses
the one having the highest cardinality (line 18), then it adds it to the list of sets to be sent
to the sink (line 19). After that, it removes all pairs of redundant sets that contain M1

i or M1
j

from the set of pairs (which means it will not check them again). Finally, the CH assigns
to each set its weight (line 21) when sending it to the sink.
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Algorithm 6: Distance-based Redundancy Searching Algorithm
Require: Set of measures’ sets M1 “ tM1

1,M
1
2...M

1
nu, td.

Ensure: List of sent sets, L.
S ÐH

d ÐH // list of pairwise distance
3: for each set M1

i P M1 do
for each set M1

j P M1 such that j ą i do
compute DistpM1

i ,M
1
jq

6: d Ð d Y tDistpM1
i ,M

1
jqu

end for
end for

9: compute Y and σ for d
for each di P d do

d1i “ ppdi ´ Yq{p6ˆ σqq ` 0.5
12: if d1i ď td then

S Ð S Y tpM1
i ,M

1
jqu

end if
15: end for

L ÐH

for each pair of sets pM1
i ,M

1
jq P S do

18: Consider |M1
i | ě |M

1
j|

L Ð LY tM1
iu

Remove all pairs of sets containing one of the two sets M1
i and M1

j
21: wgtpM1

iq = number of removed pairs + 1
end for
return L

2.8/ PERFORMANCE EVALUATION

In order to study the efficiency of our proposed techniques, we developed a Java based
simulator that executes with real data collected from 46 sensors deployed in the Intel
Berkeley Research Lab [81]. Mica2Dot sensors with weather boards collect timestamped
topology information, along with humidity, temperature, light and voltage values once
every 31 seconds. The objective of these experiments is to confirm that the proposed data
agregation methods can successfully achieve desirable results for energy conservation,
data latency and data accuracy in different monitoring applications. Data were collected
using TinyDB in-network query processing system built on the TinyOS platform. In our
experiments, we used a file that includes a log of about 2.3 million readings collected
from these sensors. For the sake of simplicity, in this chapter we show only the results for
the temperature2. We assume that all nodes send their data to a common CH placed at
the center of the Lab. First, each node periodically reads real measures while applying
the local aggregation. At the end of this step, each node sends its set of measures with
weights to the CH which in its turn aggregates them using the three proposed methods.

We evaluated the performance of the techniques using the following parameters

(a) the threshold ε, defined in S imilar function. Its value is varying as follows: 0.03, 0.05,
0.07, 0.1.

(b) τ, the total number of measures collected by each sensor node during a period. It
2the others were done by the same manner and gave similar results
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will be varied as follows: 200, 500 and 1000.

(c) the distance threshold td while assigning the following values: 0.35, 0.4, 0.45 and 0.5.

(d) the threshold tJ of the Jaccard similarity function is fixed to 0.75.

(e) α, the false-rejection probability in the Anova model, is fixed to 0.01.

2.8.1/ DATA AGGREGATION AT THE SENSOR LEVEL

During the local aggregation, each sensor node searches the similarity between mea-
sures captured at each period and assigns for each measure its weight. Therefore, the
result of the aggregation in this phase depends on the chosen threshold ε, the number of
the collected measures in a period τ and the changes in the monitored condition. Fig. 2.3
shows the percentage of remaining data, or aggregated data, which will be sent to the
CH, with and without applying the local aggregation phase at the sensor level. At each
period, the amount of data collected by each sensor is reduced at least by 77% (and up to
94%) after applying the aggregation phase. Otherwise, the sensor node sends all the col-
lected data, e.g. 100%, without applying the aggregation phase. Therefore, our technique
can successfully eliminate redundant measures at each period and reduce the amount
of data sent to the CH. We can also observe that, with the local aggregation phase, data
redundancy among data increases when τ or ε increases. This is because the S imilar
function will find more similar measures to be eliminated in each period.
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Figure 2.3: Percentage of remaining data after applying local aggregation.

2.8.2/ DATA SETS REDUCTION

In this section, we show how the CH is able to eliminate redundant sets at each period
before sending them to the sink.

Fig. 2.4 shows the the percentage of the remaining sets that will be sent to the sink af-
ter eliminating the redundancy when applying Euclidean and Cosine distances, K-means
with Anova model (KAB) and Prefix-Frequency Filtering (PFF) techniques respectively.
First, we fixed τ and ε and we varied td as shown in Fig. 2.4a, then we fixed τ and td and
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varied ε as shown in Fig. 2.4b and, finally, we fixed ε and td and varied τ as shown in
Fig. 2.4c. Generally, the obtained results are dependent on the number of the redundant
sets. We notice that Euclidean and Cosine distances allow the CH to eliminate more
redundant sets, except when td is small (e.g. td “ 0.35 in Fig. 2.4a), at each period
compared to PFF and KAB techniques.
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(b) τ “ 500, td=0.4.

Euclidean
distance

Cosine
distance

KAB PFF

0

10

20

30

40

50

60

70

80

P
er

ce
nt

ag
e 

of
 s

et
s 

se
nt

 t
o 

th
e

si
nk

200 500 1000

(c) ε=0.07, td=0.4.

Figure 2.4: Percentage of sets sent to the sink after each period.

Several observations can be made based on the obtained results in Fig. 2.4:

• Using the Euclidean distance function allows the best data reduction comparing to
the Cosine function, Kab and PFF. It means that more redundant data sets were
found. This is due to the Euclidean distance condition which is more easier to be
satisfied than other conditions.

• The distance functions allow the CH to send 15% to 61% less of sets to the sink
compared to PFF, due to the flexibility of distances regarding the redundancy com-
pared to similarity functions. Similarly, KAB gives better results (36% to 49% less
of sent sets) compared to PFF in all the cases. This is because KAB searches
redundant sets in groups then sends one set of each group to the sink while PFF
searches them by pairs.

• The percentage of sets sent to the sink in Euclidean and Cosine distances de-
creases when td increases (Fig. 2.4a) while it is almost fix when ε or τ increases
(Fig. 2.4b and 2.4c).
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• PFF sends less percentage of sets to the sink when ε increases while it is almost
fix when using KAB technique (Fig. 2.4b). This is because the variance condition in
Anova is not dependent on ε like the Jaccard function in PFF.

2.8.3/ ENERGY CONSUMPTION AT THE CH LEVEL

Fig. 2.5 shows the energy consumption comparison at the CH when using distances
method, KAB and PFF techniques, in function of td in Fig. 2.5a, of ε in Fig. 2.5b and of
τ in Fig. 2.5c. Regarding the obtained results in Fig. 2.4, it is obvious that the distances
method gives the best energy consumption results. Subsequently, Euclidean distance
can reduce the energy consumed in CH up to 39% and up to 64% compared to the amount
of energy consumed using KAB and PFF respectively. Otherwise, Cosine distance can
reduce up to 33% and 60% of the energy consumption in the CH compared to that con-
sumed using KAB and PFF respectively. On the other hand, energy consumption in the
CH is reduced, using KAB technique, from 32% to 54% compared to that consumed using
PFF.
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Figure 2.5: Energy consumption at the CH level.

From Fig. 2.5 we can notice that :

• The Euclidean distance method decreases the energy consumption in the CH from
9% to 40% compared to the Cosine distance.
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• Using Euclidean and Cosine distances, the CH conserves more energy when td
increases (Fig. 2.5a).

• The PFF technique reduces the energy consumption in the CH when ε increases
(Fig. 2.5b).

2.8.4/ DATA LATENCY AND EXECUTION TIME

In this section, we compare the execution time required for the three data aggregation
methods when varying td, ε and τ respectively (Fig. 2.6). The execution time is depen-
dent on the normalization process of data sets in distances method, on the number of
iterative loops in k-means algorithm used in KAB technique, and on the number of can-
didates generated in PFF. The obtained results show that KAB significantly outperforms
the other methods in terms of computation, in all cases. This is because, searching the
groups of redundant sets in KAB requires less computation time compared to the com-
putation time required for comparison by pairs used in distances and similarity methods.
Consequently, KAB can accelerate the execution time at the CH from 23 to 57 times com-
pared to distances and from 14 to 26 compared to PFF. On the other hand, PFF can
accelerate the execution time at the CH twice faster than distances method; the reason
for that is the normalization used in Euclidean and Cosine distances which needs to cal-
culate all distances between pairs of sets while PFF only searches the similarity between
the generated candidate pairs.

Several observations can be made based on the results shown in Fig. 2.6:

• The Euclidean distance decreases the execution time at the CH more than the
Cosine distance. This is due to the complexity of the calculation of Cosine distance
(Equation 2.10) compared to the Euclidean distance (Equation 2.8).

• The execution time required for both distances is almost fix when varying td
(Fig. 2.6a). This is because both distances must normalize all data sets indepen-
dently from td value.

• The data latency at the CH is optimized when ε increases, in all methods (Fig. 2.6b).
This is because the cardinality of the data sets decreases when ε increases thus
the computation between sets decreases as well.

• The CH requires, with the three aggregation methods, more execution time when
τ increases (Fig. 2.6c). This is because the cardinality of sets increases which
requires more time to be processed.

2.8.5/ DATA ACCURACY: AGGREGATION ERROR

Data accuracy is an important factor in WSNs which represents the measures “loss rate”.
In our simulation, data accuracy has been evaluated based on the percentage of loss
measures at the CH. We compute the ratio between the number of the collected measures
by all sensor nodes whose values (or similar values) do not reach the sink, over the
whole collected measures. Fig. 2.7 shows the results of data accuracy for the three data
aggregation techniques for different values of td, ε and τ. We can notice that PFF gives
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Figure 2.6: Execution time at the CH.

the best results for data accuracy, 2.81% in the worst case, compared to the Euclidean (up
to 12.52%) and Cosine (up to 21.75%) distances and KAB technique (up to 33.8%). The
reason for this is that the Jaccard function used in PFF is a strong constraint regarding the
loss measures compared to distance and variance constraints which are more flexible.
We can also notice that, Euclidean and Cosine distances conserve the integrity of the
information more than the KAB technique. Indeed, KAB sends one set among a group of
sets to the sink which increases the loss of measures. It is important to know that with
KAB technique, the objective is to send the minimum amount of data to the sink, which
allows decision makers to take the correct decision based on the received information.

The following observations can be made based on the results obtained in Fig. 2.7:

• The Euclidean distance conserves the integrity of data more than Cosine distance
in all cases. This is due to the equation of Cosine distance which eliminates the
sets that have high cardinality.

• The loss of measures using Euclidean and Cosine distances increases when td in-
creases (Fig. 2.7a). This is because the CH eliminates more sets when td increases
(see results in Fig. 2.4).

• The data accuracy, in distances and KAB techniques, increases when ε increases
(Fig. 2.7b) or τ decreases (Fig. 2.7c). On the other hand, using PFF, the data
accuracy decreases when ε or τ increases.
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Figure 2.7: Data accuracy.

2.8.6/ FURTHER DISCUSSIONS

In this section, we give further consideration to our proposed techniques. We compare the
obtained results while applying the three proposed methods. We give some directions as
to which method should be chosen, under which conditions and in which circumstances
of the application.

From the energy preserving point of view, the three proposed methods significantly
reduce the energy consumption (Fig 2.5). Furthermore, we can observe that the distance
methods conserve more energy compared to the K-means with Anova model and the
similarity methods. Subsequently, it reduces up to 39% and 64% of the energy of the CH
compared to KAB and PFF respectively. Therefore, the Euclidean distance function is the
best solution when conserving energy becomes primary. This can be applied when the
batteries of sensor nodes reach their lowest levels.

From the data latency point of view, we deduce that the k-means with Anova (KAB)
method gives the best result in terms of execution time and data latency, compared to
distance and similarity methods. Subsequently, KAB can accelerate the execution time at
the CH up to 57 and 26 times compared to the best results obtained using distances and
PFF. These results are logical because, searching the groups of redundant sets using
KAB has a weak complexity compared to search them in pairs using distances methods
or in candidates using PFF. Consequently, when the priority for the application is to deliver
data to the sink regardless the aggregation error, the KAB method is more suitable.
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From the data accuracy point of view at the CHs, the sets similarity method can save
the integrity of the collected data with the minimum loss, e.g. up to 2.81%. On the other
hand, the distance method gives better results in terms of data accuracy compared to the
KAB method. Hence, if the application does not permit flexibility regarding data accuracy,
the similarity functions method is more suitable; else, distance functions and KAB meth-
ods can be used as a compromise between energy saving and data accuracy flexibility.

To summarize this section, Table 2.1 presents the characteristics of each method re-
garding energy consumption, data latency and accuracy, and the complexity of each of
the proposed methods.

Energy
consumption
conserving

Data
latency

Data
accuracy

Complexity

Euclidean distance very good medium good O(n2)
Cosine distance good medium medium O(n2)

KAB good very good low O(n)
PFF low good very good O(nˆ logpnq)

Table 2.1: Comparison between distance functions, KAB and PFF techniques.

Remark 6: Other results

To confirm their efficiency, the proposed techniques were also applied on real
underwater data collected from the ARGO project [82] and on a real experimen-
tation test-bed. Real Crossbow telosb motes were deployed in our laboratory
collecting temperature, humidity and light measures. Furthermore, these tech-
niques were compared to other data aggregation and compression techniques.
The obtained results, which are not presented in this document, are very similar
to those presented in this chapter which indicate the efficiency of our techniques.
For more details please refer to [11, 13, 14].

2.9/ CONCLUSION

Data aggregation is very essential for WSNs where the huge amounts of data collected
by the sensors need to be minimized. In this chapter, we studied three different data ag-
gregation techniques for clustering-based large-scale sensor networks. After eliminating
redundant data collected by each sensor, we propose three different data aggregation
methods allowing CH to eliminate redundant data sets generated by neighboring sensor
nodes. The proposed methods are based respectively on the sets similarity functions,
the K-means algorithm applied with one-way Anova model and the distance functions.
We have demonstrated through experiments on real data measures the efficiency of the
proposed techniques in terms of energy consumption, data latency and accuracy.



3
MULTI-SENSOR DATA FUSION:

E-HEALTH APPLICATION

Wireless Sensor Networks (WSNs) are deployed in a zone of interest with the purpose of
monitoring the environment and detect events of interest. However, many challenges are
addressed in WSNs such as limited energy resources, early detection of important events
and fusion of large amount of heterogeneous data in order to take decisions. Data fusion
is the process of combining raw data from the various sensor nodes to obtain information
of higher quality and make more accurate decisions. In this chapter, we propose two data
fusion techniques that uses fuzzy set theory and fuzzy inference system to combine data
from multiple sensors at the coordinator level. Although our proposed methods can be
used in several monitoring applications, in this chapter we will take e-health and Wireless
Body Sensor Networks (WBSNs) as context of application. Our objective is to find the
severity level of the patient’s health condition based on his/her vital signs scores. The
proposed techniques are evaluated on real healthcare data-sets and the results show
that they assessed the health condition of different Intensive Care Unit (ICU) patients and
overcome existing work in terms of energy consumption and data transmission reduction.

3.1/ INTRODUCTION

WSNs are deployed to collect and process data from the environment in order to have
a better understanding of the monitored phenomenon, to detect events and to take the
proper decision whenever needed. After data gathering, a fundamental issue to be stud-
ied in WSN is data fusion. In this situation, data fusion is the way to process and combine
the collected data to help users making accurate decisions and obtaining information
of greater quality about the events of interest. Data fusion in WSN is commonly used
in different application domains, such as military applications, environmental monitoring,
Health monitoring, robotics, etc. [83]. However, the application we consider in this chapter
is that of e-health while using wireless body sensor networks (WBSN).

In the paste few years, WBSNs emerged as a low cost solution for healthcare applica-
tions. This technology ensures a remote and continuous monitoring of the patient’s health
condition, therefore reducing healthcare expenditures [84]. Most popular and needed
monitoring scenarios include the surveillance of the elderly in nursing homes and in-home
monitoring of chronic or acutely ill patients, especially after a surgical intervention. Many
applications have been addressed in the literature so far such as gait analysis, monitoring

75
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vital signs [85], daily activities [86], fall detection systems and stress evaluation systems
[87, 88].

Figure 3.1: WBSN Architecture

The WBSN consists of biosensor nodes and a coordinator (cf. Figure 3.1). First, the
nodes are placed on the patient’s body and they continuously sense vital signs such as
the oxygen saturation, the respiration rate, the skin temperature, etc. [89, 90]. We sup-
pose that each biosensor node only senses one vital sign. Second, the coordinator can be
the patient’s smartphone, pda or any other portable devices [91]. It receives the collected
physiological data in order to perform the multi-sensor data fusion and routinely takes de-
cisions and when emergencies occur. Such emergencies are called critical events since
they are triggered when abnormal variations, such as an increase in the heart rate indi-
cating a tachycardia or a decrease in the heart rate indicating a bradycardia, of the vital
signs are detected. Moreover, the coordinator alerts the patient when critical events are
detected and sends the collected data and the taken decisions to the medical center or
any other destination for storage and further analysis [92].

Like traditional WSN several challenges arise in WBSNs. The energy consumed by
the biosensor nodes for sensing and transmitting is a highly critical issue, since important
physiological variations can be missed out and the data fusion process can be affected
if one or more biosensor nodes are dead [93]. Furthermore, the fusion of large amounts
of heterogeneous data collected by several biosensor nodes is another challenge in such
networks. It enables the coordinator to represent the global situation of the patient and
consequently take the corresponding decision.

Several data analysis and processing approaches in WBSNs for anomaly detection,
prediction and decision making [94, 95] have been proposed in the literature so far. In
the majority of these approaches the data fusion techniques require either offline training,
high computation resources or do not take into consideration the energy consumption on
the sensor nodes level. In this chapter we study the problem of monitoring and fusing the
vital signs of a patient in order to determine the severity of his/her health condition while



Multi-sensor Data fusion: e-health application 77

taking into consideration data reduction for energy consumption requirements. Two data
fusion techniques will be presented:

1. The first data fusion scheme uses Fuzzy set theory [96] and a decision matrix.
Thus, the coordinator generates appropriate decisions according to the health sta-
tus of the monitored patient by combining information from various biosensors. The
raw data received during consecutive periods are aggregated using fuzzification
procedures. Then, the decision having the closest feature values to the aggregated
data set is selected from a decision matrix.

2. The second multi-sensor data fusion approach is proposed by defining the input
membership functions in terms of the number of vital signs of interest [97]. Fuzzy
sets are used to deal with uncertainties and ambiguities and a Fuzzy Inference
System (FIS) to map the aggregate score of vital signs to the patient’s risk level.
We believe that this model is very promising since it is a flexible knowledge-based
model and does not require any training. Furthermore, it takes into consideration
the uncertainty and the ambiguity that exist in medical data (such as vital signs) that
are collected through fuzzy sets and assesses patients’ health condition following a
human reasoning logic through the fuzzy inference system.

In a second step, a Health Risk Assessment and Decision-Making algorithm (Health-
RAD) is proposed. It is implemented on the coordinator of the WBSN that is deployed on
the patient’s body. Health-RAD employs the proposed multi-sensor data fusion model. It
assesses the patient’s health condition routinely and each time a critical situation is de-
tected and consequently makes an appropriate decision. We evaluate our approach on
real healthcare data-sets and compare it with existing approaches. The results demon-
strate the robustness and accuracy of the proposed approach.

The remainder of the chapter is organized as follows. Section 3.2 presents the related
work. Section 3.3 presents some background work related to WBSN and vital signs
data acquisition. The two multi-sensor data fusion methods are explained respectively in
sections 3.4 and 3.5. Then, the health risk assessment and decision-making algorithm is
presented in section 3.6. Experimental results are shown and discussed in section 3.7.
Finally Section 3.8 concludes this chapter.

3.2/ RELATED WORK

Multi-sensor fusion in WBSN is currently gaining more and more attention since it intro-
duces many advantages in a network that suffers from many limitations such as : data
loss, inconsistency and affected sensor samples. It has the potential to reduce uncer-
tainty by increasing the confidence of the collected data and the inferred decisions as
well as enhancing the robustness of the healthcare application [98]. Assessing the health
condition of a patient suffering from a particular disease or an acutely-ill patient, such as
in our scenario, requires a continuous collection of multiple vital signs in order to form a
complete view of the patient’s situation and perform an accurate health assessment. To
this end, multi-sensor fusion is a must to combine and infer heterogeneous data.

Diverse applications based on WBSNs, existing in the literature, propose multi-sensor
data fusion techniques such as activity recognition applications, mental health related
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applications and health monitoring applications.

• Activity recognition: Many researchers have proposed approaches to recognize ac-
tivities by relying on multi-sensor fusion [99, 100, 101]. For instance, the authors
in [102] have studied the sensor fusion impact on activity recognition in order to
determine the best combination of sensors and their positions. Feature extraction
and selection accompanied by different supervised classification methods are com-
pared.

• Mental health: [85] has proposed a physiological signal classification technique
based on multisensor data fusion and case-based reasoning in order to asses the
stress level of the individual being monitored. The matching between cases is done
using fuzzy logic [88]. A smartphone-based driver safety monitoring system is pro-
posed in [103]. This system is based on data fusion and uses a fuzzy Bayesian
network to classify the drowsiness level of the driver.

• Health monitoring: the authors in [104] have designed an algorithm combining sen-
sor selection and information gain allowing a better management of the WBSN. The
information gain is defined as the minimum compact set of features required to iden-
tify a disease. [105] has proposed a physiological data fusion model for multisensor
WHMS called Prognosis. The proposed model generates the prognoses of the
patient’s health conditions using fuzzy regular language and fuzzy finite-state ma-
chine. A framework that performs real-time analysis of physiological data in order to
monitor people’s health condition is proposed in [106]. The framework determines
the severity level of the patient being monitored by computing a global risk. It uses
historical data and data mining techniques for model building and performs real-time
analysis of the collected vital signs measurements. It has been tested on intensive
care unit datasets and the results show that simple K-means has acceptable results
and can be used as a clustering algorithm. However, energy consumption due to
continuous sensing and transmission was not taken into consideration and the net-
work lifetime was not studied. Furthermore, the health assessment is based on the
offline training phase which requires enough medically validated datasets.

We chose to compare our proposed multi-sensor fusion approach to the approach
presented in [106] in terms of accuracy given that the same problem is targeted: patient
health assessment. Both approaches ensure a continuous and real-time assessment of
the severity level of the patient’s health condition based on vital signs monitoring using a
WBSN. Furthermore, our complete framework, including the data collection and fusion, is
compared to the framework presented in [106] to demonstrate the effect of data reduction
on the fusion and the energy consumption in the WBSN.

3.3/ BACKGROUND

In this section, early warning score systems are presented and the data collection tech-
nique which we have adopted in the proposed framework. The former is used by the
sensor nodes and the coordinator to assess vital signs. The latter is a previously pro-
posed in Chapter 1 which reduces the amount of sensed and transmitted data to the
coordinator, thus extending the network’s lifetime.
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3.3.1/ EARLY WARNING SCORE SYSTEM

An early warning score system (EWS) is a chart used by emergency medical services
staff in hospitals to determine the severity level of a specific illness that patients are
suffering from or more generally to ascertain their heath status. It is used as a systematic
protocol for the measurement and recording of the vital signs. Afterwards, the vital signs
are weighed and aggregated in order to allow an early recognition of patients who are
subject to an acute illness or those whose health condition is deteriorating [107]. For each
vital sign, a normal healthy range is defined. Values outside of this range are allocated
a score according to the magnitude of the deviation from the normal range. The score
weighing reflects the severity of the physiological disturbance. Since our approach aims
at early detecting emergencies, such scoring systems can give the biosensor nodes the
ability to locally detect criticalities and only send the important changes in vital signs to
the coordinator by computing their scores.

National Early Warning Score (NEWS)*
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Level of
Consciousness

Oxygen
Saturations

Any Supplemental
Oxygen

≤40 41 - 50 51 - 90 91 - 110 111 - 130 ≥131

≤35.0 35.1 - 36.0 36.1 - 38.0 38.1 - 39.0 ≥39.1

≤90 91 - 100 101 - 110 111 - 219 ≥220
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21 - 24 ≥25

≤91 92 - 93 94 - 95 ≥96
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*The NEWS initiative flowed from the Royal College of Physicians’ NEWS Development and Implementation Group (NEWSDIG) report, and was jointly developed and funded in collaboration with the
Royal College of Physicians, Royal College of Nursing, National Outreach Forum and NHS Training for Innovation

© Royal College of Physicians 2012

Please see next page for explanatory text about this chart.

Figure 3.2: Early Warning System

Figure 3.2 shows the National EWS (NEWS) which has been used in our work. NEWS
is standarized and employed in hospitals in the United Kingdom (UK) for the assessment
of acute-illness severity [108]. For example, as shown in Figure 3.2, if the respiration rate
is between 12 bpm and 20 bpm then the measurement is given a score of 0 indicating
that it is in the normal range. However, if the measurement is outside of this range a
score of 1, 2 or 3 is given to it according to its level of severity/criticality. For example, if
the respiration rate is between 21 bpm and 24 bpm then a score of 2 is given to it. In our
work, we have used the measurement ranges defined by NEWS to compute the scores
of any of the following vital signs: the respiration rate, oxygen saturation, temperature,
systolic blood pressure and heart rate.

3.3.2/ DATA COLLECTION

In this section, we adapted the adaptive sampling algorithm presented in Chapter 1 to
be executed at the biosensor level. Our goal is to reduce the amount of sensed data
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by the biosensor node as well as the transmitted measurements to the coordinator [15].
Each biosensor node adapts its sampling rate according to the dynamic evolution of the
monitored vital sign and its monitoring importance. This is done using the Fisher Test
with One-way ANOVA to study the inter-variances (SF) and the intra-variances (SR) of
the collected measurements in m consecutive periods. We define the variable r0 as the
risk level of a vital sign. It represents the monitoring importance given to the vital sign
regarding to the patient’s health condition such that r0 P r0, 1s. The greater the value of r0

is, the more the vital sign is considered critical and the lower its value is, the less the vital
sign is considered critical. Having the Fisher Test result F and the risk level r0, a Quadratic
Bezier curve is used as a Behavior Function (BV) to assign the appropriate sampling
rate for the following period [109]. On the other hand, our proposed algorithm reduces
the transmission by reducing the amount of measurements sent to the coordinator. The
biosensor node uses an EWS to detect changes in the state of the monitored vital sign.
These changes can indicate a normal state or different levels of criticality. Therefore, the
biosensor node sends a measurement each time there is a change in the score indicating
an increase or a decrease in the level of criticality.

Algorithm 7: Local Emergency Detection with Adaptive Sampling Algorithm
Require: m (1 Round = m periods), Rmax (maximum sampling rate), r0, α
Ensure: Rt (instantaneous sampling rate), N Number of sensed measurements.

Rt Ð Rmax

2: while Energy ą 0 do
for each round do

4: for each period do
takes and sends first measurement r0

6: gets score S of r0
takes measurements ri at Rate Rt

8: gets score S i of measure ri

if S i!=S then
10: sends measurement ri

S “ S i

12: end if
end for

14: compute S R, S F and F.
if N ă m then

16: Rt Ð Rmax

else
18: find Ft given α such that Ft “ Fαpm´ 1,N ´ mq

if F ă Ft then
20: Rt Ð BVpF, Ft, r0,Rmaxq

else
22: Rt Ð Rmax

end if
24: end if

end for
26: end while

In the following, we assume that all the biosensor nodes run Algorithm 7. All of them
have one common period p, at the beginning of which the 1st sensed measurement is
sent to the coordinator. During p, a biosensor node senses a measurement at a rate Rt

and only sends it if its score is different from the last measurement sent to the coordinator.
At the end of each round R “ m ˆ p where m P N˚, the sampling rate of the biosensor
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is adapted using the BV function. The latter takes as parameters the maximum sampling
rate Rmax (corresponding to the total of samples in a period), the risk level r0, the result
of the Fisher Test F and the critical F-value Ft as defined by the Fisher Test table for a
given Fisher risk α. Noting that Rmax and r0 are parameters to be medically judged by
the healthcare experts based on the monitoring requirements for a given patient. Further
details concerning the energy-efficient data collection technique can be found in [15, 109].

3.4/ MULTI-SENSOR DATA FUSION MODEL USING DECISION MA-
TRIX AND FUZZY SET THEORY

In this section we present a data fusion technique which allows the coordinator to gen-
erate appropriate decisions according to the health status of the monitored patient by
combining information from various biosensors. The raw data received during consecu-
tive periods are combined using fuzzification procedures. Then, the decision having the
closest feature values to the combined data set is selected from a decision matrix.

3.4.1/ DATA FUSION AND DECISION MAKING

We assume one sensor is activated to monitor one of the features of interest. Assuming
there are m features to be monitored, there will be m sensors with the ith sensor observing
feature Fi. The m readings are to be aggregated by the data fusion processor to reach
a decision concerning the occurrence of an event of interest (e.g. an infraction or an
emergency assessment).

We consider that each coordinator fusion processor is provided with a local decision
matrix D defined as:

D “ rD1,D2, ...,Dns

where Dk is a vector of score values corresponding to feature values (r f1,k, f2,k, ..., fm,ks)
and supporting decision dk.

As an example, let us consider an application where a sensor network is used for the
detection if any supplemental oxygen must be given to the patient or not. The set of
monitored features may consist of the following:

F1: Respiration Rate
F2: Oxygen Saturation
F3: Heart Rate

The decisions are:

d1: supplemental oxygen is needed
d2: no supplemental oxygen is needed

A decision matrix can be defined based on any early warning score system. We chose
the national early warning score (NEWS) [58] as an example (the elements of the matrix
corresponds to the score (NEWS) see figure 3.2 ):
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Where fi j is the score of decision d j corresponding to feature Fi.

The above example decision matrix indicates that if feature F1 (Respiration Rate) is
between 9´ 11, feature F2 (Oxygen Saturation) is between 92´ 95, and F3 (Heart Rate)
is greater than 91 and less than 110 then decision d1 is taken (i.e., supplemental oxygen is
needed); and if F1 (Respiration Rate) is between 12´ 20, feature F2 (Oxygen Saturation)
is greater or equal to 96, and F3 (Heart Rate) is greater than 91 and less than 110 then
decision d2 is taken (i.e., no supplemental oxygen is needed).

Given an actual sampling vector S collected by m sensors during one period and com-
posed of m scores corresponding to m readings/features is represented as follows:

S “ rs1, s2, ..., sms

The coordinator node takes decision d j so that:

m
ÿ

i“1

p fi j ´ siq
2 ď

m
ÿ

i“1

p fik ´ siq
2 (3.1)

for all decisions dk and for all k going from 1 to n.

Note that
řm

i“1p fik ´ siq
2 is a measure of how close the actual data collected by the

sensors is to the feature values expected to support decision dk. Then, we define the
strength of a decision dk, S trk, as the inverse of the Cartesian distance as follows:

S trk “
1

řm
i“1p fik ´ siq

2
(3.2)

The smaller the distance
řm

i“1p fik ´ siq
2 of the data reading scores S to the feature

values expected to supported decision dk, the stronger the decision.

These decisions can be taken at one period, where only one set of reading is sent
to the coordinator. Otherwise, in WBSN the decision is taken based on several reading
values corresponding to several number of periods. In the next section, we describe
how we use fuzzy sets in order to allow the coordinator to make a decision based on
instantaneous and previous data readings.

3.4.2/ SEVERAL DATA SETS FUSION

We start this section by a brief overview of fuzzy sets.

3.4.2.1/ OVERVIEW ON FUZZY SETS

”Fuzzy sets are sets whose elements have degrees of membership” [59]. A fuzzy set
is composed of a set U and a membership function M : U Ñ r0, 1s. The membership
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function is a generalization of the characteristic function of an ordinary set.

For each x P U, the value Mpxq is called the grade of membership of x in pU,Mq. It
denotes the degree to which the element x is a member of fuzzy set U.

For an ordinary set U “ tx1, ..., xnu, we have :

Mpxq “

#

1, if x P U
0, otherwise

Then x is called not included in the fuzzy set of U if Mpxq “ 0, x is called fully included
if Mpxq “ 1, and x is called a fuzzy member if 0 ă Mpxq ă 1. For fuzzy set, 0 ď Mpxq ď 1.
For notational convenience, we do not distinguish between the membership function and
the fuzzy set itself. Therefore, the membership function M is the fuzzy set of U. When
the set U “ tx1, ..., xnu is finite, we represent fuzzy set M as M “ tMpx1q{x1, ...,Mpxnq{xnu,
where, M(x) denotes the degree to which x belongs to M or the confidence of the belief
that x belongs to M.

3.4.2.2/ DECISION MAKING AFTER SEVERAL READINGS

As in the one period readings case, the coordinator uses a decision matrix: D “

rD1,D2, ...,Dns, where Dl is a score vector for features r f1l, f2l, ..., fmls of the ideal score
values supporting decision dl. Ideally, if the score values computed by the coordinator
(based on its sensor readings) are exactly equal to vector Dl, then the coordinator (i.e.,
the data fusion processor) should take the decision dl. However, in the case of several
readings sets the computed score values are not the same and will not all match exactly
any of the vectors of D. The objective of our decision making process is to select the
decision that matches best the computed scores values.

After p periods each sensor took p readings corresponding to p scores of each feature
F. This forms a set of scores S pFq “ ts1, s2, ..., spu of the feature F. Then, we define
the frequency Freqpsq of the score s as the number of the subsequent occurrence of
the same score in the same set S pFq. For instance, if after 6 readings of the feature F
(respiration rate) we obtain S pFq “ t1, 1, 0, 1, 0, 2u then we have Freqp0q “ 2, Freqp1q “ 3
and Freqp2q “ 1.

Let S “ rŝ1, ŝ2, ..., ŝms be a set of fuzzy membership functions computed by the co-
ordinator based on its sensor readings, where ŝi is the membership function for feature
Fi. Note that each ŝi is a fuzzy membership function computed using the procedure
described in the previous section. Using the notation of the previous section:

ŝi “ tMpsi1q{si1, ...,Mpsipq{sipu

In this approach we define the membership function as:

Mpsikq “
Freqpsikq

řp
j“1 Freqpsi jq

. (3.3)

and the strength of decision dl as:
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S trl “ minm
i“1pmaxq

k“1pMpsikqe´psik´ filq2qq (3.4)

where q “ |ŝ| of feature m.

Noting that the min function produces the weakest link among a set of series links and
the max function generates the strongest link among a set of parallel links. We use the
max function to weed out readings that either have low confidence level or large distance
to the ideal value for each feature. Then, we use the min function to represent the strength
of a decision with the strength of its weakest feature reading. Other aggregate functions
such as the mean can also be used instead of the min and the max functions.

As an example, let us assume the decision matrix below with 2 features F1 and F2
and decisions d1, d2, and d3:

¨

˚

˚

˝

d1 d2 d3
´´ ´´ ´´

1 3 0
2 0 1

˛

‹

‹

‚

Assume that the coordinator got the following feature membership values based on its
sensor readings and using the fuzzification procedure of the previous section:

ŝ1 “ t0.8{1, 0.2{3u

ŝ2 “ t0.6{0, 0.4{2u

Intuitively, the readings can support decisions d1, d2 and d3 since d1 and d2’s values
match the readings values but with different levels of confidence and d3’s values are close
to the reading values. However it is clear to see that d1 should be the strongest since
its values are the closest to the readings with the highest confidence levels. Applying
equation 3.4, we get the strength of each decision:

S tr1 “ minrmaxp0.8e´p1´1q2 , 0.2e´p3´1q2q,maxp0.6e´p0´2q2 , 0.4e´p2´2q2qs

S tr2 “ minrmaxp0.8e´p1´3q2 , 0.2e´p3´3q2q,maxp0.6e´p0´0q2 , 0.4e´p2´0q2qs

S tr3 “ minrmaxp0.8e´p1´0q2 , 0.2e´p3´0q2q,maxp0.6e´p0´1q2 , 0.4e´p2´1q2qs

Then we find : S tr1 “ 0.4, S tr2 “ 0.2 and S tr3 “ 0.22. Based on the above results,
decision d1 is the strongest, which intuitively is what we expected, while decision d2 and
d3 are weaker, with d2 slightly weaker than d3.

3.5/ MULTI-SENSOR DATA FUSION MODEL USING FUZZY INFER-
ENCE SYSTEM

In this section, we present our second multi-sensor data fusion model based on a Fuzzy
Inference System (FIS). This method has as inputs N vital signs collected by N biosen-
sor nodes and as an output the assessment of the patient’s health condition which we
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represent by the patient’s risk level. In terms of data processing level of abstraction, the
proposed model can be classified under the feature-level fusion category [98].

Figure 3.3 shows the architecture of the proposed model which is composed of the
following blocks: the extraction of the up-to-date scores, their aggregation, the mapping
to the patient’s risk level using a FIS and finally the decision selection. The proposed
multi-sensor data fusion approach including all the mentioned blocks (cf. Figure 3.3) is
performed by the coordinator of the WBSN. A FIS can determine the patient’s risk level
using the information it has about how much the patient’s health condition is critical. Fuzzy
logic is a widely used technique for representing ambiguity in high-level data fusion tasks
[110, 111]. Medical data such as vital signs and physiological signals are characterized
by uncertainty and ambiguity given that sensor nodes collecting these types of signals
are subject to interference, noise and faulty measurements. Moreover, medical data are
interpreted in a human reasoning way which enforces the ambiguity presented in such
data. Thus, membership functions (MFs) are defined for the input and the output of the
FIS and human-language rules are set. In our technique we generalize the membership
functions of the input of the FIS in order to make it more flexible and applicable for any
number of monitored vital signs.

In the following, we first discuss the extraction of the up-to-date scores which is per-
formed at regular time intervals. Then, we discuss the input of the FIS being the aggre-
gate score and its fuzzification as well as we discuss its output being the patient’s risk
level. Finally, the whole fuzzy inference system is discussed including the fuzzy rule base
as well as the decision-making process.

Figure 3.3: Architecture of the Multi-sensor Data Fusion Model

3.5.1/ UP-TO-DATE SCORE

The biosensor nodes running the data gathering algorithm keep the coordinator updated
with changes in vital signs (cf. Algorithm 7). The latter receives several measurements for
each vital sign during one round R where R “ mˆ p, m P N˚. It calculates the up-to-date
score st for each vital sign at instant t using an EWS as follows:

st “
st´1 ` scoret

2
(3.5)
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with s0 “ score0 and where score0 is the score of the first measurement sent during
round R, scoret is the vital sign’s instantaneous score at time t and st´1 is the score
calculated at time t ´ 1. Therefore, the instantaneous score scoret and the score st´1,
representing the history of the vital sign, are given equal weights. For example, suppose
that biosensor B1 sends a score of zero at instant t “ 0. While no other measurement is
received during round R, the score st of the vital sign is equal to zero. However, if a new
score scoret “ 1 is received at time t, the new st would become 0.5 according to equation
(3.5). Supposing that no other measurement is received until the end of round R (stable
score), if the coordinator updates the vital sign’s score st each δt, then st will converge to
1 depending on δt and the remaining time until the end of round R such as:

lim
st´1Ñb

st “ lim
st´1Ñb

st´1 ` b
2

“ b (3.6)

where b represents the value of the stable score. Thus, the persistence of a vital sign
in the same critical level contributes in the scoring and instantaneous measurements,
presenting a deviation, have a lower impact on the scoring.

3.5.2/ AGGREGATE SCORE

Health experts and doctors use the aggregate score of the monitored vital signs of a given
patient in order to assess his/her health condition. This total score represents the early
warning score. It allows them to determine the criticality level of the patient’s condition
as well as the intervention mode that should be adopted [108]. The aggregate score is
used in our approach as an input into the FIS in order to get as an output the patient’s
risk level. It is calculated as follows:

AggS core “
N
ÿ

i“1

si (3.7)

where si is the up-to-date score (see equation 3.5) of the ith vital sign during a round R
and N is the number of monitored vital signs (biosensors).

The analysis and the interpretation of medical data is ambiguous and vary from one
subject to another, thus we believe that the assessment of the patient’s health condition
should be done using fuzzy theory. The input of the FIS is the aggregate score AggS core
(see equation 3.7). First, the input is fuzzified using 3 fuzzy membership functions: Low,
Medium and High. Then, the process of determining the patient’s risk level is executed
using a set of fuzzy logic rules.

The aggregate score fuzzy membership functions f1pxq (Low), f2pxq (Medium) and f3pxq
(High) are defined as follows:

f1pxq “

$

’

&

’

%

1, x ď 1
1

1´N x` N
N´1 , 1 ď x ď N

0, otherwise

(3.8)
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Figure 3.4: Aggregate Score Membership Functions

f2pxq “

$

’

&

’

%

1
N´1px´ 1q, 1 ď x ď N

1
1´N px` 1´ 2ˆ Nq, N ď x ď 2N ´ 1
0, otherwise

(3.9)

f3pxq “

$

’

&

’

%

2p x
N ´ 1q, N ď x ď 3

2 N
1, x ě 3

2 N
0, otherwise

(3.10)

where x represents the aggregate score AggS core and N is the number of monitored
vital signs. The definition of these functions was inspired by EWS and the medical
analysis carried out by doctors when assessing vital signs and physiological measure-
ments. Figure 3.4 shows the MFs for N “ 5 vital signs. The aggregate score is Low if
0 ă AggS core ă 5, Medium if 1 ă AggS core ă 9 and High if AggS core ą 5.

3.5.3/ PATIENT RISK LEVEL

As previously mentioned, the objective of this multi-sensor fusion model is to determine
the patient’s risk level according to the received measurements of the vital signs which
are represented by the aggregate score. The patient’s risk level r is expressed using a
quantitative variable and can range from 0 up to 1. It represents the severity of the pa-
tient’s health condition. The higher the risk value, the more critical/severe the patient’s
health condition is. The following fuzzy membership functions are defined for the eval-
uation of the risk level: Low-Risk, Medium-Risk and High-Risk as shown in Figure 3.5.
A patient is at low risk if 0 ă r ă 0.5, at medium risk if 0.2 ă r ă 0.8 and at high risk if
0.5 ă r ă 1.

3.5.4/ FUZZY INFERENCE SYSTEM (FIS) AND DECISION-MAKING

Figure 3.6 shows the FIS and decision selection blocks of the proposed multi-sensor data
fusion model. Having measurements from the N biosensors, the patient’s risk level is
computed in order to make a decision. The latter is some predictive or corrective advice
given to the patient and could be a trigger to a specific action. The input of the FIS is the
aggregate score AggS core of the N monitored vital signs (cf. section 3.5.2). Its output is
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Figure 3.5: Patient Risk Level Membership Functions

the patient’s risk level. It uses the fuzzy membership functions described in section 3.5.2
and the fuzzy rule base given by health experts or doctors to map the input to the output.

Figure 3.6: Fuzzy Inference System and Decision Selection Blocks

The fuzzy rule base is shown in Table 3.1. For example Rule 1 is: if the aggregate score
is Low then the patient’s risk level is Low-Risk. Finally, the risk level is defuzzified using
the centroid method to obtain a crisp patient’s risk level r. A decision, some advice or
even an action is selected based on the value of r. It is selected from an association table
between the patient’s risk values and the decisions (c.f. Table 3.2). Such a table is set by
healthcare experts. The decisions/advices include for example: rest, take medicine, call
the doctor etc. depending on the trigger level. For example if 0 ď r ă 0.2 then decision 1
is taken.

Table 3.1: Fuzzy Rule Base

Rule No. Agg Score Patient Risk Level
1 Low Low-Risk
2 Medium Medium-Risk
3 High High-Risk
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Table 3.2: Example of an Association Table between patient risk values and decisions

Decisions Risk value range
d1 r ă 0.25
d2 0.25 ď r ă 0.4
d3 0.4 ď r ă 0.6
d4 0.6 ď r ă 0.8
d5 r ě 0.8

3.6/ HEALTH RISK ASSESSMENT AND DECISION-MAKING ALGO-
RITHM

A Health Risk Assessment and Decision-Making (Health-RAD) algorithm at the coordi-
nator level (cf. Algorithm 8) is proposed based on the data fusion model explained in the
previous section. The coordinator receives the measurements sent by different biosensor
nodes running Modi f ied LED˚. Its role is to perform the multisensor data fusion in order
to obtain meaningful information about the patient’s health condition which is represented
by the patient’s risk level r. Depending on the value of r, some advice or a decision is
given to the patient. The coordinator sends the collected data and the taken decisions to
the medical center.

Algorithm 8: Health Risk Assessment and Decision-Making (Health-RAD) algorithm
Require: R (monitoring period (round) = m ˚ p), m and p

for each round do
S 0 “ S core0
Reset AggS core

4: Read received measurement
Compute S i for biosensor Bi

Update S t and S coret

if S corei! “ 0 then
8: Send query to the other biosensors asking for measurements at current time

Compute s for all biosensors and update S t and S coret

Take Decision using fuzzy procedure
Calculate AggS core

12: Compute Patient Risk Level
Select Decision

end if
end for

16: Take global decision at the end of monitoring period (round)

The coordinator operates in rounds where round R “ mˆp and where p is the common
period of all the biosensors at which they are running Algorithm 7 (cf. section 3.3.2) and
m P N˚.

Let R0 “ pr1, r2, r3, r4, r5q be the vector of the first measurements received from the 5
biosensors at the beginning of each round. According to the data collection algorithm (Al-
gorithm 7), these measurements are sensed and sent to the coordinator at the beginning
of each period p.

Let S core0 “ pscore1, score2, score3, score4, score5q be the vector of the computed
scores corresponding to R0 and S t “ pst1, st2, st3, st4, st5q be the vector of the up-to-date
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scores at instant t.

At the beginning of each round, the coordinator reads R0, computes S core0 and sets
S 0 “ S core0. Each time, the coordinator receives a measurement, it identifies the send-
ing biosensor Bi in order to compute scorei using an EWS table and to update S coret and
S t. Then, it checks whether scorei is different from zero. If this is the case, it detects
an emergency and sends a query to the other biosensors in order to get their measure-
ments. After receiving them, the coordinator computes S coret using the EWS, updates S t

(cf. equation 3.5) and calculates the aggregate score AggS core (cf. equation 3.5). The
latter is the input of the proposed FIS. Finally, a decision is selected depending on the
patient’s risk level given as an output of the FIS. At the end of each round, the AggS core is
calculated and a decision is selected based on the result given by the FIS. This decision
is a global decision taken routinely, it represents the overall health condition of the patient
during one round. Last, S t is refreshed each δt in order to keep track of the patient’s
condition represented by the scores of his/her vital signs.

3.7/ PERFORMANCE EVALUATION

Experiments are conducted on real medical datasets using a cutom-based Java simulator
and Matlab. In order to evaluate the performance of the proposed framework, patient
vital signs data-sets are collected from Multiple Intelligent Monitoring in Intensive Care
(MIMIC) I, II and III databases of PhysioNet [112]. The default number of monitored vital
signs is N “ 5: heart rate (HR), the respiration rate (RESP), the systolic blood pressure
(ABPsys), the blood temperature (BLOODT) and the oxygen saturation (SpO2). Thus,
we suppose that 5 biosensors are deployed on the patient’s body. In the following, when
a different number of vital signs is monitored, the value of N as well as the vital signs of
interest will be indicated. The data gathering algorithm (cf. Algorithm 7) is implemented
on the biosensor nodes and NEWS (cf. Figure 3.2) is used as a local detection system.
The parameters settings for the data gathering algorithm on all biosensors are set as
follows:

• Period p “ 100 sec and a Round is equal to 2 periods.

• Minimum sampling rate Rmin “ 1 samples/5 sec and Maximum sampling rate Rmax “

1 sample/2 sec.

• Fisher Risk α “ 0.05.

• Patient risk r0 “ 0.9. Indicating that all vital signs are highly critical and have the
same impact on the patient’s health.

The parameters settings for Health-RAD algorithm (Algorithm 8, which is implemented
on the coordinator, are set as follows:

• N “ 5 vital signs by default.

• Round “ 100 sec.

• Update interval δt “ 1 sec.
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The obtained results are compared to the existing approach presented in [106]. The
data-sets used in the training phase to build a general intensive care model are taken from
MIMIC database and the list is found in [113]. The parameters settings are the following:

• Sampling rate on the sensors: 1 Hz (time granularity of the database 1 measure-
ment/sec).

• Sampling interval on the coordinator: 3 sec.

• Sliding time window size: 10 samples.

• Absolute and Normality thresholds are found in [106].

• k coefficients and h weights for the risk components are found in [113].

• The clustering algorithm: simple K-means.

• The number of risk levels n is set to 4 indicating 4 possible levels : 0, 1, 2 and 3. A
higher value of n indicates a higher criticality level.

• The number of clusters for the 3 risk components: Cmax “ 5

In the rest of this chapter, we refer to the existing approach [106] that is chosen from
the literature as data mining based (dmb) framework.

In the dmb framework, the signal (vital sign) features: offset, slope and distance are
used to compute the following risk components: sharp changes, long-term trends and
distance from normal behavior (formulas are found in [106]). Then, the health risk asso-
ciated to signal (vital sign) x at time t is obtained by combining its risk components as
follows

riskxptq “
ř

i ki,xCpzipxqq
ř

i ki,x
ˆ n

Cmax

where i ranges from 1 to 3 for the three zi risk components, ki,x P r0, 1s are weights
for the ith component of signal x, Cmax is the number of discrete levels (the same for
every risk component) set during model building and Cpzq is the function returning the
risk level associated to risk component z. The risk function is normalized to return a
value indicating the severity level from 0 to n. Finally, the risk levels of each vital sign are
combined together in order to obtain a global risk level for the patient as

riskptq “ max
xPX
priskxptqq

where X designates the monitored vital signs.

The two approaches are compared on the following levels, for different patient records
and different number of monitored vital signs:

• Data Reduction

• Energy Consumption

• Vital Signs Assessment

• Health Assessment

Furthermore, our proposed approach is validated against the assessment of a medical
expert.
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3.7.1/ DATA REDUCTION

The signals of the original dataset of a given patient are shown in Figure 3.7. The dataset
is taken from MIMIC II (s01840-3454-10-24-18-46nm record). The signals show the vari-
ation of the 5 vital signs of interest over approximately 2 hours, where the sampling rate
is set to 1 Hz for all vital signs.
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Figure 3.7: Original vital signs signals.
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Figure 3.8: Received vital signs signals.

Figure 3.8 shows the signals that are sent to the coordinator over 70 periods after
running Algorithm 7, where each signal is sent by a biosensor node sensing the cor-
responding vital sign. When comparing the original signal of the HR (Figure 3.7), for
example, to the sent signal by the HR biosensor (Figure 3.8), it is remarkable to see that
the number of small oscillations is considerably reduced while maintaining the general
shape and progression of the HR curve over time. This is due to the data gathering algo-
rithm, where only the 1st measurement and changes in the vital sign’s score are sent to
the coordinator in a period p.

Thus, the amount of redundant data in a period p is reduced and only informative
measurements, indicating a decrease or an increase in the vital sign’s score, are sent.
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Hence, the shape and the progression of the HR curve over time are conserved. An
overall data reduction of about 97% is performed compared to the original dataset, while
maintaining information about changes in the 5 vital signs’ score.

For different patient records and different number of monitored vital signs, Tables 3.3
and 3.4 show the percentages of data reduction performed at the sensing level and the
transmitting level in our framework (biosensor nodes running Modi f ied LED˚) compared
to the existing approach [106] in which data are sensed and transmitted each 1 second.
The results obtained are over 70 periods. The requests sent by the coordinator running
Health-RAD, when critical situations are detected, are taken into consideration in the
calculations corresponding to our framework. Missing values in the datasets are ignored
and not taken into consideration.

Table 3.3: Percentage of data reduction.

Vital Sign Reduction of sensed data (%) Reduction of transmitted data(%)
HR 63.33 96.91

SpO2 79.58 96.85
BLOODT 64.81 96.93

Resp 72.11 95.56
ABPsys 68.08 95.53

Table 3.4: Comparison of data reduction of four patient records.

Database Patient Record Monitored vital
signs

Reduction
of sensed
data (%)

Reduction
of trans-
mitted
data(%)

MIMIC
276n HR, ABPsys 69.91 88.03
039n HR, SpO2,

RESP, ABPsys
69.73 92.2

MIMIC II
s01840-3454-10-
24-18-46nm

HR, SpO2,
RESP, ABPsys,
BLOODT

67.87 94.09

s15480-2803-10-
21-19-54nm

HR, SpO2,
RESP, ABPsys,
BLOODT

69.57 96.36

3.7.2/ ENERGY CONSUMPTION

In this section, we study the energy consumed by the biosensor nodes for sensing and
transmitting. The remaining energy after 36 periods in the WBSN in the case of our
framework and in the case of the data mining based (dmb) framework are compared.
Figure 3.9 shows the results obtained for patient records s01840-3454-10-24-18-46nm
(MIMIC II), 039n (MIMIC I), 3000190 and 3100038 (MIMIC III): our framework (in red)
vs dmb framework (in blue). We assume that the total initial energy of a sensor node is
arbitrarily fixed to 3200 units. The total initial energy in the WBSN is then N ˆ 3200 where
N can be equal to 2, 3, 4 or 5. The node consumes 0.04 units for sensing, 0.4 units
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for transmitting (TX mode) and 0.4 units for receiving (RX mode) [114]. For example,
for patient record s01840-3454-10-24-18-46nm, at the end of 36 periods the remaining
energy in the WBSN in the case of our framework is about 15010.81 units, however it is
only about 8080.0 units in the case of the dmb framework, suggesting that the energy
consumption in the WBSN implementing our framework is about 8 times less than the
data mining based framework at the end of 36 periods. The number of vital signs of
interest N has been varied and the results show that: at the end of one hour, the average
energy consumption in the WBSN when applying the proposed approach is approximately
6 times less than the energy consumption in the WBSN when applying the data mining
based approach such as the vital signs of interest are the following: HR and RESP (record
300190) and is 16 times less such as the vital signs of interest are the following : HR,
RESP and SpO2 (record 3100038) and about 10 times less for record 039n where the
vital signs of interest are the HR, REP, SpO2 and ABPSys. Therefore, our approach
considerably reduces the energy consumption on the biosensor nodes and extends the
WBSN lifetime.
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Figure 3.9: Comparison of the remaining energy.

In the following, we compare the results of the two multi-sensor data fusion approaches
of the two frameworks. We start by comparing the results obtained at the level of the anal-
ysis of the measurements for several vital signs for different patients. Then, we compare
the results obtained in the assessment of the patient’s health condition (severity level)
after performing the data fusion in both frameworks.

3.7.3/ COMPARISON OF THE SEVERITY LEVEL ASSESSMENT OF VITAL SIGNS

In our approach, Health-RAD regularly updates the scores of the monitored vital signs.
In addition, the severity level of a given vital sign is represented by a score between 0
and 3 with score P R. According to the proposed multi-sensor data fusion model, the
score of each vital sign is updated each δt and each time a measurement is received
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from a given biosensor node indicating a change in the status of the vital sign including
critical situations. Using equation 3.5, the update of the scores is done while taking into
consideration the history and the current score of the vital sign during one round R. As
for the dmb framework, the severity level of the vital sign is represented by a risk variable
taking values between 0 and n ´ 1, where n is the number of severity levels specified
by the user and risk P N. We set n “ 4 since the scoring system used in our approach
uses four levels ranged between 0 and 3. Figures 3.10 and 3.11 show the assessment
of the HR and the SpO2 of patient record s01840-3454-10-24-18-46nm during 1000 sec
and 2000 sec respectively. The time intervals were chosen randomnly. On the one hand,
Figures 3.10a and 3.11a show the scores assigned to the HR and SpO2 respectively,
when applying the data mining based framework which relies on feature extraction and
clustering (K-Means) for the online classification. On the other hand, Figure 3.10b and
3.11b show the scores assigned to the same vital signs during the same time interval,
but when applying Health-RAD. In Figure 3.10b, the score of the HR is stable and is
equal to zero from t1 “ 1400 sec until t2 “ 1800 sec, indicating that it is normal and not
critical. Indeed, according to the measurements of the HR between t1 and t2, the values
vary between 75 bpm and 87 bpm (cf. 3.10a) which corresponds to the normal range
according to NEWS (cf. 3.2). However, Figure 3.10a shows that the score of the HR
between t1 and t2 vary between 0 and 1 but is, most of the time, equal to 0. Therefore,
K-Means has not classified all the HR signal as normal, since at some instants, it was
assigned a score of 1. Yet, most of the HR signal between t1 and t2 was considered as
normal.

After t2 “ 1800 sec, Figure 3.10b shows that the calculated score values are between 0
and 1. However, for long time intervals and most of the time, it reaches stability and takes
a score of 1. This is due to the stabilization of the received score to 1. When a new score is
received, Health-RAD does not affect it automatically to the vital sign, instead it computes
a new score based on the last calculated score (history) and the new one received. Since,
the fact that a patient has an instantaneous measurement in another score range does not
necessarily indicate that his/her health condition is degrading or improving. It is his/her
persistence in such conditions which contributes to the risk level. The score of the HR
reaches 0 for very short time intervals and this is due to the fast alternation of the HR
measurements between score 0 and 1. Hence, our approach assigns to the HR scores
between 0 and 1 until stability. Figure 3.10a shows that the HR is assigned most of
the time a score of 1, which is compatible to the resuts we obtained in our approach,
however K-Means classified it for some instants in a higher risk and assigned it a score
of 2. Figures 3.11a and 3.11b show the assessment of the SpO2 during tstart “ 2000
sec and tend “ 4000 sec. Likewise, both of the approaches assigned alternating scores
of 1 and 2 at the beginning. At t “ 2800 sec, both of them detected a higher level of
criticality and assigned a higher score (a score of 3 in the data mining based framework
and a score increasing from 2 to 3 in the proposed approach). At t ą 3500 sec, both of
the approaches mostly assigned a score of 1, while the data mining based framework
detected some scores of 2.

Likewise, Figure 3.12 shows the assesment of the ABPsys of patient record 267n dur-
ing 1000 seconds. Both approaches detected high levels of criticality between t1 “ 2500
sec and t2 “ 3000 sec. Health-RAD assigned to the ABPsys a score up to 3 while the
other approach assigned a score of 2.
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Figure 3.10: Severity level assessment of the HR using (a) the dmb framework and (b)
our approach

Therefore, the proposed framework analyzed and assessed the vital signs of different
patients coherently compared to the dmb approach. However, the proposed approach
takes into consideration the limited energy resources requirement in WBSNs. It over-
comes the data mining based framework in terms of energy consumption (around 86%
less energy consumption) and data reduction (around 70% for sensing and more than
90% for transmission).
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Figure 3.11: Severity level assessment of the SpO2 using (a) the dmb framework and (b)
our approach
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Figure 3.12: Severity level assessment of the ABPsys using (a) the dmb framework and
(b) our approach



98 Multi-sensor Data fusion: e-health application

3.7.4/ COMPARISON OF THE PATIENT HEALTH ASSESSMENT: PATIENT SEVERITY
LEVEL

In this section, we compare the results regarding the patient’s health assessment. In both
approaches, this is done by performing a multi-sensor data fusion. Figure 3.13 shows
the health assessment of the three following patients 3100038, 3000190 and 039n. The
first two records are taken from MIMIC III database and the last record is taken from
MIMIC I database. For patient 3000190, only the HR and RESP are being monitored,
whereas for patient record 3100038 only the HR, RESP and SpO2 are being monitored
and for patient 039n the HR, RESP, SpO2 and ABPSys are being monitored (the energy
consumption of these records was reported in Section 3.7.2).
In order to compare the risk value of the proposed approach to the global risk of the
data mining (dmb) approach, Table 3.5 is used. The average risk per period for each
record based on the proposed approach is 0.36 (record 3000190), 0.26 (record 3100038)
and 0.53 (record 039n). Thus, the proposed approach has given a global risk of 2 for
records 3000190 and 039n and 1 for record 3100038. Similarly, the average global risk
per period based on the data mining based approach for record 039n is also 2 and 1 for
record 3100038. However, the average global risk per period based on the data mining
based approach for record 3000190 is 1. As shown in the plots of record 3100038, both
approaches have similarly assessed the patient’s health condition over time: the majority
of the time the global risk was 1 and alternatively 2. Similarly, as shown in the plots of
record 039n, both approaches have in the majority of the time given a global risk of 2
whilst the proposed approach after 2000 sec have alternatively assigned a global risk
of 3. For patient record 3000190, the plot of the data mining based approach show that
in the majority of the time the global risk was equal to 1 and stable for a longer time
compared to when it was equal to 2. Whereas, for the same patient record, the plot of the
proposed approach show that a score of 3 was given much more times to the patient’s
health condition than it was given in the data mining based approach. As a consequence,
the average risk per period for record 3000190 was not the same in both approaches.

The results show then that both approaches have detected a critical situation over 1
hour (absence of risk ă 0.2 and global risk “ 0), that both approaches have similarly
assessed the patient’s health condition when the vital signs were stable over long periods
of time, however the proposed approach reached higher risk values than the data mining
based approach when the vital signs presented instability on short time periods and that
the data mining based framework is more sensitive to single deviating vital signs.

Table 3.5: Equivalence Table between Risk of our approach and Global Risk of dmb.

Risk Global Risk
r0, 0.2r 0
r0.2, 0.35r 1
r0.35, 0.65r 2
r0.65, 1s 3

Tables 3.6 and 3.7 show respectively the average risk per period for 10 records where
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Figure 3.13: Comparison of health assessment during 1 hour between dmb framework
(first row) and our proposed approach (second row)

only the HR and RESP are monitored and the average risk per period for 10 other records
where only the HR, RESP and SpO2 are monitored based on both approaches. The re-
sults show that 50% of the 2 vital signs monitoring records (cf. Table 3.6) have been sim-
ilarly assessed by both approaches whereas 90% of the 3 vital signs monitoring records
(cf. Table 3.7) have been similarly assessed by both approaches. In all the records
where the health assessment was different, the proposed approach has given a higher
global risk of one class than the data mining based framework (for example patient record
3000190).

Table 3.6: Average Risk per period for vital signs HR and RESP.

Record Average Risk
per period

Average Global
Risk per period

3000190 0.36 1
3000203 0.33 1
3000598 0.49 2
3000611 0.53 1
3000710 0.27 1
3300295 0.35 1
3300312 0.4 1
3300380 0.23 1
3300430 0.3 1
3300446 0.78 2

Now, a comparison is made based on the default settings of both approaches. In the
data mining based framework, the monitored vital signs are the default ones chosen by
the authors of [106]: HR, SpO2, ABPdias and ABPsys. In our approach, as per NEWS,
the following five vital signs are chosen to perform the patient’s health assessment: HR,
RESP, ABPsys, BLOODT and SpO2. In the data mining based framework, the patient’s
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Table 3.7: Average Risk per period for vital signs HR, RESP and SpO2.

Record Average Risk
per period

Average Global
Risk per period

3100038 0.26 1
3100140 0.37 2
3100308 0.23 1
3100331 0.23 1
3100524 0.25 1
3200013 0.33 1
3200059 0.64 2
3200163 0.41 1
3200268 0.26 1
3200359 0.25 1

health condition is represented by a global risk being the maximum of the scores assigned
to the monitored vital signs.
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Figure 3.14: Health assessment using the dmb approach (a) and our approach (b)

This could in some cases trigger false alarms, if it is generated by only one deviating
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vital sign. This usually occurs when a sensor node is collecting faulty measurements.
However, our proposed approach represents the patient’s health condition by a patient’s
risk level. For this purpose, our multi-sensor data fusion model aggregates the scores
of all monitored vital signs. Then, it uses the aggregate score as an input into a FIS to
generate the patient’s risk level. Figure 3.14 shows the results of the health assessment of
patient record s01840-3454-10-24-18-46nm during 7000 sec using the data mining based
framework and the proposed approach. Clearly, the patient presented high severity levels
in the same intervals in both approaches between 2000 sec and 2800 sec and medium
severity levels between 4000 sec and 5700 sec and lower ones between 1000 sec and
1500 sec. In our approach, a decision/advice or action is triggered according to the range
to which the computed patient risk level belongs.

3.7.5/ MEDICAL DOMAIN EXPERT VALIDATION

The data collection technique and the EWS based vital sign assessment, used in our
framework, have been compared to the classification done by an expert in the medical
domain. The comparison focuses on detecting critical events: when the measurements of
a given vital sign deviate from the normal range (score ‰ 0). Table 3.8 shows the results
obtained for record s15480-2803-10-21-19-54n for each of the HR, ABPSys and RESP
over 28 hours and 46 minutes.

Table 3.8: Accuracy of critical events detection and rate of false positives compared to
medical domain expert classification.

HR ABPSys RESP
Accuracy p%q 93 85 72
False positives p%q 20 15.4 36.3

It shows the accuracy and false positives of the detection of critical events. For each
vital sign, we have divided the first 100 000 sec of the record into 100 time frames each
of about 1000 sec. If the time frame contains at least one critical event (score ‰ 0)
then it is counted as a positive event, otherwise it is counted as a negative event. The
medical expert has classified the 100 time frames based on the knowledge that the record
belongs to an ICU patient of a given sexe and age and based on their used vital signs
normality thresholds. All of the critical events were detected by our approach for all the
vital signs. An average accuracy of about 83% is achieved compared to the expert’s
classification. However, an average false alarm rate of about 24% is recorded. This is
mainly due to narrower normality ranges, which are used in our system, compared to the
expert’s classification, making it more sensitive to variations. These thresholds can be
easily configured depending on the EWS implemented at both the biosensor nodes and
coordinator levels.
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Remark 7: Application to Stress Evaluation

In order to apply our approach in a real life application, we proposed an energy-
efficient stress detection and evaluation framework [115]. A WBSN deployed on
the patient’s body collects stress-correlated physiological signals. First, the skin
conductance (SC) is analyzed. Then, if any stress signs are detected, its level is
calculated via our proposed data fusion model and the Fuzzy Inference System
(FIS) using the following vital signs: Heart Rate (HR), Respiration Rate (RR) and
Systolic Blood Pressure (ABPSys). The results show that the stress evaluation
was coherent with the different experimental stages the monitored person has
gone through [115].

3.8/ CONCLUSION

In this chapter, we studied fusion algorithms for data collected from a WSN. These al-
gorithms can be applied in various domains like environmental monitoring, industrial pro-
cess monitoring, e-health, etc. In this chapter we chose the domain of e-health to test
our approach. A two multi-sensor data fusion models has been proposed. The first one
is based on a fuzzy data sets theory and the second on a Fuzzy Inference System (FIS).
Then, a health risk assessment and decision-making algorithm has been proposed within
a complete acute illness monitoring system using a WBSN deployed on the patient’s body.
A comparison with an existing approach from the literature has been done. The results
show that our approach reduces data transmission while preserving the required infor-
mation. In addition, it reduces the energy consumption due to sensing and transmitting,
therefore extending the lifetime of the network of about 10 times over 1 hour of continu-
ous monitoring compared to the other framework proposed in the literature. Furthermore,
the assessment of the vital signs and of the global health condition of the patient in both
approaches are compatible: risks are detected on time.



4
DATA SURVIVABILITY IN WSN

An important issue related to the WSN is the reliability and the collaboration between
sensor nodes in the presence of environmental hazards. High failure rates lead to signifi-
cant loss of data. Therefore, data survivability is a main challenge of the WSN. It means
that the data collected by WSN must be preserved in case of an unreliable network and
even in presence of powerful attackers. In this chapter, we develop a compartmental
e-Epidemic SIR (Susceptible-Infectious-Recovered) model to save the data in the net-
work and let it survive after attacks. Furthermore, we derive a fully distributed algorithm
that supports these models and give the correctness proofs. Numerical simulations are
present to support the proposal.

4.1/ INTRODUCTION

The data collected by the nodes in WSN are processed locally and sent to a sink node for
further analysis. In a Delay Tolerant Network (DTN), network connectivity is not always
available. For example, consider unattended sensor networks where the presence of a
sink is sporadic, and it visits the network occasionally to collect data from sensor nodes.
This dis-connectivity for a period of time, prevents sensor nodes to offload data in real time
and offer greatly increased opportunities for attacks resulting in erasure, modification, or
disclosure of sensor-collected data. Moreover, due to the resources limitations of the
sensor nodes and in the presence of environmental hasards, failures are more likely
to occure. Hence, high failure rates lead to a significant loss of data. For instance,
in urban disaster areas, the collected data can identify hazards and save lives whereas
nodes failures or attacks lead to data loss. Another example is about critical infrastructure
monitoring where data can be lost after a portion of the critical infrastructure suffers a
disaster. Thus, data survivability and availability is particularly important in WSN and can
not be ignored.

Data survivability helps address the reliability of the data in WSNs. It allows the
senor nodes to collaborate and transmit crucial information between them to maximize
the amount of monitoring-related data that can survive. Obviously, while addressing data
survivability, we need to take into account the unique characteristics of WSNs (the limita-
tion in computing capabilities and energy resources). For that purpose, in this chapter we
study and develop a new epidemic-domain inspired approach to model the information
survivability in WSN. Somehow, the propagation of the information in a sensor networks
could be compared with a disease transmitted by vectors when dealing with public health.
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In [116] the authors discussed the spreading nature of biological viruses, leading to infec-
tious diseases in human populations through several epidemic models.

The propagation of the information throughout WSNs can be studied by using epidemi-
ological models for disease propagation. The model we present here is based on the SIR
(Susceptible - Infected - Recovered) model. A sensor node is susceptible to a data item
when it is online and functioning normally; it can receive the information that must sur-
vive. Based on a classical epidemic model, various dynamic models for malicious attacks
propagation were proposed [117, 118, 119, 120, 121, 122, 123, 124, 125, 126, 127]. The
majority of these models were studied for powerful computer networks and based on the
fully-connected assumption of the network which is not the case of wireless sensor net-
works with heavy resources and a very dynamical topology. In this chapter we introduce
a thorough analysis of the conditions that can assure data survivability in WSN. We study
a new SIR model that considers dynamic topologies and nodes energy constraints. Our
novelty in this work is that we study arbitrary dynamic network topologies instead of static
networks. We establish a new information propagation model which incorporates the ef-
fects of the dynamic WSN topology and its heavy resources. The dynamics of this model
are studied, specifically, the level of the attacks and the disappearing of nodes. In a next
step, we provide a fully distributed algorithm which supports/covers different epidemic
models. The aim of this algorithm is to ensure data survivability in WSN by maintaining
a subset of safe nodes in working state while replacing/locking the attacked ones when
needed.

The remainder of this chapter is organized as follows: Section 4.2 briefly reviews the
state of the art. The SIR model for Data Survivability in WSNs is presented in Sec-
tion 4.3. Section 4.4 details the proposed epidemic schemes in a comparatively manner.
We present in Section 4.5 the design and analysis of the proposed epidemic algorithm
and give the proofs. The next section is devoted to numerical simulations. Finally, Sec-
tion 4.7 concludes this research work.

4.2/ STATE OF THE ART

In the literature, we can find several mathematical models which illustrate the dynamical
behavior of the transmission of biological diseases and/or computer viruses. Based on
the Kermack and McKendrick SIR classical epidemic model [128, 129], dynamical mod-
els for malicious objects propagation were proposed. Due to the numerous similarities
between biological viruses and computer viruses, several approaches and models are
proposed to study the spreading and attacking behavior of computer viruses in different
phenomena, e.g. virus propagation [130, 131, 132], e-mail propagation schemes [133],
virus immunization [134, 135], quarantine [136, 137], vaccination [138], etc. The authors
in [139] propose an improved SEI (susceptible-exposed-infected) model to simulate virus
propagation. [140] proposes an SEIS-V epidemic model with vertical transmission using
vaccination (that is, run of anti-virus software time and again with full efficiency) so that a
temporary recovery from the infection of worms can be obtained.

More recently, epidemiological models have been used not only to transmit viruses in
computer network but also to ensure the security in wireless sensor networks [141, 142,
143, 144]. The authors in [141, 142] studied the robustness of filtering on nonlinearities
in packet losses and sensors. Unattended Wireless Sensor Networks (UWSNs), have
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been introduced by Di Pietro et al. in [145], where adversaries can compromise some
sensor nodes and selectively destroy data. In such networks, nodes collect data from the
area under consideration, and then they try to upload all the stored data when the sink
comes around and the main challenge is data survivability. The epidemiology commu-
nity has developed the so-called SIR and SIS models [143, 144] of infection. The SIS
model (Susceptible - Infected - Susceptible) is suitable for, e.g., the common flu, where
nodes may be infected, healed (and susceptible), and infected again. The SIR model
(Susceptible- Infected - Recovered) is for example suitable for mumps, where a node,
after being infected, becomes recovered (with life-time immunity). SIS, SIR, and SIRS
models have been investigated by authors of these research works, in order to derive the
parameters that can ensure information to survive. In these articles, the S ptq compart-
ment is constituted by sensors that do not possess the datum at time t, while Iptq is the
compartment of sensors that possesses it. Finally, the Rptq compartment is constituted
by sensors that have been compromised by the attacker.

The authors in [143, 144] have not taken into account the energy consumption con-
straints of the nodes. As in WSN, usually the nodes’ energy is provided by a battery that
can be emptied due to data acquisition, transmission, or simply the functioning cost of
keeping nodes alive. On the other hand, the topology of the networks they consider is
static, the network’s lifetime is unbounded, and nodes cannot die due to empty batteries.
Our intention in our study is to provide new epidemic models dedicated to WSN, while
taking into account these issues and producing more theoretical results on each model.

4.3/ A SIR MODEL FOR DATA SURVIVABILITY IN WSN

4.3.1/ INTRODUCING THE KERMACK & MCKENDRICK MODEL

In this section, the SIR model formerly presented in [143, 144] is firstly recalled. Then,
consumption hypotheses underlined in this model are precised while theoretical results
on the behavior of the compartments of the network are further investigated.

In wireless sensor networks the presence of the sink can be sporadic and dis-
connectivity is usual to happen. However the duration between two visits of the sink
to the network (its absence) can sometimes be considered negligible, in a first approxi-
mation, compared to the time required to empty a sensor battery. In such case, the death
processes of sensors can be neglected if the aim is to study the immediate consequences
of an attack between two visits of the sink. Under such an assumption, the global network
can be divided into three compartments, namely the sensors S susceptible to receive the
datum of interest (intrusion detection, important information, etc.), the ones that currently
store it I, and the recovered sensors R that have been compromised by the attacker: their
stored datum has been recovered.

Suppose now that between S and I, the transmission rate is bI, where b is the con-
tact rate, which is the probability of transferring the information in a contact between a
susceptible sensor and a sensor having the datum. Indeed, as proven by Di Pietro et al.,
such a situation occurs when the network is composed of n sensors, and if each sensor
forwards the datum with probability

α

n
[143, 144] (α is the transition rate).

Suppose additionally that the rate to pass between I and R, is c: the attacker is able
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to individuate the sensors containing the target information, and to destroy each of them
with this probability c. Notice that, if the duration of the information survivability is D, then
c “ 1

D , as a sensor experiences one recovery in D units of time.

S I R
bI c

Figure 4.1: SIR model

Under such hypotheses and as stated in [143, 144], the sensors population follows the
so-called SIR model of Kermack & McKendrick [128] depicted in Figure 4.1. Remark that
the total sensors population is equal to N “ S ` I ` R “ S 0` I0` R0, which is a constant:
the number of awaken, alive sensors does not evolve. In particular, only two of the three
populations of sensors have to be studied.

4.3.2/ FIRST THEORETICAL RESULTS

Consider now that xptq “
Xptq

N
denotes the fraction of individuals in the compartment X.

The SIR model can be expressed by the following set of ordinary non-linear differential
equations:
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ds
dt
“ ´bis

di
dt
“ bis´ ci

dr
dt
“ ci.

(4.1)

Obviously, the typical time between transmissions is Tt “ b´1 while the typical time
until attack when having the information is equal to Te “ c´1. Thus

Tt

Te
“

c
b

is the average number of transmissions between a sensor having the datum and others
before it lost this information due to the attacker. Such a statement explain why, in the
SIR historical model, the dynamics of the infectious class depends on the reproduction
ratio defined by

R0 “
b
c
,

which corresponds here to the expected number of new informed sensors (so-called
“secondary infections”) providing a single sensor with the datum where all sensors are
susceptible. Furthermore, direct standard analysis manipulations (variables separation
and then integration) lead to the following form for the susceptible sensors compartment:
sptq “ sp0qexp p´R0prptq ´ rp0qqq.

As
di
dt
“ pR0s´ 1qci, if the basic reproduction number satisfies R0 ą

1
sp0q

, there will be

an information outbreak with an increasing number of sensors with the datum. In other
words, R0 determines whether or not the information will spread through the network.
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All these facts are summarized in the proposition below.

Proposition 1:

Consider a sensor network that aims to monitor a given area, and that has to
spread an alert or an information to a sink, whose presence is sporadic. Sup-
pose that an attacker tries to remove the datum in sensors’ memory, and that:

1. all sensor activities are negligible, in terms of energy,

2. when a sensor has the datum, it spreads the information to its neighbors
with a probability b, until being attacked.

Denote by Tt the typical time between transmissions, Te the typical time an in-
formed sensor loses its information due to the attacker, and by sp0q the initial
fraction of susceptible sensors. So the information will spread through the net-
work if and only if Tt ă sp0qTe.

In other words, this proposition states that if the reproduction ratio is greater than
one, then an “epidemic” occurs since the prevalence (the infected ratio) increases to a
peak and then decreases to zero. Otherwise there is no epidemic since the prevalence
decreases to zero.
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Figure 4.2: Phase space ps, iq with b “ 0.4, c “ 0.15 (SIR model).

It is possible to be more precise in the formulation of Proposition 1, following an ap-
proach similar to [146]:
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Proposition 2:

The fraction sptq of sensors susceptible to receive the information is a decreasing

function. The limiting value sp8q is the unique root in p0,
Te

Tt
q of the equation

1´ rp0q ´ sp8q `
Te

Tt
ln
ˆ

sp8q
sp0q

˙

.

Additionally,

• if Tt ě sp0qTe, then the fractional number iptq of sensors having the datum
decreases to zero as t Ñ8,

• else iptq first increases up to a maximum value equal to

1 ´ rp0q ´
Te

Tt

ˆ

1` ln
ˆ

sp0qTt

Te

˙˙

and then decreases to zero as t Ñ 8,

where ln stands for the natural logarithm.

Proof. The triangle T “ tps, iq | s ě 0, i ě 0, s` i ď 1u is positively invariant, since from
the SIR equations, it holds: s “ 0 ñ s1 “ 0, i “ 0 ñ i1 “ 0, and s ` i “ 1 ñ ps ` iq1 “
´ci ď 0. Furthermore, points on the s axis where i “ 0 are equilibrium ones, unstable
for s ą 1{R0 and stable otherwise. s is decreasing and positive due to this invariance and

because
ds
dt
“ ´bis, so an unique limit sp8q exists. Similarly, r1ptq “ ci ě 0 and r ď 1

then rp8q exists. As s ` i ` r “ 1, ip8q exists too. To prove that this limit is null, we

only remark that if ip8q ą 0, then rp8q “ 8 (because r1 ą
cip8q

2
for sufficiently large t),

which is impossible, as r ď 1. Finally, the equations of the proposition are derived from
ds
di
“

c
bs
´ 1. �

The phase space of the solutions of the SIR system with given parameters is provided
in Figure 4.2 while the evolution of s and i is depicted in Figure 4.3.

The results presented in this section hold for a transition rate between susceptible and
informed sensors having the form F “ ai, which thus represents the force of informa-
tion. Nonlinear forces of information, or infection, can be investigated too, to model more
realistically the information survivability.

4.3.3/ THE RECOVERED COMPARTMENT

In the previous section, the R compartment was constituted by sensors that have been
compromised by the attacker, which will be referred in what follows as situation 1. It is
possible to attribute at least two other understandings to this compartment, for an unat-
tended wireless sensor network whose lifetime is dependent on energy consumption and
in absence of attacks.

This compartment can be constituted by dead sensors, when considering that the
sole action on the energy is the information transmission, and that the unique way to
death for a sensor is to have too much transmitted the datum. In other words, in this
Situation 2, sensors send information messages to their neighbors until emptying totally
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Figure 4.3: Evolution of the fractions s and i of susceptible and having the datum sensors
with b “ 0.4, c “ 0.15, sp0q “ 0.9, and ip0q “ 0.1 (SIR model).

their batteries. The sink will receive the information when it will interrogate the network at
time t if Iptq ‰ 0.

A third situation can be considered without any changes in formalization, except re-
defining the meaning of the R compartment. Indeed, it can be interesting to consider that
a sensor is first susceptible to receive an information message for a while, then in a sec-
ond time it has and transmit the information, before finally entering into the third age of its
life, the recovered state in which it will lose its ability to transmit the information. Materials
of the previous section tackles too this scenario, when considering the network lifetime
sufficiently large compared to information spreading, in order to neglect sensors’ death
due to energy consumption. The question here is to determine the quantity of informed
sensors on large timescales. The three situations of the the R compartment are resumed
in table 4.1.

Let us now explain how to extend such a compartmental study for data survivability in
wireless sensor networks to well-known SIS models.

4.3.4/ SIS MODELS

Other compartmental divisions of the set of sensors can be investigating, leading for
instance to a SIS epidemic model [128]. This latter assumes only two compartments
named Susceptible (S) and Infected (I). Transitions between these compartments are
represented in Figure 4.4. An individual that is susceptible to a disease becomes infected
with a certain probability a, while an infected individual immediately becomes susceptible
once (and if) it is cured of an infection (which happens with probability b). Note that a
healthy individual can contract a disease only if it is in contact with a sick one. Thus, the
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situation 1 Sensors have been compromised by the attackers.
situation 2 Sensors send information messages until emptying totally their batteries.
situation 3 Sensors lose its ability to transmit the information.

Table 4.1: Situations of the R compartment.

evolution of this system is completely described by the following two differential equations
(total sensor population: P “ S ` I “ S 0 ` I0, which is a constant).
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dI
dt
“ aS I ´ bI Ip0q “ I0

dS
dt
“ bI ´ aS I S p0q “ S 0

The SIS model may be treated the same as the SIR model, which has been detailed in
this section. For the sake of concision, and as this study does not raise any complication,
this model will be left as an exercise, while energy consumption will now be investigated
in the next section.

S I

aI

b

Figure 4.4: SIS model

4.4/ CONSIDERING ENERGY CONSUMPTION FOR DATA SURVIV-
ABILITY IN WSNS

In the majority of scenarios and situations, energy consumption and the death of sen-
sors cannot be neglected in WSN. Hence, a ”natural” death rate for all compartments is
introduced in this section which leads to generalize the models presented previously.
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4.4.1/ A SIR MODEL WITH NATURAL DEATH RATE

S I R
bI c

m

(a) Situation 2

S I R
bI c

m m’ m

(b) Situation 1 and 3

Figure 4.5: SIR models with natural death rate

The previous section considers that all sensor activities are negligible, in terms of
energy and connectivity, except the transmission of information in situations 2 and 3,
which is reasonable in a first approximation. It is however possible to refine the SIR
model in these two last situations, in order to consider that sensors’ energy decreases
too in absence of information transmission.
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(a) Situation 2
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(b) Situation 1 and 3

Figure 4.6: Phase space ps, iq with b “ 0.4, c “ 0.15,m “ 0.01, SIR model with natural
death rate in Situation 3.

In Situation 2, the R compartment of the SIR model is constituted by dead sensors.
This compartment is populated by susceptible nodes that have naturally died (death rate
m) without having received the datum and by sensors of the I compartment which die
at another rate c supposed to be greater than m, as they have to transfer the datum, an
energy-consuming task. This situation is depicted in Figure 4.5a.
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In the two other situations investigated in this research work, the R compartment is
constituted by living sensors that do not transmit the datum anymore, either because they
have been corrupted and thus have lost it (first situation), or because their batteries is
preserved (third one). This new situation is closed to the SIR model of Figure 4.1, except
that the new network is characterized by a death rate for each sensors compartment
(see Figure 4.5b). Notice that the death rate m1 of the I compartment is a priori different
from the one of S and R compartments, as it is reasonable to suppose that the datum
transmission implies more energy consumption. However, setting m1 “ m is possible too.

The SIR model of Equation 4.1 can be adapted as follows for Situation 2:
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ds
dt
“ ´bis´ ms

di
dt
“ bis´ ci

dr
dt
“ ci` ms,

(4.2)

while it has the following form in Situations 1 and 3:
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ds
dt
“ ´bis´ ms

di
dt
“ bis´ ci´ m1i

dr
dt
“ ci´ mr.

(4.3)

Let us now investigate the long-term behavior of these models. Regarding Situation
2, it is natural to think that, for large timescales, all sensors will take place in the third
R compartment of died sensors, as all the batteries are continually emptied (either due
to natural consumption or because of the information transmission). This can be easily
proven by considering that in an equilibrium point ps˚, i˚, r˚ “ 1 ´ s˚ ´ i˚q, we have
ds
dt
“

di
dt
“

dr
dt
“ 0, and so

$

&

%

pbi˚ ` mqs˚ “ 0
pbs˚ ´ cqi˚ “ 0
ci˚ ` ms˚ “ 0.

As c ą 0,m ą 0, i˚ ě 0, and s˚ ě 0, we can conclude from the third equation above that
s˚ “ i˚ “ 0, and so r˚ “ 1. The Jacobian is equal to

Jps, i, rq “

¨

˝

´bi´ m ´bs 0
0 bs´ c 0
m c 0

˛

‚

and its characteristic polynomial in p0, 0, 1q is λpλ` cqpλ`mq. The eigenvalues being neg-
ative, the equilibrium p0, 0, 1q is attractive. These results are summarized in the following
proposition.
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Figure 4.7: Evolution of the fractions s and i of susceptible and having the datum sensors
with b “ 0.4, c “ 0.15,m “ 0.01, sp0q “ 0.9, and ip0q “ 0.1, SIR model with natural death
rate in Situations 1 and 3.

Proposition 3:

Consider an unattended wireless sensor network divided in three sets of sen-
sors, the first category S being susceptible to receive a given datum, the second
one I having and transmitting this latter, and the third one R being constituted by
dead sensors.
Suppose that the death rate is m for S compartment and c for I’s one, and that
the transmission rate is bI between S and I. In that situation, for all initial condi-
tion and for all positive parameters b, c, and m, the system is convergent to the
equilibrium point p0, 0, 1q.
In particular, in that situation, the datum cannot survive a long time in the UWSN.

Equation 4.3 can be resolved similarly:

from bi˚s˚ ` ms˚, we deduce that s˚ “ 0 (as b ą 0, m ą 0, and i˚ ě 0). So bi˚s˚ ´
ci˚ ´ m1i˚ implies that i˚ “ 0 too. Finally, from the third line, we conclude that r˚ “ 0.
Eigenvalues of the characteristic polynomial of the Jacobian in p0, 0, 0q are´m and´c´m1,
which are negative. So this equilibrium point is attractive too, and a similar proposition
than previously can be formulated, with the same conclusion, both for Situations 1 and 3.
Phase spaces for the three situations are provided in Figure 4.6 while Fig. 4.7 depicts the
evolution of the fractions s and i in Situations 1 and 3.

To put it in a nutshell, to achieve data survivability in WSN, the birth of awaken nodes
must be considered, which is the subject of the next subsection.



114 Data Survival in WSN

4.4.2/ A SCHEDULING PROCESS IN DATA SURVIVABILITY

4.4.2.1/ A FIRST NATURAL APPROACH

A first idea to realize a more realistic model of a wireless sensor network is to establish a
scheduling process of the sensor nodes, in order to enhance data survivability for a long
period of time and enlarge the whole network’s lifetime.

Considering the SIR model, such a process leads to the division of each compartment
in two parts, corresponding respectively to awaken and to sleeping sensors, as depicted
in Figure 4.8.
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Figure 4.8: SIR model with natural death rate and sleeping nodes

Such a model can be reformulated as follows:
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ds
dt
“ lš´ l1s´ bis´ ms

dš
dt
“ ´lš` l1s

di
dt
“ lǐ´ l1i` bis´ ci´ mi

dǐ
dt
“ ´lǐ` l1i

dr
dt
“ lř ´ l1r ` ci´ mr

dř
dt
“ ´lř ` l1r.

(4.4)

The equilibrium point ps˚, š˚, i˚, ǐ˚, r˚, ř˚q is searched once again, it satisfies:
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lš˚ ´ l1s˚ ´ bi˚s˚ ´ ms˚ “ 0 ´lš˚ ` l1s˚ “ 0

lǐ˚ ´ l1i˚ ` bi˚s˚ ´ ci˚ ´ mi˚ “ 0 ´lǐ˚ ` l1i˚ “ 0

lř˚ ´ l1r˚ ` ci˚ ´ mr˚ “ 0 ´lř˚ ` l1r˚ “ 0.

(4.5)

Obviously, lš˚ “ l1s˚, lǐ˚ “ l1i˚, and lř˚ “ l1r˚, and so:
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pbi˚ ` mqs˚ “ 0

pbs˚ ´ c´ mqi˚ “ 0

ci˚ ´ mr˚ “ 0.

(4.6)

If s˚ ‰ 0, then bi˚ `m “ 0, which is impossible if it is reasonably supposed that each rate
is ą 0. So s˚ “ 0, which implies that i˚ “ 0, and so r˚ “ 0 “ ř˚ “ ǐ˚ “ š˚.

To sum up, in the unique stable equilibrium point, the number of informed sensors is
null, and we face a data loss. This problem is solved in the next section, by considering
that nodes never go to sleep.
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4.4.2.2/ ACHIEVING DATA SURVIVABILITY USING BIRTH AND DEATH RATES

S I R
bI c

m m m

l

Figure 4.9: SIR model with natural birth and death rates

Consider now a new approach proposed to solve the loss of information in the former
scheduling process. In this second approach for scheduling, sensors can only be awaken
(we never order them to sleep). It is supposed that a sufficiently large number of sensors
are available, and the question is to determine if it is possible to determine the lowest
birth rate to achieve data survivability for a long period of time, even in presence of an
adversary.

To do so, it is supposed that, at the initial stage, only a small part of the sensors nodes
is awakened. New sensors are then awakened periodically during the network’s service
at a rate l, repopulating by doing so the S compartment (they never go to sleep). Along
with this birth rate, a natural death rate m is considered for each of the three kind of
sensors, while the R compartment is for corrupted sensors in the original situation 1, as
depicted in Figure 4.9. Remark that such a model is compatible with living and awaken
nodes that have stopped to transfer the information in Situation 3.

To model such a scenario requires to rewrite the first line of Equation (4.2), leading to
the following system:
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’
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’

’

’

%

ds
dt
“ l´ bis´ ms

di
dt
“ bis´ ci´ mi

dr
dt
“ ci´ mr.

(4.7)

This updated system is the usual SIR model with vital dynamics, in which we have
not supposed the birth and death rates equal. It is possible to show that the problem is
well formulated, as the triangle T “ tps, iq | s ě 0, i ě 0, s` i ď 1u still remains positively
invariant.

A study of this system supposes to consider the Poincaré-Bendixon theorem in phase
space and the use of Lyapunov functions [146]. It can however be understood by con-
sidering what will happen to the information in a long run: will it die out or will it establish
itself in the network like an endemic situation in epidemiological models? The long-term
behavior of the solutions, which depends largely on the equilibrium points that are time-
independent solutions of the system, must be investigated to answer this question. Since
these solutions do not depend on time, we have s1ptq “ i1ptq “ r1ptq “ 0, which leads to
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the system:
$

’

’

’

’

&

’

’

’

’

%

0 “ l´ bis´ ms

0 “ bis´ pc` mqi

0 “ ci´ mr.

r “
c
m

i from the last equation, and either i “ 0 or s “
c` m

b
from the second one. On

the one hand, if i “ 0, then r “ 0, and s “
l
m

from the first equation. This leads to the
equilibrium solution

ˆ

l
m
, 0, 0

˙

.

As the number of sensors having the datum is 0 in this point, it means that if a solution
of the system approaches this equilibrium, the fraction i will approach 0, and the datum
tends to disappear from the network: an information-free equilibrium. Remark that the
existence of this equilibrium is independent of the parameters of the system: it always
exists.

On the other hand, if i ‰ 0, then s “
c` m

b
‰ 0 from the second equation, and

l
s
“ bi` m according to the first equation. Substituting s and solving for i, we find

i “
bl´ mpc` mq

bpc` mq
“

R0l´ m
b

,

with R0 “
bl

mpc` mq
, which is a positive number iff R0 ą 1.

R0 is the reproduction number of the information, which tells us how many secondary
informed sensors will one informed sensor produces in an entirely susceptible network,
as:

• a network which consists of only susceptible nodes in a long run has
l
m

sensors;

• c ` m is the rate at which sensors leave the I compartment. In other words, the

average time spent as an informed sensor is
1

c` m
time units.

• The number of data transmissions per unit of time is given by the incidence rate bIS .
If there is only one informed sensor (I “ 1) and every other sensor is susceptible

pS “
l
m

) then the number of transmissions by one “infected” node per unit of time is
bl
m

.

So the number of data transmissions that one informed sensor can achieve during the

entire time it is not attacked if all the reminded sensors are susceptible, is
bl

mpc` mq
, that

is, R0.

So if R0 ą 1, the number of sensors having the datum is strictly positive in this equi-
librium solution: if some other solutions of the system approach this equilibrium as time
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goes large, the number of sensors having the datum will remain strictly positive, and the
information remains in the network and becomes endemic.

These statements are summarized in the following proposition.

Proposition 4:

If either R0 ď 1 or sp0q “ 0, then any solution psptq, iptqq is convergent to the
equilibrium without information p1, 0q.
If R0 ą 1 then there are two equilibria: the non attractive information-free equi-
librium and the endemic equilibrium. This latter is attractive so that solutions of
the ODE system approach it as time goes to infinity: the information remains
endemic in the UWSN.

0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
Susceptibles s

0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

In
fe

ct
e
d
 i

Phase space (b=0.4, c=0.15, l=0.015, m=0.01)

Figure 4.10: Evolution of the fractions s and i of susceptible and having the datum sen-
sors, SIR model with natural birth and death rates (R0 “ 3.75).

The attacker desire is to have R0 ă 1 to tend to an information-free equilibrium,
whereas R0 must be greater than 1 for the sink to face such attack. If the attacker has the
opportunity to observe the network running a certain duration, then he or she can infer
the values of parameters b, c,m, and l. Let N be the number of data transmissions by one

informed node per time unit, that is, N “
bl
m

. If the attacker is able to detect and infect the

informed nodes in a time
1

c` m
lower than

1
N

, then he or she is sure that R0 ă 1: the data

will not survive in the network. The sink interest, for its part, is to have
bl
m

large and
1

c` m
low, which can be achieved in the following manner:

• increasing the birth rate b,

• increasing the lifetime of sensors to reduce m,

• increasing the data transmission rate b, but m increases when b increases,

• if possible, reducing c by considering countermeasures against data removal.
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Figure 4.11: Global SIR model with natural birth and death rates, and sleeping nodes

Remark finally that this study is compatible with the situation depicted in Figure 4.11,
in which awaken sensor nodes are allowed to go to sleep. Indeed this situation, which
has not been detailed in this section to avoid making the text more cumbersome, intro-
duces three new compartments Š , Ǐ, and Ř as in the previous section. However, as we
focused on the future of the information in a long run, we only have to consider equilib-
rium points that are time-independent solutions of the system. As shown in the previous

section, we obtain
dš
dt
“ ´kš ` k1s “ 0,

dǐ
dt
“ ´kǐ ` k1i “ 0, and

dř
dt
“ ´kř ` k1r. Conse-

quently, compartments Š , Ǐ, and Ř disappear in the final global system corresponding to
figure 4.11:
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ds
dt
“ l` kš´ k1s´ bis´ ms

dš
dt
“ ´kš` k1s

di
dt
“ kǐ´ k1i` bis´ ci´ mi

dǐ
dt
“ ´kǐ` k1i

dr
dt
“ `kř ´ k1r ` ci´ mr

dř
dt
“ ´kř ` k1r,

(4.8)

and exactly the same Proposition 4 is obtained.

4.5/ DISTRIBUTED SCHEDULING ALGORITHM

In this section, a fully distributed algorithm which supports/covers different epidemic mod-
els is presented and theoretically analyzed. Our algorithm seeks to ensure data surviv-
ability by maintaining a necessary set of safe working nodes and replacing/locking at-
tacked ones when needed.

In the following, we first focus on the legitimate state formulation and next, we present
the algorithm which consists in only three rules and give the correctness proofs.

4.5.1/ PROBLEM FORMALIZATION

Let G “ pV; Eq the graph modeling the sensor network, with |V| “ n and |E| “ m. We
assume sensor node identifiers to be unique. Recall that sensor node identifier is unique
if and only if i.Id ‰ j.Id holds for each i, j P Vpi ‰ jq. A sensor node can be in one of
these four states: working, probing, sleeping or locked.

We say that a sensor node i is independent if
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i.state “ working^ p@ j P Niq p j.state “ sleeping_ probing_ lockedq

and that i is dominated if

pi.state “ sleeping_ probing_ lockedq ^ pD j P Niq p j.state “ workingq

The legitimate state (let denote it L) of the network is then expressed as follows:

@i P V : i.state “ working ñ i.compartment “ S _ I

In other words, each working node is either in S or I.

The following notations are also given for the predicates of node i

- Apiq: attacked neighbor: D j P Ni, j.compartment “ R

- Wpiq: working neighbor: D j P Ni, j.state “ working

- W˚piq: working neighbor with lower Id: D j P Ni, j.state “ working^ i.Id ą j.Id

- P˚piq: probing neighbor with lower Id: D j P Ni, j.state “ probing^ i.Id ą j.Id

4.5.2/ THE ALGORITHM

The proposed algorithm uses the following three rules:

r1:
if i.state “ probing^Wpiq then

if j.compartment “ I then
i.compartment Ð I (*the datum is transferred/replicated to/on i*)

end if
i.state Ð sleeping

end if

r2:
if i.state “ probing^ p Wpiq ^  P˚piq _ Apiqq then

if Apiq then
j.state Ð locked (*node j remains locked until its healing/recovery*)

end if
i.state Ð working

end if

r3:
if i.state “ working^W˚piq then

if i.compartment “ S ^ j.compartment “ I then
i.compartment Ð I (*the datum is transferred/replicated to/on i*)

end if
i.state Ð sleeping

end if
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4.5.3/ CORRECTNESS PROOFS

Lemma 4:

If a node changes to the working state by r2, then it remains in its state and will
never execute a rule again until an eventual attack.

Proof. Let i be a sensor node that executes r2. According to the preconditions of all rules,
node i can execute only rule r3 in the next round. However, in order to do so, one of its
neighbors would have to change into working state by r2. This is impossible as long as
node i is in the working state. Thus, node i will never execute a rule again. If node i is
attacked, it will be locked by r2 and remains in its state until its healing/recovery. After
that, it will join the set of sleeping nodes. � �

Lemma 5:

If a sensor node is enabled by rule r2, then each one of its neighbors will execute
at most one more rule until their next wakeup/probing, and this rule will be r1.

Proof. Let i be a node that executes r2. When node i changes to working state, all its
neighbors are either in sleeping or probing or locked state. So we have three possible
scenarios: i) neighbors in sleeping state: there is no conflict in this case. ii) neighbors with
probing state: those neighbors have a higher Id than i. iii) locked neighbors will remain in
their state until their healing/recovery before joining the set of sleeping nodes. � �

Lemma 6:

Every sensor node is either independent or dominated or locked.

Proof. From the point of view of node i, we have three scenarios:

- if node i is in the working state and is not independent, then i may execute rule r3.
- if node i is in the sleeping_ probing state and is not dominated, then node i may execute
rule r2.
- if node i is in the locked state, then node i will remain in its state until its healing/recovery.

� �

Lemma 7:

When a node is not locked _ sleeping, it can make at most 2 moves.

Proof. By Lemma 1 and Lemma 2, each rule can be executed at most once by a node.
Hence, the only case a node makes two moves is when it executes r3 then r2 with a
working state. � �
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Theorem 1:

With respect to the legitimate state L of the network, the proposed algorithm
converges within 2n moves.

Proof. This follows from Lemma 1 to Lemma 4. � �

4.6/ PERFORMANCE EVALUATION

This section is dedicated to show some results of the evaluation of the SIR approach
through experiments. We will show, using both the mathematical modeling and a basic
wireless sensor network, that taking place in the conditions of Proposition 4 is a guarantee
to achieve information survivability in WSNs.

4.6.1/ MATHEMATICS-BASED SIMULATIONS

In this first illustration, the initial number of susceptible sensors is set to 300 while 3 nodes
initially receive the datum. System 4.8 is then discretized and 4 experiments have been
conducted, leading twice to the situation R0 ă 1, and twice to the opposite situation.

Figure 4.12 shows the obtained results. We can see that the I compartment is never
empty when R0 ą 1, leading to a data survivability in this SIR model simulation. Con-
versely, when R0 ă 1, the information is obviously lost.

4.6.2/ WSN SIMULATIONS

In this second set of experiments, we show that the time period of the presence of the
information can be extended in a wireless sensor network, and when satisfying Proposi-
tion 4.

We have firstly deployed N “ 100 sensors, all belonging in the susceptible compart-
ment, and with respect to the algorithm detailed in the previous section. In the initial
condition, each sensor has a probability of 10% to detect an intrusion (this is the informa-
tion). At each time unit, an average of lN new sensors are awaken. For each informed
sensor and for each of its susceptible neighbor, the data is sent with a probability bI. The
death rate of each sensor is set to m (each awaken sensor has the probability m to empty
its battery during the considered time unit), while each informed sensor has a probability c
to loose the information (to move in the R compartment). The whole network is observed
during 60 time units.

We have firstly set l “ 0.017, m “ 0.0018, c “ 0.035, and b “ 0.33, which leads to
R0 “ 84.69, and to the situation depicted in Figure 4.13a. In this experiment, * symbols
have been used for the susceptible sensors, ˆ for the informed ones, a circle is for the
recovered ones, while the straight line counts the number of dead sensors. A second set
of parameters has led to R0 “ 0.06, and to the situation described in Figure 4.13b.



122 Data Survival in WSN

0 50 100 150 200 250 300
Time

0

50

100

150

200

250

300

N
u
m

b
e
r 

o
f 

se
n
so

rs

Compartments evolution for b,c,l,m = 0.4,0.015,0.4,0.03

Susceptible
Infected
Recovered

(a) R0 “ 118.51

0 50 100 150 200 250 300
Time

0

50

100

150

200

250

300

N
u
m

b
e
r 

o
f 

se
n
so

rs

Compartments evolution for b,c,l,m = 0.44,0.023,0.5,0.02

Susceptible
Infected
Recovered

(b) R0 “ 255.81
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(c) R0 “ 0.29

0 50 100 150 200 250 300
Time

0

50

100

150

200

250

300
N

u
m

b
e
r 

o
f 

se
n
so

rs

Compartments evolution for b,c,l,m = 0.23,0.01,0.47,0.4

Susceptible
Infected
Recovered

(d) R0 “ 0.65

Figure 4.12: Simulation of SIR model with birth and death rates and various R0

(a) R0 “ 84.69 (b) R0 “ 0.06

Figure 4.13: Simulation of a wireless sensor network

4.6.3/ 100 EXPERIMENTS WITH RANDOM PARAMETERS

We have then launched the previous simulator 100 times with random parameters. At
each simulation, probability l is randomly picked in the interval [0,0.2[, m is chosen in
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[0,0.01[, c is picked in [0,0.1[, while b is in [0,0.033[, in order to be close to a real situation
while having R0 ă 1 and R0 ą 1 both represented. During these 100 experiments, we
have obtained 39 times the situation R0 ă 1 with an average of 0.34 (and 61 times the
situation R0 ą 1, 16.05 of average).

We found an average number of informed sensors equal to 15.50 in the first situation,
while it is the double in the second one (33.12 informed sensors in average). In 7 of the
39 simulations with R0 ă 1 (17.95%), the number of informed sensors has reached 0,
while the information has disappeared 2 times during the 61 other simulations (3.27%).
The minimum of informed sensors is attained at the 35-th time unit (in average) in the first
situation, while we reach it earlier in the second one (31-th time unit).

To sum up, the information has disappeared in 3.27% of the simulations when R0 ą 1,
while it has been lost in 17.95% of the cases in the second situation.

4.7/ CONCLUSION

This paper presented an efficient technique that uses epidemic domain models in the con-
text of data survival in wireless sensors networks. We studied two models (SIR and SIS)
that can ensure the survivability of the datum in presence of different types of attacks.
We refined the existing SIR model, in order to take into account the WSN constraints,
mainly the limited resources and the dynamic topology. In a second step, we proposed
and analyzed an efficient distributed algorithm to tackle the problem of data survivabil-
ity. an energy-efficient fully distributed algorithm that guarantees a necessary subset of
sensor nodes to remain non-attacked.





5
CONCLUSIONS AND PERSPECTIVES

This chapter presents the general conclusions of this document and gives some perspec-
tives for future work.

5.1/ CONCLUSIONS

The contributions described in this manuscript constitute a summary of my research ac-
tivities concerning data acquisition and processing in large scale sensor networks. The
manuscript is divided into four main chapters detailing some of our contributions related
to data management in WSN (collection, aggregation, fusion and survivability).

In the first chapter dedicated to data acquisition and prediction, we presented three
contributions related to data collection and transmission reduction in sensor networks.
First, we introduced a novel dual prediction mechanism based data reduction algorithm.
We have shown that our proposed method is better at reducing the number of transmis-
sions from the node to the sink compared to other existing approaches. Moreover, we
took into consideration communication error, links failures, and battery depletion in or-
der to prevent the loss of synchronization between the sink and the node, by applying
an appropriate mechanism that identifies and reconstruct missing data. Secondly, we
provided an adaptive sampling approach for energy efficient periodic data collection in
sensor networks. We studied the sensed data between periods based on the depen-
dence of conditional variance. Then, we proposed a multiple levels activity model that
uses behavior functions modeled by modified Bezier curves to define application classes
and allow each node to compute its sampling rate. The obtained results show that our
approach can be effectively used to increase the sensor network lifetime, while still keep-
ing high quality of the collected data. The third contribution is a combination between
the adaptive sampling and dual prediction mechanism techniques. By merging these two
techniques together, we were able to reduce radio communication and data sensing at
the same time and consequently to preserve a great amount of energy and extend the
network lifetime.

The second part of this manuscript is dedicated to our contribution regarding data ag-
gregation in large scale sensor networks. After a preliminary aggregation phase at the
node level to reduce local redundancies, three data aggregation techniques were pro-
posed. The first technique proposes a new prefix frequency filtering approach and several
optimizations using sets similarity functions to find similar data sets collected from neigh-
bors. It was shown through simulations on real data measurements that this method

125
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reduces drastically the redundant sensor measures and outperforms existing prefix filter-
ing approaches. The second technique allows each cluster head to eliminate redundancy
from data sent from its members while applying an algorithm based on the k-means al-
gorithm, one way ANOVA model and statistical tests. The experimental results show
that this technique largely reduces data redundancy in the network. In the third tech-
nique, distance functions (e.g. Euclidean, Cosine, Camberra, Bray-Curtis) are used to
search correlation between data sets collected from neighbouring nodes. These three
techniques were compared together and to related works. The results show that they
outperform existing approaches like data compression or tiny of dag, etc. Furthermore,
a discussion is presented outlining under which circumstances each technique is more
effective.

The third part of this document focused on our contributions on multi-sensor data fu-
sion. We proposed two data fusion techniques and we considered e-health and body
sensor networks as domain of application. We considered a WBSN composed of n bio-
sensors and one coordinator responsible of taking decisions according to the health sta-
tus of the monitored patient. In our first technique, the aim of the system is to take
immediate decisions when an emergency is detected and to monitor continuously the
vital signs in order to keep the patient’s health stable and under control. Therefore, we
have described the data fusion scheme which relies on a decision fusing multiple data
sets by using fuzzy procedures. Then, we have proposed a decision-making and moni-
toring algorithm on the coordinator-level. We have conducted a series of simulations on
real medical data recordings to show the effectiveness of our method. The results show
that the decisions are taken immediately in an efficient manner, therefore giving the treat-
ment some time to take effect and reducing the amount of unnecessary decisions. In
the second technique, a health risk assessment and decision-making algorithm has been
proposed within a complete acute illness monitoring system using a WBSN deployed on
the patient’s body. A generalization of the multi-sensor data fusion model has been pro-
posed in order to make it more flexible and to allow its usage regardless of the number of
vital signs being monitored. A comparison with an existing approach from the literature
has been done. The results show that our approach reduces data transmission while
preserving the required information. Furthermore, the assessment of the vital signs and
of the global health condition of the patient in both approaches are compatible: risks are
detected on time. These results are validated by a healthcare expert.

The fourth chapter of this manuscript described our contribution on data survivability
for unattended wireless sensor networks, where the presence of the sink is sporadic. It
allows sensor nodes collaborating and transmitting crucial information between them in
order to maximize the amount of monitoring-related data that can survive. We studied
two models (SIR and SIS) that can ensure the survivability of the datum in presence of
different types of attacks. We showed that our method is well adapted to Unattended
WSN scenarios while taking into account the dynamic network topology and the nodes
scheduling activities. In a second step, we proposed and analyzed an efficient distributed
algorithm to tackle the problem of data survivability.
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5.2/ PERSPECTIVES

In this section I will highlight short to medium term research directions and perspectives.

5.2.1/ DATA REDUCTION FROM WSN TO IOT

Data reduction techniques presented in this document consider WSN with single type
of sensor nodes. In the future internet of things, various types of sensor nodes / things
will be used. Consequently, various types of data will be sensed and stored. For in-
stance, a health-care application based on wireless body sensor network collect vital
signs data and might utilize sensors embedded on smart phones including accelerom-
eter, gyroscope, GPS, microphone, camera, etc. Therefore, sensor nodes will sample
multiple types of sensory data (e.g. scalar data, vector data, multimedia data, etc.). The
current data reduction work focuses only on a single type of data (e.g. scalar) and rarely
consider multi-types sensory data collection and reduction. Thus, the variety of sensory
data bring several challenges for efficient data collection. One important issue that should
be treated is the correlation among different types of data. Then, based on this correla-
tion, energy efficient cooperative data acquisition techniques need to be designed. For
example, stochastic process based methods or time series analysis, can be adopted.

5.2.2/ COLLABORATIVE BODY SENSOR NETWORKS (INTERREG PROJECT RE-
SPONSE)

In the Interreg Project Response, our objective is to have several heterogeneous sensor
networks communicating with each others. In this project, there are two types of networks
(active and passive). The first one is a body sensor network (BSN) carried by firemen and
the second is a network of temperature and deformation sensors, passive and resistant
to high temperatures, fixed in building structures. Such application where multiple indi-
viduals’ monitoring is required has created a new type of BSN called Collaborative BSN
(CBSN), in which data should be gathered and analyzed from multiple bodies rather than
a single body to take action accordingly. Even though there are several researches about
single BSNs, little studies were found to cover CBSNs. In fact, CBSN is still in its early
phases and strong understanding of its architecture and techniques are still lacking. To
guarantee a robust and reliable network able to gather and deliver data with high QoS
measures, CBSN needs to address several challenges: high mobility, high scalability re-
quirements, coverage and connectivity issues, heterogeneous traffic and irregular traffic
pattern, security requirements, etc.

5.2.3/ DEEP LEARNING FOR E-HEALTH (ANR LABEX ACTION PROJECT)

The main objective of this project is to study and propose models for recognition and
automatic detection of stress to minimize anxiety disorders that have a direct influence
on the whole society. Our challenge is to identify stress in different individuals and in dif-
ferent contexts by coupling two recent and promising technologies namely body sensor
networks and deep learning. This project consists of two main stages, data collection,
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and machine learning. The idea is to explore deep learning techniques such as convolu-
tional networks or long short-term memory [LSTM], initially focusing on a small number
of classes. We will start by studying a small number of classes, for example: unstressed,
light stress and high stress. If we see that it is possible to study finer classes or that
it is possible to detect other phenomena, we will increase the number of classes. It is
important to have a large enough number of individuals to increase the robustness.

5.2.4/ PRIVACY APPLIED TO E-HEALTH

These days, we progressively find ourselves surrounded by smart cyber-physical sys-
tems that silently track our activities and collect information about us. Examples include
smart homes and cities, remote patient monitoring, WSN, IoT. While such systems may
ease our lives, they raise major privacy concerns for their users, as collected data is often
sensitive, e.g. vital signs, location. In collaboration with LIRIS laboratory from University
of Lyon1, our objective is to address these concerns by proposing a solution that enables
the users to play a central role in protecting their privacy. We propose models, techniques
and tools to help users, before sharing their data with data consumers, to 1) identify the
privacy risks involved in that sharing; 2) assess the value of data, based on identified
risks, and compare it to the benefits generated by the sharing; 3) control the data release
by applying data modification techniques to implement taken sharing decisions. We in-
tend to apply this solution to the healthcare domain to protect the privacy of patients in
smart healthcare environments.

5.2.5/ MODULAR ROBOTS

An important research axis that I wish to develop in my perspectives is the programmable
matters and modular robots. Recently, nano-robots can be used in several types of appli-
cations while covering a wide range of tasks. For example, they are used for cleaning ar-
teries, autonomous space exploration, urban search and rescue, Educational purposes,
etc. Nowadays, fixed-body robots can perform several tasks in an accurate manner.
However, they are not adaptable and flexible to unpredicted environments. The idea of
modular robots is to create self-organizing machines that adapt themselves according
to the surrounding environment and unexpected events. Employing these new systems
generates a large number of challenging problems in design, optimization, and planning.
One of my main perspectives is to study these systems and propose proper solution
approaches for these challenges.
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Abstract:

Wireless sensor networks (WSN) produce a huge amount of data that needs to be gathered,
processed, and transmitted according to the application objectives. This document describes data
collection and processing in large scale WSN from data acquisition to data fusion and survivability.
Our main objectives are to reduce the amount of data traffic, filter redundant measurements, and
make predictions and inferences in a WSN with energy, storage capacity, computing power and
communications bandwidth resource constraints. Data collection and prediction algorithms are
proposed which significantly reduce the size of the collected and transmitted data by adapting
the sampling and transmission rates of the sensors. Then, we present three data aggregation
techniques to eliminate redundant data sets generated by neighbouring nodes. In addition, we
provide information fusion techniques by exploiting the synergy among the collected data. They are
based on fuzzy logic and aim to obtain information of greater quality and make accurate decisions.
An epidemic model based approach for data survivability is then studied. It consists on preserving
data for a long period of time in unattended WSN. Finally, the proposed methods were evaluated
on real-world data sets collected at our laboratory and compared to recent related approaches. The
results were promising in quality of data collection and transmission reduction.

Keywords: WSN, Distributed algorithms, Adaptive sampling, Data prediction, K-means clustering, Sets Sim-
ilarity and Distance functions, Information fusion, Fuzzy logic, Data survival, Epidemic models.

Résumé :

Les réseaux de capteurs produisent une très grande quantité de données qui doivent être collectées,
traitées et transmises selon les besoins de l’application. Ce document décrit la collecte et le
traitement de données dans les réseaux de capteurs à grande échelle. L’objectif principal est
de réduire la quantité de données collectées et transmises, de filtrer les mesures redondantes
et de faire des prédictions et inférences dans un réseau ayant faibles ressources énergétiques
et de stockage. Des algorithmes de collecte de données et de prédiction sont proposés. Ils
réduisent considérablement la taille de données collectées en adaptant les taux d’échantillonnage
des capteurs. Ensuite, nous présentons trois techniques d’agrégation de données pour éliminer les
ensembles de données redondants générés par les nœuds voisins. Par ailleurs, nous proposons des
techniques de fusion de données en exploitant la synergie entre les données collectées. Elles sont
basées sur la logique floue et visent à obtenir des informations de meilleure qualité et à prendre des
décisions plus précises. Une approche de survie de données basée sur les modèles épidémiques
est ensuite étudiée. Elle consiste à conserver les données pendant une longue période et durant
l’absence du puits. Enfin, les méthodes proposées ont été testées sur des ensembles de données
réelles collectées dans notre laboratoire et comparées à des approches existantes. Les résultats
étaient prometteurs en termes de la réduction de la taille de données collectées et transmises.

Mots-clés : Réseaux de capteurs, algorithmes distribués, collecte et prédiction de données, analyse de
la vairance, agrégation et fusion de données, fonctions de similarité, partitionnement en k-
moyennes, système d’inférence floue, survie de données, modèles épidémiologiques.
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