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Abstract— This paper shows that any potential function
fulfilling certain thermodynamic stability criteria can be used
as a storage function for the Port based modeling of the non
isothermal Continuous Stirred Tank Reactor (CSTR) model
using the Brayton-Moser formulation without any restriction
on the chemical reaction kinetics. By means of an extended
IDA-PBC (Interconnection and Damping Assignment-Passivity
Based Control) approach, the closed loop energy is then
shaped to be equal to the thermal part of the availability with
the heat flowrate as the only control input. Some numerical
simulations illustrate the theoretical developments.

Keywords. Irreversible thermodynamics, CSTR networks,
Port Hamiltonian systems, Brayton-Moser, IDA-PBC.

I. INTRODUCTION

This paper deals with the control design of continuous sin-
gle phase chemical reactors in Port Hamiltonian framework
using irreversible thermodynamics. More precisely, the Port
(pseudo) Hamiltonian model is obtained by using Brayton-
Moser formulation on the basis of a structured representa-
tion of the system with the variables directly issued from
thermodynamic considerations. It is shown that there exists
some general thermodynamic stability criteria (including the
irreversible entropy production due to chemical reaction)
that allows to find the (strictly) negative definite matrix
Q for the Brayton-Moser formulation. In other words, any
thermodynamic variable fulfilling this criteria is usable as an
Hamiltonian storage function. This Port Hamiltonian repre-
sentation can then be used for the control design of the CSTR
networks via the IDA-PBC approach [2][8][10][19][21] us-
ing the thermodynamic availability function [22][26] as the
desired closed loop Hamiltonian.

Let us note that in contrast with mechanical and electrical
systems where connections between energy and control are
today fairly well understood [12][24], links between physics
and chemical process control in a Port Hamiltonian based
view are quite difficult to exhibit from a geometrical view-
point [9]. Indeed, the chemical reaction systems, and in
particular the reference case study known as the Continuous
Stirred Tank Reactor (CSTR), belong to highly nonlinear
non-equilibrium thermodynamic systems via reaction kinet-
ics and irreversibilities of the coupling between matter and
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temperature. Following the law of conservation of energy,
the total energy (the energies of the simple system under
consideration and its surrounding medium) is conserved.
Consequently the internal energy, that is considered from
a microscopic point of view, as the sum of kinetic and
potential energies of all molecules inside the system, is
then not dissipated during chemical reaction but is modified
by exchanges (material and heat flows as well as volume
expansion for gas phase reactions) affected at the system
boundary as stated by the first principle of thermodynamics.
As a consequence, the variation of the internal energy is only
to change molecular arrangements and chemical structure
of species. Indeed the internal energy cannot be considered
as an Hamiltonian function because it does not allow to
express the inherent irreversibility of the system governed by
the second principle of thermodynamics. The links between
thermodynamics and system theory have to be characterized
more precisely in order to exhibit thermodynamic variables
usable for Port Hamiltonian based control design.

This subject has been an active research area over the years
[8][9][10][13][14][16][17][20][21], and the Port Hamiltonian
based methodology has been successfully applied in the field
of chemical engineering. Even if such a formulation does
not formally exist for chemical reaction systems [9], a Port
pseudo1 Hamiltonian formulation allows to find appropriate
feedback laws using the passivity based control [3][10][21].

In this paper, we first show that a passive Port (pseudo)
Hamiltonian representation for CSTRs can be derived from
the Brayton-Moser formulation when a positivity condition
(called thermodynamic stability condition) is satisfied by
some chosen potential function. In other words, this formula-
tion is based on a structured representation with the variables
directly issued from thermodynamic considerations. In that
sense, the paper generalizes the obtained results of [14][20].
We show that the following candidate variables can be chosen
as Hamiltonian storage functions :

- the opposite of entropy −S (extensive variable);
- the square of the chemical affinity A (intensive variable).
In both cases, the dissipation term can be linked to the

natural irreversibility (entropy production) due to chemical
reaction. Secondly we show that the matching equation of
IDA-PBC approach for controlling the CSTR can be easily
solved as soon as the desired closed loop Hamiltonian is
chosen to be proportional only to the thermal part of the
thermodynamic availability function [14][26].

This paper is organized as follows. Section II gives an

1Some structure matrices J(x) and R(x) depend also of the co-state
variables ∇xH(x).
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overview on the links between the Brayton-Moser and Port
controlled Hamiltonian representations. Section III presents
the CSTR network case study. In the section IV, some
preliminary results about a (general) thermodynamic stability
criterion and the decomposition of the availability into the
thermal and material parts of an ideal multi-component
mixture are developed. This stability criteria is then used to
find the solution of the Brayton-Moser formulation for the
Port (pseudo) Hamiltonian based CSTR modeling with one
reaction νAA
 νBB in Section V. The IDA-PBC approach
is then solved using the thermal part of the availability as
the desired close loop Hamiltonian function and the jacket
temperature as the only control input. Section VI proposes
some numerical simulations.

II. PORT CONTROLLED HAMILTONIAN REPRESENTATION
AND BRAYTON-MOSER FORMULATION

Let us consider open chemical systems that are affine in
the control input u and whose dynamics is given by :

dx

dt
= f(x) + g(x) u (1)

where x ∈ Rn is the state vector, f(x) ∈ Rn represents the
smooth nonlinear function with respect to x, g(x) ∈ Rn×m
is the input-state map and u ∈ Rm is the input.

A. Brayton-Moser formulation

The Brayton-Moser formulation [4] requires :

• to find a non singular matrix Q(x) : Rn → Rn×n such
that its symmetric part is negative definite:

Q(x) +Q(x)t ≤ 0 (2)

where the exponent t stands for the matrix transpose.
• to write the system dynamics (1) into the following

equivalent form :

Q(x)
dx

dt
= ∇xP (x) +G(x)u (3)

with P (x) : Rn → R is smooth potential function.

From (1)(3) we get the following relations :

∇xP (x) = Q(x)f(x) (4)
G(x) = Q(x)g(x) (5)

The sufficient and necessary conditions for the existence of
(3) are the symmetry of the Hessian matrix of P (x) :

H(P ) =
(
H(P )

)t
(6)

B. Links with the Port controlled Hamiltonian systems

Because Q is invertible, the Brayton Moser form (3) can
be rewritten as follows :

dx

dt
= Q(x)−1∇xP (x) + g(x)u (7)

Since any square matrix can be split into two (symmetric
and skew-symmetric) parts, (7) can be transformed into the
following form :

dx

dt
=

[
Q−1 −Q−1t

2
+
Q−1 +Q−1t

2

]
∇xP (x) + g(x)u

(8)
The above equation can be identified to a general class of the
so called Port controlled Hamiltonian (PCH) systems with
dissipation given by [12][5][24][25] :{

dx
dt = [J(x)−R(x)]∇xH(x) + g(x)u
y = g(x)t∇xH(x)

(9)

with :

H(x) = P (x), J(x) =
Q(x)−1 −Q(x)−1t

2

R(x) = −Q(x)−1 +Q(x)−1t

2

The smooth function H(x) = P (x) : Rn → R represents
the Hamiltonian storage function (or the energy) ; J(x) =
−J(x)t and R(x) = R(x)t ≥ 0 are the structure matrices
and correspond to the natural interconnection matrix and the
damping matrix, respectively; u, y ∈ Rm are the control
input and output, respectively, and are power conjugated port
variables. The energy balance immediately follows from (9) :

dH(x)

dt
= −

[
∂H(x)

∂x

]t
R(x)

[
∂H(x)

∂x

]
+ uty (10)

The system (9) is passive in the sense that the dissipation

d = −
[
∂H(x)

∂x

]t
R(x)

[
∂H(x)

∂x

]
< 0 (11)

is always negative and the Hamiltonian H(x) is bounded
from below [5][25]. The term d defined by (11) corresponds
to natural dissipation (energy lost due to friction/damping in
mechanical systems or due to resistance in RLC electrical
systems [12][24] or due to entropy production in the CSTR
networks [14] for example). The following inequality imme-
diately follows from (10)(11) :

energy storage︷ ︸︸ ︷
H(x(t2))−H(x(t1)) ≤

energy supply︷ ︸︸ ︷∫ t2

t1

u(τ)ty(τ)dτ (12)

(12) shows that a passive system cannot store more energy
than the one supplied from the environment due to the
dissipated energy. With a feedback law of the form u = −Ky
with K > 0 this system remains dissipative. In this paper the
synthesized feedback laws are based on these Hamiltonian
models (9) using Interconnection and Damping Assignment
Passivity - Based Control (IDA-PBC) approach [19].

C. IDA-PBC approach

The objective of the IDA-PBC approach is to find a static
state-feedback control u = β(x) such that the closed loop
dynamics is also a PCH system with dissipation of the form:

dx

dt
= [Jd(x)−Rd(x)]∇xHd(x) (13)
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where the controlled storage function Hd(x) has a strict
local minimum at the desired equilibrium x?, and Jd(x) =
−Jd(x)t and Rd(x) = Rd(x)t ≥ 0 are some desired inter-
connection and damping matrices respectively. The following
matching equation that follows immediately from (9)(13) has
to be solved :

[J(x)−R(x)]∇xH(x) + g(x)β(x) = [Jd(x)−Rd(x)]∇xHd(x) (14)

Let consider there exists a full rank left annihilator of g(x)
denoted g(x)⊥ such that g(x)⊥g(x) = 0. If Jd(x), Rd(x)
and Hd(x) are chosen such that :

g(x)⊥[J(x)−R(x)]∇xH(x) = g(x)⊥[Jd(x)−Rd(x)]∇xHd(x) (15)

the state feedback β(x) for u is then given by :

β(x) =
(
g(x)tg(x)

)−1
g(x)t

(
[Jd(x)−Rd(x)]∇xHd(x)

−[J(x)−R(x)]∇xH(x)
) (16)

The system (9) with the feedback law (16) is stable at x?

since from (13) we have :

dHd(x)

dt
= − (∇xHd(x))

t
Rd(x) (∇xHd(x)) ≤ 0

and Hd(x) is a Lyapunov function. Details on IDA-PBC
design procedure can be found in [19].

This paper extends the IDA-PBC approach to the Hamil-
tonian systems (9) in which the input vector u = (uf uc)

t

contains some input with fixed value uf . The stabilization
problem is then solved with the only controllable input uc.

III. THE CSTR NETWORKS CASE STUDY

A. CSTR model

Let us consider a CSTR with one reaction involving n
chemical species Ck (k = 1 . . . n):

· · ·+ νiCi + · · · = · · ·+ νjCj + · · · (17)

Note that the reaction under consideration can be either a
reversible reaction (” = ” is then replaced by ” 
 ”) or
an irreversible one (with ” = ” replaced by ” → ”).νi and
νj are the suitable signed stoichiometric coefficients with the
following convention : νi < 0 (resp. > 0) if Ci appears on the
left (resp. right) side of (17). Note also that the net reaction
rate r is equal to r = (rf − rr) where rf and rr are the
forward and backward reaction rates, respectively.

Let us consider the following assumptions :
(H1) The fluid mixture is ideal, incompressible and under

isobaric conditions.
(H2) In the inlet, the reactor is fed by the species Ck (k =

1 . . . n) at a fixed temperature TI .
(H3) The heat flow coming from the jacket Q̇J

Q̇J = λ(TJ − T ) (18)

with λ the heat exchange coefficient and inlet molar flow
rates (F1I , . . . , FnI) are used as inputs.

B. Thermodynamics based view for CSTR modeling
In thermodynamics, the system variables are divided into

extensive variables (such as the internal energy U , the
entropy S, the volume V , the molar number Ni) and into
intensive variables (such as the temperature T , the pressure
P , the chemical potential µi). In isobaric conditions, the
variation of internal energy U is equal to that of the enthalpy
H , given by considering the Gibbs equation :

dH =

n∑
k=1

µkdNk + TdS (19)

From (19) we have :

dS =

n∑
k=1

−µk
T

dNk +
1

T
dH (20)

Since the entropy S is also an extensive variable, we get :

S(N1, . . . , Nn, H) =

n∑
k=1

−µk
T

Nk +
1

T
H (21)

(20) can be written in a compact form as follows:

dS = wtdZ ⇒ w(Z)t =
∂S(Z)

∂Z
(22)

with

w(Z) =

(
−µ1
T

, . . . ,
−µn
T

,
1

T

)t

, Z =
(
N1, . . . , Nn, H

)t
The dynamics of the system is then given by considering the
energy and material balances :

dN1

dt = F1I − F1 + ν1r
...

dNn
dt = FnI − Fn + νnr
dH
dt = Q̇J +

∑n
i=1(FiIhiI − Fihi)

(23)

where (F1I , . . . , FnI), (F1, . . . , Fn), (ν1, . . . , νn),
(h1I , . . . , hnI) and (h1, . . . , hn) and Q̇J are the inlet flow
rate vector, the outlet flow rate vector, the stoichiometric
vector, the inlet molar enthalpy vector, the molar enthalpy
vector and the heat flux coming from the jacket, respectively.

Using the local equilibrium hypothesis [7], (22) can be
written as follows :

dS

dt
= wt

dZ

dt
(24)

Let us introduce the definition of the total chemical affinity :

A = −ν1
µ1

T
− ν2

µ2

T
− . . .− νn

µn
T

(25)

It is shown that A (25) is also an intensive variable. Recall
that the irreversible entropy productions due to reaction Σreac.

s

is equal to [15] :

Σreac.
s = A rV ≥ 0 (26)

Note that the inequality in (26) always holds for any reaction
kinetic constant. We can see that the affinity A and rV have
the same sign for any evolution; if A > 0 (resp. A < 0)
then rV > 0 (resp. rV < 0) and if A = 0 then rV = 0. In
other words, the reaction always evolves in the direction of
decreasing affinity.
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C. Thermodynamic availability

From the second law of thermodynamics for homogeneous
systems, the entropy function S(Z) is necessarily concave
with respect to Z [6], and as a consequence, it can be shown
[22][26] that the availability function A :

A(Z) = S2 + wt2(Z − Z2)− S(Z) ≥ 0 (27)

is non negative, where Z2 is some fixed reference point
and w2 are intensive variables associated to the extensive
variables Z2. A(Z) has some interesting properties that
will entail its use as Lyapunov function for control purpose
[1][14][16][22].

Because the entropy S is an homogeneous function of
degree 1 with respect to Z [6], it is strictly concave if and
only if at least one global extensive property (such as volume,
total mass, total mole number) has been fixing [18]. As a
consequence A(Z) will be strictly convex. In the remaining
of the paper we will suppose that the total mass mt in the
reactor is constant.

Finally the availability function (27) can be written [14]
as follows :

A(Z) = −(w − w2)tZ (28)

IV. PRELIMINARY RESULTS

A. General thermodynamic stability criteria for CSTR

In the following we define a thermodynamic stability
criterion that can be used as a sufficient condition to derive
some Port Hamiltonian models from the Brayton-Moser
formulation. We shall see that this criterion is strongly related
to the second law of thermodynamics.

Definition 1: The thermodynamic potential P (N1, . . . ,
Nn, H) satisfies the so called general thermodynamic sta-
bility criterion if and only if :(

−ν1
∂P

∂N1
− ν2

∂P

∂N2
− . . .− νn

∂P

∂Nn

)
rV ≥ 0 (29)

Let us now show that both the chemical affinity (25) and the
ectropy (defined as −S) satisfy the thermodynamic stability
criterion (29). Lemma 1 presents a property related to the
chemical affinity, generalizing some results given in [11][15].

Lemma 1: From the second law of thermodynamics, the
chemical affinity A (N1, . . . , Nn, H) verifies :

−ν1
∂A

∂N1
− ν2

∂A

∂N2
− . . .− νn

∂A

∂Nn
≥ 0 (30)

Proof: From (25) we have :

∂A

∂Ni
= −

n∑
j=1

νj
∂
µj
T

∂Ni
; i = 1, . . . , n

Taking into account that −µjT = ∂S
∂Nj

(see (22)), we have :

∂A

∂Ni
=

n∑
j=1

νj
∂2S

∂Ni∂Nj
; i = 1, . . . , n (31)

Multiplying (31) by νi and summing for i = 1, . . . , n, we
have :

n∑
i=1

νi
∂A

∂Ni
=

n∑
i=1

n∑
j=1

νiνj
∂2S

∂Ni∂Nj
(32)

(32) can be also rewritten in the following quadratic form :
n∑
i=1

νi
∂A

∂Ni
= υtH(S)υ (33)

where υ = (0, ν1, . . . , νn)
t and H(S) is the Hessian matrix

of the entropy function S(Z). Because S = S(Z) is concave
with respect to Z = (N1, . . . , Nn, H) [6] : H(S) ≤ 0. (30)
immediately follows.

The following Corollary 1 proposes the explicit form of
(30) for an ideal multi-component mixture.

Corollary 1: Under the hypothesis (H1), the explicit form
of (30) is :

−
n∑
k=1

νk
∂A

∂Nk
=

R

Nt
νtΞν +

(
νth

)2 1

CpT 2
≥ 0 (34)

where ν = (ν1, . . . , νn)t, h = (h1, . . . , hn)t and Ξ is the
n× n positive definite matrix :

Ξ = (ξij)i,j=1,...,n =


Nt−N1

N1
−1 −1

−1 Nt−N2

N2

. . .
...

...
. . . . . . −1

−1 . . . −1 Nt−Nn
Nn


(35)

where Cp =
∑n
i=1 cpiNi is total heat capacity and Nt =∑n

i=1Ni is total molar number.
Proof: Let us consider an ideal isobaric mixture. The

partial molar enthalpies and entropies of the chemical species
k are then given by the following expressions [23] :{

hk(T, xk) = cpk(T − Tref ) + hkref

sk(T, xk) = cpk ln
(

T
Tref

)
+ skref −R lnxk

(36)

where xk is molar fraction of species k (k = 1, 2, . . . , n) :

xk =
Nk

N1 +N2 + . . .+Nn
(37)

From µk
T = hk

T − sk [7][23], we have :[µk
T

]
(T, xk) = ζk(T ) +R lnxk (38)

with

ζk(T ) = cpk +
−cpkTref + hkref

T
− cpk ln

( T

Tref

)
− skref

(39)
The total enthalpy can be written as follows :

H(T,N1, N2, . . . , Nn) =

n∑
k=1

hkNk (40)

Using the first relation in (36), (40) leads to :

T = T (H,N1, . . . , Nn) =
H −

∑n
k=1Nkhkref∑n

k=1Nkcpk
+ Tref

(41)
We obtain for A (25) :

νi
∂A
∂Ni

= −νiν1
∂
µ1
T

∂Ni
− . . .− νiνn

∂ µnT
∂Ni

= −νi
∑n
j=1 νj

∂
µj
T

∂Ni

(42)
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From (38)(41) we have :

νi
∂A
∂Ni

= −νi
∑n
j=1 νj

∂ζj(T )
∂T

∂T
∂Ni

−νiR
∑n
j=1 νj

∂

(
ln

(
Nj

N1+...+Nn

))
∂Ni

(43)

Note from (39)(41) that ∂ζk(T )
∂T = − hk

T 2 , ∂T
∂Ni

= − hi
Cp

. We
also have :

∂
(

ln
(

Nj
N1+N2+...+Nn

))
∂Ni

=

{ Nt−Ni
NiNt

if i = j

− 1
Nt

if i 6= j

We obtain for (42) :

νi
∂A
∂Ni

= −
(
ν1

h1

T 2 + ν2
h2

T 2 + . . .+ νn
hn
T 2

)
νi
hi
Cp

−Rνi
(
− 1
Nt

∑n
j=1,j 6=i νj + νi

Nt−Ni
NiNt

) (44)

Summing (44) for i = 1, 2, . . . , n, we have :

−
∑n
i=1 νi

∂A
∂Ni

= 1
T 2Cp

(ν1h1 + ν2h2 + . . .+ νnhn)
2

+ R
Nt

∑n
i=1 νi

(
−
∑n
j=1,j 6=i νj + νi

Nt−Ni
Ni

)
(45)

(45) leads to (34). Finally the positive definiteness of the ma-
trix Ξ (35) immediately follows since it verifies the following

conditions : ξjj > 0 and ξiiξkk ≥ 1
4

(
ξik+ξki

)2
, ∀i, ∀j, ∀k.

The later ends the proof.
Proposition 1: For any non isothermal homogeneous

liquid-phase reaction, A 2

2 and −S satisfy the general ther-
modynamic stability criterion (29).

Proof: The proof immediately follows (the reader can
refer to [15] for the simple case of a binary mixture).

Note that the inequality in (29) always holds for any
reaction kinetic constant. We can see that the potential P
and rV also have the same sign for any evolution.

B. Decomposition of the availability

The availability function A (28) can be explicitly written :

A = −
n∑
k=1

(
−µk
T

+
µk2
T2

)
Nk −

(
1

T
− 1

T2

)
H (46)

The Lemma 2 proposes a separation of the availability A
(46) into two parts: the thermal part A1 and the material
part A2.

Lemma 2: In the case of an ideal mixture, the availability
function (46) can be written as the sum of two functions A1

and A2 such that :{
A1(N1, . . . , Nn, H) = −

∑n
k=1 Γk(T )Nk −

(
1
T −

1
T2

)
H

A2(N1, . . . , Nn) = −
∑n
k=1 Λk(N1, . . . , Nn)Nk

(47)
where

Γk(T ) = cpk ln
(
T
T2

)
− hk

T + hk2
T2

; k = 1, 2, . . . , n

Λk(N1, . . . , Nn) = R ln
(
Nk2

∑n
i=1Ni

Nk
∑n
i=1Ni2

)
; k = 1, 2, . . . , n

(48)
(i) A2(N1, . . . , Nn) has the following properties :
• A2 ≥ 0

• A2 is an homogeneous function of degree one with
respect to (N1, . . . , Nn). Consequently,

dA2

dt
= −

n∑
k=1

Λk(N1, . . . , Nn)
dNk
dt

(49)

(ii) A1(N1, . . . , Nn, H) has the following properties :
• A1 ≥ 0
• A1 is an homogeneous function of degree one with

respect to (N1, . . . , Nn, H). Consequently,

dA1

dt
= −

n∑
k=1

Γk(T )
dNk
dt
−
(

1

T
− 1

T2

)
dH

dt
(50)

Proof: From µk
T = hk

T − sk [7][23] and (36), we have :(
−µk
T

+
µk2
T2

)
= Γk(T ) + Λk(N1, . . . , Nn) (51)

where Γk(T ) and Λk(N1, . . . , Nn) are given in (48). The
availability function A (46) can be then rewritten:

A(N1, . . . , Nn, H) = A1(N1, . . . , Nn, H)

+A2(N1, . . . , Nn) (52)

We refer the reader to [16] for a complete proof.
Remark 1: A1 and A2 are also strictly convex functions

with respect to Z = (N1, N2, . . . , Nn, H) if one constraint
on extensive variable has been fixing. We recall that the
total mass mt is assumed to be constant. The availability
A(Z) has been successfully used for Lyapunov based control
or closed loop Hamiltonian function of reaction systems
[1][16][14][22]. In this paper we show A1(Z) has also same
properties as A(Z) that will entail its use as Lyapunov func-
tion candidate for control in the Port Hamiltonian framework.

V. MAIN RESULTS

A. Thermodynamically Hamiltonian based CSTR modeling

For the sake of illustration, let us consider a CSTR with
one exothermic reversible reaction νAA 
 νBB. The total
mass mt is assumed to be constant. As a consequence, the
outlet molar flow rate can directly be expressed from mole
fractions and inlet molar flow rate of the different species
involved in the reaction [15]. The non isothermal balance
equations are then given by (1) with [15] :

x =

 NA
NB
H

 , u =

 FAI
FBI
Q̇J

 , f(x) =

 νAr
νBr

0

 (53)

g(x) =


(

1− NAMA

mt

)
−NAMB

mt
0

−NBMA

mt

(
1− NBMB

mt

)
0[

hAI − MAH
mt

] [
hBI − MBH

mt

]
1

 (54)

It has been shown in [14] that the internal energy of
the system can be chosen as an Hamiltonian function. The
system is then naturally under the Hamiltonian form without
dissipation, showing that internal energy is conserved. How-
ever, this formulation does not allow to express the inherent
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irreversibility of the reaction from the thermodynamic view-
point. As a consequence the entropy representation has to be
considered and the state variables are Z = (NA, NB , H)t. In
this section we show that the proposed criteria (Proposition
1) can be helpful to obtain a Port Hamiltonian representation
with dissipation using the Brayton-Moser formulation for the
system (1)(53)(54). We only consider the non isothermal case
here (yet the isothermal case is deduced similarly).

Proposition 2: In the entropy representation of the binary
system with the above reversible reaction, the thermody-
namic potential P given in Proposition 1 reduces to :(

νA
∂P

∂NA
+ νB

∂P

∂NB

)
rV ≤ 0 (55)

If this potential function P verifies the following condition :

lim
r→0

(
νA

∂P
∂NA

+νB
∂P
∂NB

)
r <∞ (56)

then the dynamics (1)(53)(54) can be represented as a Port
(pseudo) Hamiltonian system (9) with x = (NA, NB , H)

t.
Its Hamiltonian storage function is given by H(x) = P (x)
and the structure matrices are written as follows :

J =
1

2∆

 0
(−γ−2c)βe2

4(1−α)b
−γe

(
νA
νB

)
−(−γ−2c)βe2

4(1−α)b
0 ec

γe
(
νA
νB

)
−ec 0



R = − 1

2∆


2αβe2

(
νA
νB

)2
(1−α)

αβe2
νA
νB

(1−α)
γe
(
νA
νB

)
αβe2

νA
νB

(1−α)
βe2

2(1−α)
−ec

γe
(
νA
νB

)
−ec 2

[
γ
(
b
(
νA
νB

)
+ c
)
+ c2

]


with 0 < α < 1, β > 1, and

γ = 4αb
νA
νB
, b =

1

νA

(
νB
νA

∂P

∂NB
+

∂P

∂NA

)
1

rV

c = − 1

νA

∂P

∂NB

1

rV
, e = − 1

νA

(
∂P

∂H

1

rV

)
∆ =

αβe2

(1− α)

(
b

(
νA
νB

)2

+ c
νA
νB

)
+

βe2c2

4(1− α)b

The input-state map is g(x) given by (54), and the input u
by (53). The output y is y = gt∇xH(x). Finally, the system
is passive with dissipation (11) :

d =
(
νA

∂P

∂NA
+ νB

∂P

∂NB

)
rV (57)

Proof: The proof is done by using the Brayton-Moser
Formulation (see Section II). We refer the reader to [15] for
more details of the proof and some remarks therein.
Note that the obtained results give a global dissipative
behavior for non isothermal case without any variable trans-
formation as in [20].

B. IDA-PBC control

In this subsection we propose a feedback law to stabilize
the system at a desired state xd = Zd = (NAd, NBd, Hd)

t

using the heat flow coming from the jacket Q̇J (18) as the
only input control for practical implementation and the ther-
mal part A1 of the availability (47) as the desired closed loop

Hamiltonian function. This choice induces indeed smoother
variations of the control variable with respect to previous
results [14]. It is completely stated in Proposition 3.

Proposition 3: The system is globally asymptotically sta-
ble and admits xd = Zd = (NAd, NBd, Hd)

t ≡ Z2 as the
desired operating point with the following state feedback :

Q̇J = −
[
hAI − MAH

mt

]
FAI −

[
hBI − MBH

mt

]
FBI

−K ∂Hd
∂H
−
(

∂Hd
∂H

)−1 ( dNA
dt

∂Hd
∂NA

+ dNB
dt

∂Hd
∂NB

) (58)

And the controlled system is a pseudo Hamiltonian system :

dx
dt = [Jd(x)−Rd(x)]∇xHd(x) (59)

with
Hd(x) = A1(x) (60)

Jd(x) =


0 0

(
∂Hd
∂H

)−1 dNA
dt

0 0
(

∂Hd
∂H

)−1 dNB
dt

−
(

∂Hd
∂H

)−1 dNA
dt

−
(

∂Hd
∂H

)−1 dNB
dt

0


(61)

Rd(x) =

 0 0 0
0 0 0
0 0 K

 (62)

with K a positive tuning parameter.
Proof: Let us consider the dynamics (1)(53)(54) with

its Port (pseudo) Hamiltonian representation given by Propo-
sition 2 with only one control input u = Q̇J . With g(x) =
(g1(x) g2(x) g3(x)), the Port Hamiltonian model of the sys-
tem is then rewritten as follows :

dx

dt
= [J(x)−R(x)]∇xH(x) + (g1(x) g2(x))

(
FAI
FBI

)
+g3Q̇J

Let us consider the IDA-PBC approach (see subsection II-C)
and note that

g3(x)⊥ = (MAMB 0) (63)

is a full rank left annihilator of g3(x). It remains to choose
a desired closed loop (convex) Hamiltonian function Hd(x)
admitting xd = Zd = (NAd, NBd, Hd)

t as a minimum, some
structure matrices Jd(x) and Rd(x) and to find Q̇J such that :

[J(x)−R(x)]∇xH(x) + (g1(x) g2(x))

(
FAI
FBI

)
+g3Q̇J = Md(x)∇xHd(x) (64)

where Md(x) = Jd(x) − Rd(x) = (mij(x))i,j=1,2,3. Multi-
plying (64) by g3(x)⊥ from (63), we have :

0 = g⊥3 (x)Md(x)∇xHd (65)

i.e. :

0 = (MAMB)

(
m11(x) m12(x) m13(x)
m21(x) m22(x) m23(x)

) ∂Hd

∂NA
∂Hd

∂NB
∂Hd

∂H
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With m11(x) = m12(x) = m21(x) = m22(x) = 0, m13(x)

= −m31(x) =
(
∂Hd

∂H

)−1 dNA
dt , m23(x) = −m32(x) =(

∂Hd

∂H

)−1 dNB
dt and m33(x) = −K < 0, Md(x) becomes :
0 0

(
∂Hd
∂H

)−1 dNA
dt

0 0
(

∂Hd
∂H

)−1 dNB
dt

−
(

∂Hd
∂H

)−1 dNA
dt

−
(

∂Hd
∂H

)−1 dNB
dt

−K


The matrix Md(x) leads to the matrix Jd(x) (61) and Rd(x)
(62). From the matching equation (64) we obtain the control
law (58). Finally one can check that Hd(xd) = 0 and that
the stabilization immediately follows since:

∂Hd
∂t

=
∂Hd
∂x

t ∂x

∂t
= −K

(∂Hd

∂H

)2
< 0, ∀ x 6= xd

Let us note that

Hd(x) = A1(x)⇒


∂Hd
∂H = −

(
1
T −

1
Td

)
∂Hd
∂NA

= −ΓA(T, Td)
∂Hd
∂NB

= −ΓB(T, Td)

(66)

ΓA(T, Td) and ΓB(T, Td) are given in (48). Td is the desired
temperature at Zd = (NAd, NBd, Hd)

t. As a consequence,
the feedback law (58) is well-defined because

(
∂Hd
∂H

)−1 ∂Hd
∂NA

and
(
∂Hd
∂H

)−1 ∂Hd
∂NB

are C∞ with respect to T .
Remark 2: With the feedback law (58), the dynamics of

the enthalpy H becomes :

dH

dt
= −K∂Hd

∂H
−
(
∂Hd
∂H

)−1(
dNA
dt

∂Hd
∂NA

+
dNB
dt

∂Hd
∂NB

)
Using H = hANA + hBNB then dH

dt = Cp
dT
dt + hA

dNA
dt +

hB
dNB
dt , and we obtain :

Cp
dT

dt
= −K∂Hd

∂H
−

{[(
∂Hd
∂H

)−1
∂Hd
∂NA

+ hA

]
dNA
dt

+

[(
∂Hd
∂H

)−1
∂Hd
∂NB

+ hB

]
dNB
dt

}
(67)

At T = Td, Hd(x) = 0. As a consequence, (67) insures that
at the limit T = Td :

lim
T→Td

(
∂Hd
∂H

)−1
dNA
dt

<∞, lim
T→Td

(
∂Hd
∂H

)−1
dNB
dt

<∞

VI. NUMERICAL SIMULATIONS

Let us consider first order kinetics with respect to both
A and B, e.g. −νA = νB = 1. Let us also assume that
only the component A is fed with molar flow rate FAI at
a fixed temperature TI , and that the kinetics of the liquid
phase reaction is modelled thanks to the Arrhenius law: k(T )
= k0 exp

(−Ea
RT

)
, i.e. that the net reaction rate is then given

by : rV = k(T )
(
exp

(
µA
RT

)
− exp

(
µB
RT

))
.

The following parameter values are considered :

cpA = 45.24 J/K/mol, cpB = 30 J/K/mol,

Ea = 60.426KJ/mol, hAref = 0 J/mol,

hBref = −9560.6 J/mol, P = 105 Pa, Tref = 300K

Simulations are performed from four initial conditions.

(C1) T0 = 350 NA0 = 0.7 NB0 = 1.3
(C2) T0 = 335 NA0 = 1.5 NB0 = 0.5
(C3) T0 = 310 NA0 = 1.6 NB0 = 0.4
(C4) T0 = 300 NA0 = 1 NB0 = 1

300 350 400 450 500 550
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0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

T (K)

N
A (m

ol
)

with (C1)
with (C2)
with (C3)
with (C4)

P1

P2

P3

Fig. 1. Some trajectories in the phase plane

Let us consider the following input values in open loop :
FAI = 0.0183 mol/s, TI = 298 K, TJ = 298 K. The system
has then three possible steady states P1, P2 and P3 [16]. P1

and P3 are asymptotically stable while P2 is instable. Open
loop simulations are given in Fig. 1.

300 310 320 330 340 350

0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8

T (K)

N
A (m

ol
) with (C1)

with (C2)
with (C3)
with (C4)

P2

Fig. 2. Phase plane of the controlled non isothermal system

Let us consider the control of the reactor at the unstable
steady state operating point P2 corresponding to T = 332.85
K and at fixed TI and FAI by acting on TJ . The feedback law
for TJ is then derived from (18)(58) : TJ = Q̇J

λ + T (where
λ = 0.94W/K is used). Fig. 2 gives closed loop simulations
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Fig. 3. Dynamics of the control input TJ

where the tuning parameter K = 10000. The controlled
dynamical trajectories converge to the instable point P2 for
all considered initial conditions. The controlled input TJ is
given in Fig. 3. Its dynamics is slow enough, smooth and
admissible.
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