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Abstract—This paper addresses the design of robust controllers for interval systems. For that, the $H_\infty$-standard approach is combined with interval techniques in order to derive controllers that ensure robust performances. The main advantages of the proposed approach are: 1) the natural and ease of modeling of the uncertain parameters thanks to intervals, 2) the low order of the controller since it can be lower than the order of the system, 3) and the fact that the structure of the controller can be fixed a priori. The paper is particularly focused on the design of a robust PID controller to control systems with order $n$. Experiments on a piezoelectric actuator (piezocantilever) are carried out and show the efficiency of the proposed method.

I. INTRODUCTION

Piezoelectric materials are very common in the development of microsystems and microrobots. This recognition is due to the high resolution, high bandwidth and the high force density they can offer [1]. A common example of their applications is the piezoelectric microgripper which is dedicated to manipulate or to assemble small objects, i.e. to perform micromanipulation and microassembly tasks [2], [3]. A piezoelectric microgripper is composed of two piezoelectric actuators with cantilever structure (also called piezocantilevers) each one able to bend when a voltage is applied.

Despite the submicrometric resolution and the large bandwidth (more than 600Hz) of piezocantilevers, they exhibit strong nonlinearities (hysteresis and creep) and a badly damped vibration. Furthermore, they are very sensitive to environmental disturbances such as the manipulated objects or the ambient thermal variation. These characteristics lead to a loss of the general performances (accuracy, settling time, damping ratio) of the actuators and thus finally make micromanipulation/microassembly tasks fail. Another characteristic of piezocantilevers is their fragility. Thus, during a micromanipulation or a microassembly task, in case of breakage of a piezoelectric actuator, it is often desired to replace it with a similar one from the stock without re-identifying this new actuator and re-computing a new controller. To account all these characteristics and constraints, it has been demonstrated that linear models with uncertain or varying parameters can be used to model piezocantilevers [4]–[6] and thus robust controllers can be further designed to ensure the performances.

$H_2$, $H_\infty$ and $\mu$-synthesis approaches are among the existing robust control methods used to enhance the performances of piezocantilevers [4]–[6]. These methods provide a precise formulation and solution of the controller synthesis problem for which the $H_\infty$-norm of a prescribed transfer function is minimized. The efficiency of these approaches has been proven in several kind of piezoelectric actuators (SISO and MIMO). However, the derived controllers (even reduced) are of high-order comparatively to the available implementation setup (embedded microsystems): controllers orders are more than 10 whilst the setup is a classical PIC microcontroller with a sampling time of 0.2ms. Thus, due to the time consuming of the controllers, an unstability of the closed-loop often occurs. To bypass this limitation, we demonstrated in previous works [7]–[9] that combining intervals to model the uncertainties with classical controller design techniques may lead to low order controllers. Despite the computation time slightly higher than in classical robust control design approach ($H_\infty$ and its extension), these proposed robust control design approaches based on intervals are very promising for embedded microsystems where the orders of the controllers are first essential.

Interval methods have been used to synthesize robust stabilizing controller for uncertain systems [10]–[12]. More than the robust stability, interval techniques can also deal with controllers synthesis that ensure robust performances. For instance, Chen and Wang [13] proposed a method to design a robust controller for interval systems in the state-space representation. In their work, two controllers were necessary: a robust controller stabilizing the feedback is computed first, then a pre-filter is introduced to ensure the wanted performances. A PID controller that ensures robust performances for parametric uncertain transfer functions was also proposed in [14]. However, its numerical application becomes difficult for high-order interval systems (numerically, it is limited to second order models). The authors in [15] have suggested a control algorithm prediction-based interval model that was efficiently applied to a welding process. In our previous works [7]–[9], robust control design methods for interval systems were presented. These latter works proved that interval analysis combined with a given linear control theory can be very promising for modeling and control piezoelectric microsystems where
the models parameters are subjected to change during functioning.

PID controllers have been widely used in many industrial applications. Their popularity is due to their lower order, simplicity and efficiency even for nonlinear and for non-modelled systems. In this work, we propose an approach to enhance the capabilities of PID controllers to control piezocantilevers modeled by a transfer function with a priori unknown parameters but are assumed to lie within a given range. Interval modeling techniques [16] are thus introduced to bound these uncertain parameters. Contrary to the previous works [7]–[9], the approach in this paper is extended to the control of interval systems with more general specifications which can be easily transcribed into weighting functions during the synthesis. For that, the proposed approach consists to combine the standard $H_{\infty}$-approach with interval techniques. Therefore, the approach allows to derive a robust PID controller for systems with order $n$ and that ensures more generalized specified performances (tracking performances, input control limitation, etc.).

The paper is organized as follows. In section-II, preliminaries on interval analysis and systems are first presented. Section III is dedicated to the design of a PID control for interval systems. In section IV, we apply the proposed method to design a controller for piezocantilevers. Finally, we present in section V the controller implementation and some discussions relative to the experimental results.

II. PRELIMINARIES ON INTERVALS

A. Basic Terms and Concepts on intervals

A closed interval number denoted by $[x]$ is a closed bounded such as:

$$[x] = [x^-, x^+] = \{x \in R | x^- \leq x \leq x^+\} \quad (1)$$

where $x^-$ and $x^+$ are the left and right endpoints of $[x]$ respectively.

We say that $[x]$ is degenerate if $x^- = x^+$. By convention, a degenerate interval $[a, a]$ can be described with the real number $a$.

The width of an interval $[x]$ is given by $w([x]) = x^+ - x^-$. The midpoint of $[x]$ is given by $mid([x]) = \frac{x^+ + x^-}{2}$ and the radius of $[x]$ is defined by $rad([x]) = \frac{x^+ - x^-}{2}$.

B. Operations on intervals

The elementary mathematical operations can be extended to intervals. Let $[x] = [x^-, x^+]$ and $[y] = [y^-, y^+]$ be two intervals and let $\circ \in \{+, -, \times, /\}$ be a law. We can write:

$$[x] \circ [y] = \{x \circ y \ | x \in [x], y \in [y]\} \quad (2)$$

Table I gives the details of the above interval operations.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$+$</td>
<td>$[x] + [y] = [x^- + y^-, x^+ + y^+]$</td>
</tr>
<tr>
<td>$-$</td>
<td>$[x] - [y] = [x^- - y^-, x^+ - y^-]$</td>
</tr>
<tr>
<td>$\times$</td>
<td>$[x] \times [y] = {\min(x \times y, x^+ \times y^-, x^- \times y^+, x \times y^-) }$</td>
</tr>
<tr>
<td></td>
<td>$\max(x \times y^-, x^+ \times y, x^- \times y^+, x \times y^+)$</td>
</tr>
<tr>
<td>$/$</td>
<td>$[x]/[y] = [x] \times [1/y^-, 1/y^+]$, $0 \notin [y]$</td>
</tr>
</tbody>
</table>

C. Interval systems

Definition 2.1: An interval model denoted by $[G](s, [a], [b])$ represents a family of systems:

$$[G](s, [a], [b]) = \frac{[N](s, [b])}{[D](s, [a])} = \frac{\sum_{j=0}^{m} [b_j]s^j}{\sum_{i=0}^{n} [a_i]s^i} \quad (3)$$

such as: $[b] = [[b_0], ..., [b_m]]$ and $[a] = [[a_0], ..., [a_n]]$ are two boxes (vectors of intervals) and $s$ the Laplace variable. The system $[G]$ above generally represents a model with uncertain parameters.

D. Vertex polynomials and vertex systems

Given an interval system $[G](s, [a], [b])$ defined as in Definition 2.1 such that:

$$[N](s, [b]) = [b_0] + [b_1]s + [b_2]s^2 + ... + [b_m]s^m$$

$$[D](s, [a]) = [a_0] + [a_1]s + [a_2]s^2 + ... + [a_n]s^n$$

Thus, the four Kharitonov vertex polynomials corresponding to $[N](s, [b])$ and $[D](s, [a])$ are:

$$N^{(1)}(s) = b_0^+ + b_1^- s + b_2^+ s^2 + b_3^- s^3 + b_4^+ s^4 + b_5^- s^5 + ...$$
$$N^{(2)}(s) = b_0^- + b_1^- s + b_2^+ s^2 + b_3^- s^3 + b_4^- s^4 + b_5^+ s^5 + ...$$
$$N^{(3)}(s) = b_0^+ + b_1^- s + b_2^- s^2 + b_3^+ s^3 + b_4^- s^4 + b_5^+ s^5 + ...$$
$$N^{(4)}(s) = b_0^- + b_1^- s + b_2^- s^2 + b_3^- s^3 + b_4^- s^4 + b_5^- s^5 + ...$$

and

$$D^{(1)}(s) = a_0^- + a_1^- s + a_2^+ s^2 + a_3^- s^3 + a_4^+ s^4 + a_5^- s^5 + ...$$
$$D^{(2)}(s) = a_0^- + a_1^- s + a_2^- s^2 + a_3^+ s^3 + a_4^- s^4 + a_5^+ s^5 + ...$$
$$D^{(3)}(s) = a_0^- + a_1^- s + a_2^- s^2 + a_3^- s^3 + a_4^- s^4 + a_5^+ s^5 + ...$$
$$D^{(4)}(s) = a_0^- + a_1^- s + a_2^- s^2 + a_3^- s^3 + a_4^- s^4 + a_5^- s^5 + ...$$

respectively.

The sixteen Kharitonov (point) systems that correspond to the interval system $[G]$ are the combination of these vertex polynomials. These sixteen Kharitonov systems are called vertex of $[G]$. We denote these sixteen Kharitonov vertex by $G^{(i)}$, with $i = 1 \rightarrow 16$.

TABLE I

<table>
<thead>
<tr>
<th>Operation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$+$</td>
<td>$[x] + [y] = [x^- + y^-, x^+ + y^+]$</td>
</tr>
<tr>
<td>$-$</td>
<td>$[x] - [y] = [x^- - y^-, x^+ - y^-]$</td>
</tr>
<tr>
<td>$\times$</td>
<td>$[x] \times [y] = {\min(x \times y, x^+ \times y^-, x^- \times y^+, x \times y^-) }$</td>
</tr>
<tr>
<td></td>
<td>$\max(x \times y^-, x^+ \times y, x^- \times y^+, x \times y^+) }$</td>
</tr>
<tr>
<td>$/$</td>
<td>$[x]/[y] = [x] \times [1/y^-, 1/y^+]$, $0 \notin [y]$</td>
</tr>
</tbody>
</table>
E. $H_\infty$-norm of an interval system

Theorem 2.1: Consider the interval system $[G](s,[a],[b])$ defined in Definition 2.1. The $H_\infty$-norm of $[G]$ is the maximal among the $H_\infty$-norm of the sixteen vertex, i.e.:

$$\|G\|_\infty = \max_{i=1,\ldots,16} \|G^{(i)}\|_\infty$$

Proof: see [18], [19].

When the interval system $G$ is weighted by a weighting function $W(s)$ which is a point, it is not advised to compute the multiplication $W[G]$ first and compute the $H_\infty$-norm of the resulting interval plant afterwards. Indeed, developing the multiplication of the intervals polynomials produces a multi-occurrence of the parameters and therefore a surestimation of the resulting intervals. Thus, the $H_\infty$-norm of $W[G]$ is defined as follows:

$$\|W[G]\|_\infty = \max_{i=1,\ldots,16} \|WG^{(i)}\|_\infty$$

In Long-Wang [20], the $H_\infty$-norm of the sensitivity function of an interval system $[G](s,[a],[b])$ is proposed. The sensitivity of $[G]$ is defined by $[S] = \frac{[D]}{[N]+[D]}$, where $[N]$ and $[D]$ are the numerator and denominator defined in Definition 2.1. It has been then demonstrated that the sensitivity $[S]$ has only twelve vertex instead of sixteen vertex and thus its $H_\infty$-norm is the maximal among the twelve norms:

$$\|G\|_\infty = \max_{i=1,\ldots,12} \|G^{(i)}\|_\infty$$

III. Controller design method

In this section, we propose to design robust PID controllers for interval systems. The robust performances are achieved by using $H_\infty$-norm. For that, we combine $H_\infty$-standard approach and the interval arithmetic.

A. Problem formulation

Consider the closed-loop pictured in Fig. 1, where $[G](s,[a],[b])$ is a SISO interval system to be controlled. $[C](s)$ is the controller to be designed. $[a]$ and $[b]$ are the interval parameters of the system. $y_i(t)$ is the reference input, $y(t)$ is the output signal and $u(t)$ is the input control signal.

![Fig. 1. Closed-loop control system.](image)

We assume the family of system $[G](s,[a],[b])$ defined by:

$$[G](s,[a],[b]) = \frac{\sum_{i=0}^{m} [b_j]s^i}{\sum_{i=0}^{m} [a_i]s^i}$$

Such as: $[a] = [a_0], ..., [a_n]$ and $[b] = [b_0], ..., [b_m]$, and $m \leq n$.

In the sequel, the designed controller is a PID controller with adjustable parameters $\theta = \{K_p, [K_i], [K_d]\}$:

$$[C](s,\theta) = [K_p] + [K_i]s + [K_d]s^{-1}$$

The objective is to find the set solution of PID parameters so that the closed-loop system respects some given performances whatever the parameters $a_i$ and $b_j$ ranging in their corresponding intervals $[a_i]$ and $[b_j]$. For that, the PID parameters will be properly adjusted using $H_\infty$-criterion. Such criterion is defined as the $H_\infty$-norm of some weighted transfer functions of the closed-loop to be less than or equal to one. The basic idea of our proposed method is therefore to combine the $H_\infty$-standard approach with interval arithmetic.

B. Remind of the $H_\infty$-standard principle

The $H_\infty$-standard that considers the tracking performances and the input control limitation uses the standard block as pictured in Fig. 2-a. This standard scheme is derived from the weighted closed-loop in Fig. 2-b. The closed-loop control objectives are achieved through appropriate weighting functions $W_i(s)$ chosen to shape some important transfer functions of the closed-loop such as: the sensitivity function $S(s) = (1+C(s)G(s))^{-1}$ and the input transfer $C(s)S(s)$. In the figure, $P(s)$ is called the augmented system. It contains the system to be controlled with the different weights.

![Fig. 2. Standard $H_\infty$ control scheme.](image)

The $H_\infty$ problem consists to find a controller stabilizing the closed-loop and achieving the following $H_\infty$-criterion:
The linear fractional transformation $F_l(P(s), C(s))$ is the transfer between the weighted outputs and the exogenous inputs of Fig. 2-a. That is:

$$F_l(P(s), C(s)) = z(s).y^{-1}(s)$$  \hspace{2cm} (13)

with $z = \begin{pmatrix} z_1 \\ z_2 \end{pmatrix}$

From Fig. 2-a $F_l(P(s), C(s))$ is given by:

$$F_l(P(s), C(s)) = \begin{pmatrix} W_1(s)S(s) \\ W_2(s)C(s)S(s) \end{pmatrix}$$  \hspace{2cm} (14)

Applying the $H_{\infty}$ standard problem in (12) to (13) and (14), we obtain the following conditions to be satisfied:

$$\begin{cases} \|W_1(s)S(s)\|_{\infty} \leq \gamma \\ \|W_2(s)C(s)S(s)\|_{\infty} \leq \gamma \end{cases}$$  \hspace{2cm} (15)

C. $H_{\infty}$ approach for interval systems

In our case the system is an interval model $\varphi((s, [a], [b]))$, the controller to be designed is a PID controller (11). Since the system is interval, the augmented plant will also be interval: $[P](s, [a], [b])$. Moreover, the $H_{\infty}$-criterion $\|F_l((P)(s, [a], [b]), C(s, [\theta]))\|_{\infty} \leq \gamma$ is given by:

$$\begin{cases} \|W_1(s)[S](s)\|_{\infty} \leq \gamma \\ \|W_2(s)[C](s, [\theta])[S](s)\|_{\infty} \leq \gamma \end{cases}$$  \hspace{2cm} (16)

In this case, if $\gamma \leq 1$, the robust performances are achieved.

The problem of finding the PID controller with tunable parameters $[\theta]$ can be formulated as follows:

Find the set $\Theta$ of PID parameter vector for which $H_{\infty}$ performance holds for any positive number $\gamma \leq 1$, i.e.,

$$\Theta := \left\{ \theta \in \varphi \left| \begin{cases} \|W_1(s)[S](s)\|_{\infty} \leq \gamma \\ \|W_2(s)[C](s, [\theta])[S](s)\|_{\infty} \leq \gamma \end{cases} \right. \right\}$$  \hspace{2cm} (17)

where $[S](s)$ depends on the PID parameters $[\theta]$ and of the boxes $[a]$ and $[b]$.

The problem given in (Eq.17) is known as a set-inversion problem which can be solved using set inversion algorithms. A set inversion operation consists to search the reciprocal image called subpaving of a compact set. One algorithm used to solve a set-inversion problem is the SIVIA algorithm (10), (23). By using SIVIA, it is possible to approximate with subpavings the set solution $\Theta$ described in (Eq.17). The subpaving $\Theta$ corresponds to the controller parameters for which the problem (Eq.16) is fulfilled. Table II presents the recursive SIVIA algorithm. It requires a search box $[\theta_0]$ also called initial box. The subpavings $\Theta$ is initially empty. $\epsilon$ represents the wanted accuracy of computation.

However, the previous resolution requires the computation of the $H_{\infty}$-norm of each term in (Eq.17) which are interval transfers. This computation can be done by using the preliminaries in section-II. The $H_{\infty}$-norm $\|W_1(s)[S](s)\|_{\infty}$ is obtained by applying the definition in (Eq.8) and (Eq.9). We have:

$$\|W_1[S]\|_{\infty} = \max_{i=1,12} \|W_1S^{(i)}\|_{\infty}$$  \hspace{2cm} (18)

On the other hand, the $H_{\infty}$-norm $\|W_1[C][S](s)\|_{\infty}$ is obtained by applying the definition in (Eq.8) only, i.e.:

$$\|W_1[C][S]\|_{\infty} = \max_{i=1,16} \|W_1M^{(i)}\|_{\infty}$$  \hspace{2cm} (19)

where $[M] = [C][S]$ and $M^{(i)} (i = 1 \rightarrow 16)$ are the sixteen vertex of $[M]$.

Finally, contrary to the standard $H_{\infty}$ problem (for point systems) where the optimal value of $\gamma$ is found by dichotomy, we directly impose in this paper its value equal to one: $\gamma = 1$. The objective is to find directly the controller parameters with which the specified performances are respected.

IV. APPLICATION TO PIEZOCANTILEVERS

The objective of this section is to apply the proposed method to control the deflection of piezocantilevers used in microgrippers. In this paper, we particularly consider a unimorph piezocantilever made up of a piezoelectric layer, often Lead-Zirconate-Titanate (PZT) ceramic, and one passive layer. When a voltage $U$ is applied to the piezolayer, it expandscontracts resulting a global deflection (displacement) $\delta$ of the cantilever (see Fig. 3). Besides, applying a force $F$ at its tip also results a deflection.

Piezocantilevers are widely used in micro/nano-positioning applications where the displacements magnitudes are small. These displacements must be highly accurate relative to a reference position. However, the behavior of piezocantilevers is uncertain due to their sensitivity to the environments (thermal variation, manipulated objects, etc.). Furthermore, it is essential in micromanipulation and microassembly to have a set of piezocantilevers (with the same dimensions) in a stock.
such that one can quickly and easily do an exchange in case of breakage during the tasks without calculating a new controller. Despite that they have the same general dimensions, differences at micrometric level still exist due to the imprecision of the microfabrication used to fabricate them. These micrometric differences make them have non-negligible differences in their models. All these characteristics and requirements lead to use models of piezocantilevers with uncertain parameters [7]-[9].

In this example, we construct the interval model \([G](s, [a], [b])\) using only two piezocantilevers instead of several. In order to have a large interval model, the lengths \(l_1\) and \(l_2\) of the two piezocantilevers are voluntarily chosen to be significantly different. Thus \([G](s, [a], [b])\) can be derived from two models \(G_1(s)\) and \(G_2(s)\) corresponding to the piezocantilever with lengths \(l_1\) and \(l_2\) respectively.

A. Presentation of the setup

The experimental setup is pictured in Fig. 4 and is based on:

- a unimorph piezocantilever having dimensions of \(18\text{mm} \times 1\text{mm} \times 0.45\text{mm}\) (length, width and thickness),
- an optical sensors (Keyence LC-2420) with \(10\text{nm}\) of resolution used to measure the deflections,
- a computer-dSPACE hardware and the Matlab-Simulink software for the data-acquisition and control,
- and a high voltage (HV: \(\pm 200\text{V}\)) amplifier.

B. Modeling and identification

The linear relation between the deflection at the tip and the applied input voltage \(U\) is:

\[
\delta = G(s)U
\]  \hspace{1cm} (20)

The two considered lengths of piezocantilevers are \(l_1 = 16\text{mm}\) and \(l_2 = 14\text{mm}\). To identify the two models \(G_1(s)\) and \(G_2(s)\) corresponding to the two piezocantilevers, a step response is used. For that, a second order model was chosen for each length of the piezocantilever. Indeed, the first mode is sufficient for micromanipulation and microassembly tasks. Using the output error method and the matlab software, we obtain:

\[
G_1(s) = \frac{3.533 \times 10^{-8}s^2 + 2.152 \times 10^{-4}s + 1}{3.374 \times 10^{-8}s^2 + 8.171 \times 10^{-6}s + 1}
\]

\[
G_2(s) = \frac{3.336 \times 10^{-8}s^2 + 1.679 \times 10^{-4}s + 1}{2.119 \times 10^{-8}s^2 + 4.607 \times 10^{-6}s + 1}
\]  \hspace{1cm} (21)

Let us rewrite each model \(G_i(s)\) for \(i = 1, 2\) as follows:

\[
G_i(s) = \frac{k_i b_{2i} + b_{1i}s + 1}{a_{2i}s^2 + a_{1i}s + 1}
\]  \hspace{1cm} (22)

such as: \(k_i\) and \(\frac{b_{2i}a_{2i} + b_{1i}a_{1i} + 1}{a_{2i}a_{1i} + 1}\) are the static gain and dynamic part of the piezocantilever with length \(l_i\) \((i = 1, 2)\).

C. Derivation of the interval model

The interval model \([G](s, [a], [b])\) that represents a family of models is derived using the two point models \(G_i(s)\). Considering each parameter of \(G_1(s)\) and \(G_2(s)\) as an endpoint of the interval parameter in \([G](s, [a], [b])\), we have:

\[
[G](s, [a], [b]) = [K]\frac{[b_2]s^2 + [b_1]s + 1}{[a_2]s^2 + [a_1]s + 1}
\]  \hspace{1cm} (23)

such as:
\[ [K] = [\min(k_1, k_2), \max(k_1, k_2)] \]
\[ [b_1] = [\min(b_{11}, b_{12}), \max(b_{11}, b_{12})] \]
\[ [b_2] = [\min(b_{21}, b_{22}), \max(b_{21}, b_{22})] \]
\[ [a_2] = [\min(a_{21}, a_{22}), \max(a_{21}, a_{22})] \]
\[ [a_1] = [\min(a_{11}, a_{12}), \max(a_{11}, a_{12})] \]
\[
\begin{align*}
[K] &= [0.4395, 0.6691] \\
[b_2] &= [3.326, 3.542] \times 10^{-8} \\
[b_1] &= [1.655, 2.175] \times 10^{-4} \\
a_2 &= [2.056, 3.436] \times 10^{-8} \\
a_1 &= [4.428, 8.349] \times 10^{-6}
\end{align*}
\]

In order to increase the stability margin, if a controller exists, and to ensure that the interval model really contains the models (21), we propose to extend by 10% the width of each interval parameter in \([G(s, [a], [b])].\) This choice is a compromise. If the widths are too large, it is difficult to find a controller that respects both the stability and performances of the closed-loop. Finally, the extended parameters used to compute the controller are:

- closed-loop behavior with negligible (or without) overshoot,
- settling time \(tr \leq 8\)ms,
- static error \(|\epsilon| \leq 1\%,
- limited input voltage \(U\). We choose a maximal voltage \(U_{\text{max}} = 2.5V\) for each 1\(\mu m\) of reference.

\[D. \text{ Specifications}\]

Piezocantilevers are very resonant (more than 90\% of overshoot). Such overshoot is not desirable in micro-manipulation and microassembly tasks. Moreover, it is necessary to limit the applied voltage in order to avoid any damage of the piezoelectric actuators. The following specifications are therefore considered:

- closed-loop behavior with negligible (or without) overshoot,
- settling time \(tr \leq 8\)ms,
- static error \(|\epsilon| \leq 1\%,
- limited input voltage \(U\). We choose a maximal voltage \(U_{\text{max}} = 2.5V\) for each 1\(\mu m\) of reference.

\[E. \text{ Computation of the controller}\]

In this experimental example, we consider a PI (proportional-Integral), i.e. \(K_d\) is set to zero in the PID structure:

\[ [C](s, [\theta]) = [K_p] + \frac{[K_i]}{s} \]

where the tunable parameters are \([\theta] = [[K_p], [K_i]].\)

Fig. 5-a presents the closed-loop scheme for the controller design, where weighting function \(W_1(s)\) is for the tracking performances and \(W_2(s)\) for the input control limitation.

From Fig. 5-a, we have:

\[
\begin{align*}
\begin{cases} 
 z_1 &= W_1(s) [S](s) y_c \\
 z_2 &= W_2(s) [C](s, [\theta])[S](s) y_c 
\end{cases}
\end{align*}
\]

Such as \([S](s) = (1 + [C](s, [\theta]) [G(s, [a], [b])])^{-1}\) is the sensitivity function.

From (28), the \(H_\infty\) standard problem becomes:

\[
\begin{align*}
||[S](s)| \leq \frac{\gamma}{W_1(s)} & \Rightarrow ||W_1(s) [S](s)||_\infty \leq \gamma \\
||[C](s)[S](s)| \leq \frac{\gamma}{W_2(s)} & \Rightarrow ||W_2(s) [C](s, [\theta]) [S](s)||_\infty \leq \gamma
\end{align*}
\]

where the aim consists to find the set-solution \(\Theta\) of the PID parameters that ensures the \(H_\infty\) performance in (29), i.e.:

\[
\Theta := \left\{ \theta \in [\theta] \left| \begin{array}{c} ||W_1(s) [S](s)||_\infty \leq \gamma \\
||W_2(s) [C](s, [\theta]) [S](s)||_\infty \leq \gamma \end{array} \right. \right\}
\]

The weighting functions were chosen accordingly to the specifications (see Section IV-D). We chose:

\[
\begin{align*}
W_1(s) &= \begin{bmatrix} 0.003667 + 1 \\
0.002667 + 0.01 \end{bmatrix} \\
W_2(s) &= \frac{1}{s}
\end{align*}
\]

Now we set \(\gamma = 1\) and we solve the set-inversion problem in (30). As described above, the problem (30) can be easily solved using the recursive algorithm presented in the Table II. The computation of the \(H_\infty\)-norm of the two weighted interval plants \(W_1(s)[S](s)\) and \(W_2(s)[C](s, [\theta])[S](s)\) is based on the methods presented in [18]–[20].

Matlab-Software is used to implement the SIVIA algorithm. We choose an initial box for the controller parameters \([K_p0] \times [K_0] = [0.4, 1.2] \times [400, 1200].\) The resulting subpaving is presented in Fig. 6. The dark colored subpaving \(\Theta\) corresponds to the set parameters \([K_p]\) and \([K_i]\) of the controller (27) that ensures the performances defined by the \(H_\infty\)-criterion (30).
Remark 4.1: We notice that any choice of the parameters \([K_p] \) and \([K_i] \) within the dark colored subpaving \( \Theta \) (see Fig. 6) satisfies the conditions (30) and consequently ensures the required performances.

Remark 4.2: If \( \Theta = \emptyset \) (i.e. no solution), the initial box of the parameters \([K_p] \times [K_i] \) must be changed and/or the specifications must be degraded and/or the structure of the controller must be modified (increase the order for example).

V. IMPLEMENTATION AND EXPERIMENTAL TESTS

The controller \( C(s) \) to be implemented is chosen by taking any point parameters \( K_p \) and \( K_i \) within the set-solution \( \Theta \). In this example, we test two point controllers. We choose:

\[
C_1(s) = \frac{0.8s+900}{s} \quad (32)
\]

\[
C_2(s) = \frac{s+1000}{s}
\]

In order to prove that the inequalities (29) is satisfied, the magnitudes of the bounds \( \left| \frac{1}{W_1(s)} \right| \) and \( \left| \frac{1}{W_2(s)} \right| \) are compared to the magnitudes of the sensitivity function \( |S(s)| \) and of the transfer \( |C(s)S(s)| \) respectively (see Fig. 7) when using the implemented controllers (32).

The obtained results in Fig. 7 prove that the magnitudes of \( |S(s)| \) and \( |C(s)S(s)| \) are effectively bounded by that of \( \frac{1}{W_1(s)} \) and \( \frac{1}{W_2(s)} \) respectively for both implemented controllers \( C_i(s) \) (\( i = 1, 2 \)). This fact confirms that the specified performances are effectively ensured.

Now, we apply each controller \( C_i(s) \) (\( i = 1, 2 \)) to the piezocantilever when its lengths \( l = 16mm \) and when \( l = 14mm \). Fig. 8 shows the experimental results when a step reference of 40\( \mu m \) is applied. As shown on the figure, the controllers (32) have played their roles since the closed-loop piezocantilevers satisfy the specifications. Indeed, experimental settling times obtained with \( C_1(s) \) and \( C_2(s) \) are about \( tr_1 = 5.2ms \) when \( l = l_1 = 16mm \) (Fig. 8-a) and \( tr_2 = 7ms \) when \( l = l_2 = 14mm \) (Fig. 8-b). The experimental overshoots and static errors are neglected (\( D_{1,2} \approx 0, \varepsilon_{1,2} \approx 0 < 1\% \)). Furthermore, the maximal voltages \( U \) applied to the both piezocantilevers are less than \( 40 \times 2.5 = 100V \), which should be the limit for a displacement of 40\( \mu m \). Indeed, the experiments shows that the maximal input voltage is \( U_{\text{max}} = 97V \).

VI. CONCLUSION

In this paper, interval techniques have been used to model the parametric uncertainties in piezoelectric actuators. Its main advantage is the ease and natural way to bound these uncertainties. Afterwards, we proposed to combine the \( H_{\infty} \)-standard method with interval techniques to derive PID controllers that ensure the performances for the interval model. The main advantage
of the proposed control design is the possibility to derive low-order controllers for robust performances objective. The proposed approach was applied to piezocantilevers and the obtained experimental results effectively proved the efficiency of the approach.
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