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Abstract—Breast cancer is the second most common cancer
(after lung cancer) that affect women both in the developed
and less developed countries. Nowadays, using the Computer
Aided Diagnosis (CAD) techniques becomes a necessity for
several reasons: assisting and improving physicians, speed in data
processing, harmonization and aid of diagnosis, better access
to advanced online-medicine. Recently, several works about
Breast Cancer Computer Aided Diagnosis (BC-CAD) have been
published, and Neural Networks techniques, particularly deep
architectures represent a significant part of these works. In this
paper, we prpose a BC-CAD based on joint variable selection
and a Constructive Deep Neural Network ”ConstDeepNet”. A
feature variable selection method is applied to decrease the
number of inputs used to train a Deep Learning Neural Network.
Experiments have been conducted on two datasets, the Wisconsin
Breast Cancer Dataset (WBCD) and real data from the north
hospital of Belfort (France) to predict the recurrence score of the
Oncotype DX. Consequently, the use of joint variable algorithm
with ConstDeepNet outperforms the use of the Deep Learning
arechitecture alone.

Index Terms—Tumor detection, clinical data, breast cancer,
deep learning neural networks, classifier, feature selection.

I. INTRODUCTION

According to World Health Organization (WHO), cancers

remain the leading cause of death in France: they are respon-

sible for nearly 150,000 deaths each year. Breast cancer is the

first cancer of women in France and represents a public health

problem, 54,000 new cases were diagnosed in 2015 in France.

A 5-year net survival improved to 87% for patients diagnosed

between 2005 and 2010 [1]. This is partly due to improved

treatment and screening by mammography. Confirmation of

the diagnosis is made by examining a fragment of the tissue

by biopsy and microscopic analysis by a pathologist. Tumors

are classified on the one hand following histological criteria

and also thanks to immune-histochemical biomarkers which

are prognostic factors of the tumor. The World Health Orga-

nization (WHO) classification of breast tumors defines 21 en-

tities. Indeed, the pathologist provides a phenotypic immune-

histochemical and morphological characterization. Thus, the

different types of cancer are classified by their signatures

are determined several types (luminal A, luminal B, BASAL

LIKE, HER 2) which are attached to the classification WHO.

For several years, the use of the molecular characteristics of

tumors makes it possible to improve this classification thus

conditioning the tumor prognosis. Expression profile produc-

tion requires sophisticated technology reserved for specialized

centers. Among the sophisticated technologies, bioinformatics,

more precisely neural networks and Deep Learning has been

so far applied to Biological Data [2], [3], [4], [5].

BREAST cancer diagnosis is usually performed by doctors

based on Digital Mammography (DM) or on Medical Images

(MI). In order to assist doctors to process big amount of

images for different patients, Breast Cancer Computer Aided

Diagnosis (BC-CAD) is becoming, nowadays, an appealing

area of research. The techniques used for the BC-CAD de-

pends whether the input data are medical images or not:

• BC-CAD using digital medical images: the diagnosis is

based on numerical medical images processing such as

histopathology or ultrasound images. In this case, image

techniques are used for the pre-processing, segmentation

and feature extraction step. More details about these

techniques are given by three recently published review

papers [6], [7], [8], [9]. One of the main problems of

these breast cancer analyses is that the dataset used to

train and to test the classifiers are too small and very

hard to obtain. Three public datasets used by most of the

scientists are available in [10], [11], [12].

• BC-CAD without digital medical images: other infor-

mation can also be used for the BC-CAD. These data

are obtained from the medical analysis as biopsy or

biomarkers, or from more general information such as

the age of the patient. Most of the literature methods are

tested on the Wisconsin Breast Cancer Dataset (WBCD)

taken from the University of California at Irvine (UCI)

machine learning repository [13],

Feature selection is an important step in the BC-CAD. The

first interest of this technique is to select the most important

and significant features to improve the diagnosis. In the two

techniques of medical diagnosis (BC-CAD with and without

medical images), several features can be considered and often

the doctors do not know which one is more significant than

others. The second goal for the feature selection is to reduce

the size of the input data when using machine learning

algorithms.

In this paper, we intend to propose a BC-CAD perform-
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ing jointly the optimization variable selection step with the

application of a Constructive Deep learning Neural Network.

Therefore, in section 2, a short review on related works on BC-

CAD is given. While in sections 3 we present the constructive

deep learning neural network methodologies and the variable

selection procedure used to breast cancer diagnosis. Datasets

and knowledge Extraction Procedure will be presented and

discussed in section 4. Finally, in section 5, results and

discussions are presented. The last section gives conclusions

and further works.

II. RELATED WORKS

A. BC-CAD based on image processing

For the BC-CAD based on image processing, Deep Con-

volutional Neural Network (DCNN) is the mostly used neural

network architecture in recent publications [14], [15], [16],

[17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27],

[28], [29], [30], [31]. Deep Convolutional Neural Networks

are used in several tasks specially in image classification

and face recognition [32]. DCNNs are composed by several

layers trained with supervised procedure to learn a complex

model. They are able to automatically extract visual features

from the pixel-level content such as edges and to identify

complex visual concepts. Other NN architectures are used

in some comparative studies such as [33], [34]. In [33],

four types of NN (a multilayer perceptron (MLP), a 10-layer

feedforward neural network and two types of SVM classifiers)

were compared for malignancy grading classification from fine

needle aspiration biopsy (FNA) images. Three classes were

considered based on Bloom–Richardson grade distribution:

Grade 1, 2 and 3 according to the risk low, intermediate

and high malignancy. The best performances were obtained

by the MLP while the 10-layer feedforward neural network

is supposed having better classification performances. In [34]

four classification models were compared namely, the mul-

tilayer perceptron (MLP) using back-propagation algorithm,

probabilistic neural network (PNN), learning vector quantiza-

tion (LVQ), and support vector machine (SVM). The results

for malignancy diagnosis of cytological images shows that

the best classifier is PNN, followed in order by SVM, LVQ,

and MLP. SVM classifiers were used in [35] for malignancy

diagnosis for breast cancer histopathology images and in [36]

for breast ultrasound images. In [37], an adaptive gradient

descent (AGD) algorithm based on variable learning rate is

used for malignancy diagnosis classification of breast tumors

ultrasound images.

B. BC-CAD based on other techniques

The second way to diagnosis the breast cancer is to study

various pathological/biological aspects of the tumor that pro-

vide prognostic and predictive information. These include,

for example, some surgical pathology (biomarkers) as the

tumor type, tumor size, tumor grade and lymph node status or

more general aspects as post-surgical measurements, personal

data, and type of treatment [38]. A literature review showed

that many types of Neural Networks are used as pattern

recognition. Three comparison studies on the WBCD dataset

were made by [39], [40] and [41]. In [40], the Support Vector

Machine (SVM) gives the highest accuracy comparing to De-

cision Tree algorithm, Naive Bayes (NB) and k-Nearest Neigh-

bours (k-NN). Learning Vector Quantization performs better

results in comparison with the Back-Propagation Algorithm

in [42]. Support Vector Machines (SVM) was used in [43],

[40], [44]. The obtained results by [43] indicates that SVM

can be effectively used for breast cancer diagnosis to help

oncologists in order to decide which women should participate

in a screening program and which should not. In [40], a BC-

CAD based on a SVM classifier with F-score technique for

feature selection was tested in the WBCD dataset. The best

diagnosis model was obtained with five input features instead

of nine. The F-score method is a simple technique which

measures the discrimination of two sets of real numbers [45].

It was also used by [44] to evaluate the importance of five

DNA viruses affecting the breast tumor. The diagnosis was

performed by a SVM and the results shows that the accuracy

of the SVM is slightly superior to the accuracy of a linear

discriminate analysis. In [41], an Association Rules Neural

Network (AR + NN) method is proposed for WBCD breast

cancer diagnosis problem.

III. THE CONSTRUCTIVE DEEP NEURAL NETWORK

A Deep Multi Layer Perceptron with m hidden layers is

formally described with two parameters (Λ,Φ). Λ is a vector

that gives the number of neurons nl for each layer l : Λ =(
n0, n1, ..., nl, ..., nm, nm+1

)
, where l = 0 and

l = m+1 are respectively the input and the output layers, l = 1
to m are the m-hidden layers. Φ is the weight connections

vector: Φ =
(
W 1, W 2, ..., W l, ..., Wm+1

)
. Each

component W l of this vector is the weight connection matrix,

and each element wl
ij of W l is the weight connection between

the ith neuron of the layer l and the jth neuron of the

layer l− 1. The proposed Constructive Deep Neural Network

(ConstDeepNet) is a Deep Neural Network architecture that

evolves gradually during the training process [46]. Let the

size of the hidden layer l at the step t be denoted by nt
l . To

avoid infinite loop in the constructive process, two parameters

must be defined: MaxHL and Maxn used to set respectively

the maximum number of hidden layers and the maximum

number of neurons per layer allowed by the user considered

as thresholds.

The convergence condition (ConvCond) of the ConstDeep-

Net algorithm is based on quantitative criteria taken from the

confusion matrix. This matrix contains information about the

actual and the predicted classifications. True Positive (TP) val-

ues are the number of Positive classification correctly classified

as Positive, True Negative (TN) values represent the number of

Negative classifications correctly classified as Negative, False

Positive (FP) values are the number of Negative classifications

incorrectly classified as Positive, False Negative (FN) values

represent the number of Positive classification incorrectly

classified as Negative. Based on these values, three metrics

are calculated:
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• Accuracy : Acc = TP+TN
TP+TN+FP+FN

• Precision or Positive Predictive Value (PPV) : PPV =
TP

FP+TP
• Sensitivity or True Positive Rate (TPR) : TPR =

TP
TP+FN

As usually known in the community of learning machine,

the reduction of the input variables is a useful operation. It

has a great impact on the computing time and on the accuracy.

In this paper, a variable STRASS algorithm [47] and the

mRMR algorithms [48] are used. The Whole STRASS feature

selection process is presented by the algorithm 2.

IV. THE DATASET

A. The Wisconsin-Madison breast cancer data set

The data set consist of 699 samples that were collected by

Dr. W. H. Wolberg at the University of Wisconsin-Madison

Hospitals taken from needle aspirates from human breast can-

cer tissue [49]. The Wisconsin-Madison breast cancer data set

consists of nine features obtained from fine needle aspirates.

Algorithm 1 : The ConstDeepNet Algorithm

Step t = 0,

initialize the NN (one HL with one neuron),

let l = 1, the index of the 1st hidden layer HL(l),

//Begin the constructive procedure:

While (Constructive Process)

// Evaluate the performances of the Deep Neural Network

// on the training Set

If (Acc > θ and PPV > θ and TPR > θ) then

ConvCond = True

Else

ConvCond = False

End

if l > MaxHL and ConvCond = False then

The Deep Neural Network is NOT successfully built

End of the Constructive Process

End

if ConvCond = True :

The Deep Neural Network is successfully built

End of the Constructive Process

End

If nt
l ≤ Maxn and ConvCond = False then

add a new neuron (nt+1
l = nt

l + 1) for HL(l),

initialize randomly all the new weights,

End

If nt
l > Maxn and l ≤ MaxHL and ConvCond = False then

add a new hidden layer (l = l + 1) with one neuron,

initialize randomly all the new weights,

End

Update the weights W l of the HL(l)

if Deep Neural Network is succesfuly built

fine tuned of the last layer W l+1

End

END

The features are Clump thickness, Uniformity of cell size,

Uniformity of cell shape, Marginal adhesion, Single epithelial

cell size, Bare Nuclei, Bland Chromatin, Normal nucleoli,

Mitoses, each of which is ultimately represented as an integer

value between 1 to 10.

B. Recurrence Score (RS) prediction of the Oncotype DX
(ODX)

The specific prognosis and treatment of the more and less

aggressive breast tumors, is usually performed with Oncotype

DX (ODX) gene expression assay [50]. The ODX is a com-

mercial assay developed by the Genomic Health Inc (GHI)

to determine the expression of a panel of 21 genes in tumor

tissue [51], [52]. The result is reported as a Recurrence Score

(RS) ranging from 0 to 100, divided into three categories:

class 1 for low-risk (RS < 18 ), class 2 for the intermediate-

risk (18 ≤ RS < 31), and class 3 for the high-risk

(RS ≥ 31). In general, the more aggressive cancers (high-risk)

require adjuvant chemotherapy while the more benign (low-

risk) respond well to hormonal therapy alone. However, the

Algorithm 2 : The STRASS Algorithm

Input:
E : the whole set of pairs,

So = x1, . . . , xr : the set of features

DCtot = DC(So, E) :DC of So

ρ : threshold for loss of DC

Output:
Sf : selected features,

Initialize Sf to φ

1. Selection of strongly predominant features
For each xk ∈ Sodo

if DCG(xk, So–{xk}, E) > 0 then

Sf = Sf + {xk}
So = So \ {xk}

end

end

Update E, as E = E \ {discriminated pairs}
2. Selection of the remaining weak relevant features

While DC(Sf , E) < ρ ∗DCtot do

DCmax = 0

For each xk ∈ So do

if DC(xk, E) > DCmax then

DCmax = DC(xk, E)

xmax = xk

end

end Sf = Sf + {xmax}
So = So \ {xmax}

end

Update E, as E = E \ {discriminated pairs}
3. Elimination of redundant features

For each xk ∈ So do

if DC(Sf \ {xk}, E) = DC(Sf , E) then

Sf = Sf \ xk

end

end

 2018 IEEE 4th Middle East Conference on Biomedical Engineering (MECBME)

161 



TABLE I
INPUT FEATURE SELECTION RESULTS OBTAINED BY THE STRASS AND

THE MRMR ALGORITHM FOR THE WISCONSIN-MADISON DATA SET

All the features SRASS mRMR

Clump thickness Yes Yes
Uniformity of cell size No Yes

Uniformity of cell shape No No

Marginal adhesion Yes No

Single epithelial cell size Yes Yes
Bare Nuclei Yes Yes

Bland Chromatin No Yes
Normal nucleoli Yes Yes

Mitoses Yes No

Oncotype DX tends to be expensive, the laboratory facilities

with specialized equipment are limited and the time between

biopsy and prognostic prediction can be very high.

The study data set contains 90 cases carcinoma mammary

luminal B with available Oncotype DX test results from 2012

to 2017 taken from the Georges Francois Leclerc cancer centre

and the North Trévenans County Hospital located respectively

in Dijon and Belfort in France. The Recurrence Score is

calculated from a set of ten input features: the age, the

tumor size, the ganglionic status, four different tumor grading

information, the Estrogen Receptor (RE), the Progesterone

Receptor (RP) and ki67. According to the RS, three classes

were formed: class 1 for the low risk with 40 cases, class 2

for the intermediate risk with 38 cases and class 3 for the high

risk with 12 cases. The first half of the data set were used for

the training process, and the second half for the test.

V. RESULTS AND DISCUSSION

A. The Wisconsin-Madison breast cancer data set

The constructive deep learning neural network has been

trained on the Wisconsin-Madison breast cancer data set in two

steps. In a first attempt, the ConstDeepNet, has been applied

without the STRASS variable structure. The obtained results

are given in Table II. The accuracy is about 96%, a cross

validation has been performed with k=5. In a second attempt

the ConstDeepNet has been applied with the STRASS and

mRMR variable structure (table I), and the obtained results

are given in table III. The obtained accuracy is about 96%

with the same cross validation procedure with k=5. At each

new run of the algorithm, and since all the synaptic coefficients

are randomly fixed, a new architecture in terms of number of

hidden layers and number of neurons in each hidden layer is

obtained.

Here in all the experiments, we have only one output which

takes 1 or 0 respectively when the patient has cancer the output

is 1, if not the output is zero. By these experiments, one should

retain that the use of a variable structure algorithm in order

to decrease the number of inputs is very useful. From table

II and table III, we have almost the same results in terms of

accuracy. This input reduction of 33% is of great importance

TABLE II
RESULTS ON THE WISCONSIN-MADISON DATA SET WITHOUT INPUT

REDUCTION

N.N Architecture Accuracy

9 / 27 / 27 / 24 / 16 / 1 0.950 ± 0.012

9 / 34 / 23 / 17 / 1 0.963 ± 0.016

9 / 50 / 19 / 1 0.969 ± 0.008

9 / 37 / 39 / 24 0.964 ± 0.011

TABLE III
RESULTS ON THE WISCONSIN-MADISON DATA SET WITH THE STRASS

AND MRMR INPUT REDUCTION

Accuracy
N.N Architecture STRASS mRMR

6 / 20 / 36 / 30 / 1 0.959 ± 0.007 0.960 ± 0.007

6 / 39 / 26 / 16 / 1 0.962 ± 0.010 0.963 ± 0.008

6 / 37 / 24 / 1 0.959 ± 0.012 0.966 ± 0.014

6 / 50 / 30 / 1 0.962 ± 0.014 0.963 ± 0.021

TABLE IV
INPUT FEATURE SELECTION RESULTS OBTAINED BY THE STRASS AND

THE MRMR ALGORITHM FOR THE ONCOTYPE DX PREDICTION

All the features SRASS mRMR

Age Yes Yes
Tumor Size Yes Yes

Ganglionic Status Yes No

SBR Grade Yes No

Glande Grade No Yes
Nuclei Grade No No

Mitosies Grade Yes Yes
Estrogen Receptor (RE) Yes Yes

Progesterone Receptor (PR) Yes Yes
ki67 No Yes

in computation time and in cost, because the doctors have to

record only six measures instead of nine on each patient.

B. Recurrence Score (RS) prediction of the Oncotype DX
(ODX)

Table IV gives the features selected by the STRASS and the

mRMR. The figure 1 presents the comparison results obtained

for each class and for each metric (Acc, PPV, TPR). Different

convergence conditions of the ConstDeepNet algorithm were

tested by varying the values of the threshold θ from 0,1 to

0,9. To evaluate the repeatability of the algorithm, each test

point θ of the figure 1 gives the mean value obtained by

running the ConstDeepNet algorithm 100 times. The red plots

present the results obtained with all the input features, the

blue and the green plots the results with the input features

selection obtained by respectively the STRASS and the mRMR

algorithm. The objective to reach for a good classifier is

to reduce the size of the False Positive and False Negative

population. This means that the metric value must be close

to one. For example, if PPV = 0.5 means that for each one
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Fig. 1. The obtained results for the Recurrence Score (RS) prediction of the Oncotype DX (ODX). The three metrics (Accuracy, Positive Predictive Value
(PPV) and True Positive Rate (TPR) ) are calculated for each class (grade) according to the variation of the convergence threshold θ. Red plot: results obtained
with all the features. Blue plot: results obtained with the features selected by the STRASS algorithm. Green plot: results obtained with the features selected
by the mRMR algorithm.

True Positive there is one False Positive prediction, and if

PPV > 0.5 means that there is more True than False Positive

prediction. As for the previous data set, the accuracy of the

Recurrence Score prediction obtained with less input features

is almost the same with all the features. The input reduction

of 30% is a great importance in the reduction of the clinical

investigations costs.

VI. CONCLUSION

This paper deals with a new joint variable selection and

constructive deep learning neural network algorithm used to

the diagnosis of breast cancer disease. The reduction of clinical

variables by STRASS and mRMR selection variable algorithm

leads a drastically computing time and medical cost investiga-

tions. As a future works, we are working on using more data

sets of patients to test the proposed joint algorithm. Moreover,

we intend to compare this joint algorithm with another joint

neural network linked with a pruning and growing standard

algorithm rather than deep learning algorithm.
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