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Proton Exchange Membrane Fuel Cell (PEMFC) has become a promising power source with

wide applications to many electronic and electrical devices. However, even if it is a

competitive energy converter, PEMFC still suffers from its limited lifespan. Prognostics

appear to be a good solution to helping take actions to extend its lifetime. Considering both

advantage and disadvantage of model-based and data-driven based prognostic methods,

this study proposes a hybrid prognostic method for PEMFC based on a data-driven method,

least square support vector machine (LSSVM) and a model-based method, regularized

particle filter (RPF). The main contributions of the proposed method include: 1) It can

provide not only an estimated value but also an uncertainty characterization of RUL with a

probability distribution; 2) It has a better capability to capture the nonlinearities in

degradation data and a lower reliance on PEMFC degradation model; 3) The RPF method

improves the standard particle filter algorithm by reducing the degeneration phenomenon

and loss of diversity among the particles. Effectiveness of the proposed method is verified

based on PEMFC dataset provided by FCLAB Research Federation. The results indicate that

the proposed hybrid method can effectively combine both advantages of data-driven and

model-based methods, providing a higher accuracy of RUL prediction for PEMFC.

© 2018 Hydrogen Energy Publications LLC. Published by Elsevier Ltd. All rights reserved.
Introduction

Proton Exchange Membrane Fuel Cell (PEMFC) has been

considered as one of the most promising power source which

can be widely applied in military, transportation, and com-

bined heat and power systems by virtue of its high power

density, environmental friendliness, light weight, and abun-

dant resources [1e3]. However, its limited lifespan, long-term
and Systems Engineerin
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performances, and maintenance costs is a big obstacle for the

deployment and commercialization of PEMFC [4,5]. Prognos-

tics and health management (PHM), and particularly prog-

nostics, has attracted increasing attention in resent years,

which offers a good solution to extend the lifetime of PEMFC.

PHM for PEMFC aims at utilizing real monitoring data to pre-

dict the health degradation of PEMFC and estimate the resid-

ual useful life (RUL) of PEMFC, so as to help making good

decisions to take adequate actions at the right time. In this
g, Beihang University, China
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Nomenclature

xi The ith input data

yi The ith output data

d The dimension of xi
4ð$Þ Nonlinear function

w Weight vector

b Bias term

C Adjusting factor

x Error variable

Lðw;b; x;aÞ Lagrange function

ai Lagrange multipliers

K Kernel matrix

Kij RBF kernel

xk System state

zk System observation

fðxk�1;vk�1Þ State transition function

hðxk;nkÞ Measurement function

vk�1 System noise

nk Measurement noise

pðxkjz1:k�1Þ Approximation of the prior probability

density function at the kth cycle

pðxkjxk�1Þ Transition probability distribution defined by

the state model

pðxkjz1:kÞ Posterior probability density function at the

kth step

pðzkjxkÞ Likelihood function of the measurement model

pðzk
��xikÞ Likelihood function of the ith particle at step k

Neff Effective sample

Nthres Threshold of effective sample

Kð$Þ Kernel density

Kh Rescaled version of kernel density Kð$Þ
h Kernel bandwidth

nx Dimension of the state vector x

Kopt Optimal Kernel

cnx Volume of the unit hypersphere in Rnx

hopt Optimal bandwidth

s Standard deviation of nk

TEoL_prognostic Predicted EoL time

TEoL_true Actual EoL time

RUL_prognostic Predicted PDF distribution of RUL

RUL_true Time distance between the true EoL time and

the prognostic start time
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way, the lifetime of PEMFC can be extended with more

adequate usage mechanism. In the full process of PHM,

prognostics is the core technology which plays an important

role for the following health management [6].

Prognostic techniques can be conditionally classified into

long-term prognostic techniques and short-term prognostic

techniques. Ref. [7] presents a good overview of short-term

prognostic techniques, including neural networks, autore-

gressive integrated moving average, genetic algorithm, etc.

The authors of Ref. [7] also presented an algebraic prognostic

approach with mixed smoothing (APMS) for short-term time

series. However, in the field of PEMFC, a long-term prognostic

is more expected since it can provide more important degra-

dation information to PEMFC users from a long-term
Please cite this article in press as: Cheng Y, et al., A hybrid remaining u
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perspective, so that adequate actions can be taken timely to

prolong the lifetime of PEMFC. Moreover, APMS has a good

performance for non-linear time series, but does not work

well with non-stationary time series. Considering the variable

working conditions and unknown external disturbance of

PEMFC in real applications, the monitoring data of PEMFC are

usually non-stationary. Thus, a prognostic approach which

can successfully dealing with such uncertainties should be

proposed. Most existing prognostic methods for PEMFC can be

classified into two main categories: model-based methods,

including extended Kalman filter [8], particle filter [6,9], and

physical phenomena-based model which is based on the

degradation law and electrical equivalent circuit [10]; and

data-driven methods, including neural network [11], rele-

vance vectormachine [12], neuro-fuzzy inference systems [13]

and some machine learning methods [14]. Model-based

methods aim at establishing empirical or mechanism

models to simulate the degradation process of PEMFC ac-

cording to the complex degradation mechanism [2]. The

advantage of this kind of method is that it doesn't require a

large amount of data. It can also provide an accurate prog-

nostic result given an accurate degradation model. However,

the construction of accurate degradation model of PEMFC is

usually difficult in real applications, since the complex

degradation mechanism of PEMFC is not fully understood yet

[2]. Data-driven based methods, on the other hand, don't need
priory knowledge to establish an accurate degradationmodel,

since they aim at mining the degradation law of PEMFC by

learning the available degradation data using some intelligent

computation methods. This kind of method doesn't need to

fully understand the degradation mechanism of PEMFC and

have a good capability to catch the nonlinearities contained in

the monitoring signal [6]. However, the main drawback is that

the performance of data-driven based method strongly relies

on the amount and quality of data in the training process.

Considering both advantage and disadvantage of model-

based methods and data-driven based methods, this study

presents a hybrid prognostic method for PEMFC in order to

combine both advantages of model-based methods and data-

driven based methods, thus improving the prognostic accu-

racy of PEMFC.

Particle filter, one of the typical model-based prognostic

method, is based on Bayesian technique, which employs a set

of weighted particles to form a posterior distribution of the

system. Compared with Kalman filter, particle filter shows

excellent performance in dealingwith nonlinear systemswith

non-Gaussian noise [15]. Thus, particle filter-based prognos-

tics have become a hot issue in recent years. However, in the

particle filter method, particle degeneracy phenomenon and

loss of diversity among the particles affects the prognostic

accuracy heavily, which restricts its real application. In this

study, a modified particle filter method, regularized particle

filter, is proposed to solve the above mentioned problem. On

the other hand, least square support vector machine (LSSVM)

is a data-driven method, which is much easier and compu-

tationally simpler than standard support vector machine.

Compared with neural networks, LSSVM has a better gener-

alization performance [16]. Nowadays, LSSVM has been

widely applied in the field of wind power prediction [16],

electronic equipment [17], bearing degradation prediction [18],
seful life prognosticmethod for proton exchangemembrane fuel
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and so on. However, studies on its application in the field of

PEMFC is very few. Additionally, even though LSSVM can

reach a good prognostic result for PEMFC, it cannot quantify

the uncertainty of the prognostic result. However, a prog-

nostic result with uncertainty characterization is of great

importance in decision-making process. Aiming at obtaining

an accurate prognostic result with uncertain characterization,

this study combines both advantages of LSSVM and RPF. First,

LSSVM is employed to realize a preliminary prognostic for

PEMFC. Then, the predicted results of LSSVM are introduced

into the prognostic framework of RPF as new observation

values to get the final RUL probability distribution of PEMFC.

The remainder of this paper is organized as follows. In

Section Related theories, related theories including basic

principle and algorithms of LSSVM and RPF are introduced. In

Section Methodology, the whole prognostic framework based

on LSSVM-RPF for PEMFC are detailed illustrated. The exper-

iment results based on PEMFC dataset provided by FCLAB

Research Federation are presented and discussed in Section

Results and Discussion. Finally, a conclusion is given in Sec-

tion Conclusion.
Related theories

Least square support vector machine

Support vector machine proposed by Cortes and Vapnik [19] is

a powerful tool for both classification and regression. It is

based on structural risk minimization principles rather than

empirical risk minimization principle, which bring SVM a

better generalization property than neural networks [20]. SVM

can show high performance when dealing with limited

training samples. However, when the amount of training data

becomes larger, the complexity of optimization increases

proportionally with the number of training points, which

makes it time consuming and not suitable for real-time

application [18]. In order to overcome the shortage of tradi-

tional SVM, Suykens et al. [21] proposed the LSSVM, which

converts the optimization problem of SVM to solving linear

equations, thus reducing the time consumption and

improving the convergence accuracy [17]. The principle of

LSSVM can be introduced as follows [20,22].

Consider a given training dataset fxi;yig,i ¼ 1;2;/;N, where

xi2Rd is the ith input data, yi2R is the corresponding ith

output data, and d is the dimension of xi. Based on a nonlinear

function 4ð$Þ, the regressionmodel whichmaps the input data

to a higher dimensional feature space can be constructed as

follows:

yðxÞ ¼ wT4ðxÞ þ b;w2Rd;b2R;42Rd/RM;M/∞; (1)

According to the structural riskminimization principle, the

optimization problem in the primal space can be described as

follows:

minJðw; xÞ ¼ 1
2
wTwþ 1

2
CxTx (2)

which is subjected to

yi¼ wTfðxiÞ þ bþ xi; i ¼ 1;2;/;N (3)
Please cite this article in press as: Cheng Y, et al., A hybrid remaining u
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Aiming at solving the above optimization problem, the

Lagrange function can be obtained by introducing the

Lagrange multipliers ai:

Lðw;b; x;aÞ ¼ 1
2

�
wTw

�þ C
2
kxk2 �

XN
i¼1

ai

�
wTfðxiÞ þ bþ xi � yi

�
(4)

The optimal solution of equation (4) can be obtained by

taking the partial derivatives of equation (4) with respect tow,

b, x, and a, and equal them to zero.8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:

vL
vw

¼ 0/w ¼
XN
i¼1

ai4ðxiÞ

vL
vb

¼ 0/
XN
i¼1

ai ¼ 0

vL
vxi

¼ 0/ai ¼ Cxi

vL
vai

¼ 0/wT4ðxiÞ þ bþ xi � yi ¼ 0

(5)

Then, equation (5) can be expressed using the following set

of linear equations after eliminating w and xi:

24Kþ 1
C
I e

eT 0

35�a
b

�
¼

�
Y
0

�
(6)

where Y ¼ ½y1; y2;/; yM�T, a ¼ ½a1;a2;/;aM�T, e ¼ ½1;1;/; 1�T,
and K represents the kernel matrix which can be written as:

Kij ¼ K
�
xi; xj

� ¼ 4ðxiÞT4
�
xj

�
(7)

Then, the function estimation of LSSVM can be given by

yðxÞ ¼
XN
i¼1

aifðxi;xÞ þ b (8)

where ai and b can be calculated by equation (6).

The Radial basis function (RBF) kernel can be described as

follows

Kij ¼ exp �
�

h
��xi � xj

��2

2

	
(9)

For the recursive regression of LSSVM, given the input

matrix

X ¼ ½x1 x2 / xk�mþ1 �

¼¼

2664
x1 x2 / xm

x2 x3 / xmþ1

« « 1 «
xk�mþ1 xk�mþ2 / xk

3775 (10)

and output vector

bX ¼

2664
bx1bx2

«bxk�mþ1

3775 ¼

2664
xmþ1

xmþ2

«
xkþ1

3775 (11)

then the regressive function is as follows

bxs ¼
X
i¼1

aifðxi;xsÞ þ b (12)

The prediction result at tkþ1 can be calculated by the

following equation
seful life prognostic method for proton exchangemembrane fuel
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bxkþ1 ¼
X
i¼1

aifðxi;xk�mþ1Þ þ b (13)

Given xk�mþ2 ¼ ½ xk�mþ2 xk�mþ3 / xk bxkþ1 �, then the

prediction result at tkþ2 can be obtained as follows

bxkþ2 ¼
X
i¼1

aifðxi;xk�mþ2Þ þ b (14)

Recursively, the prediction result at tkþj is

bxkþj ¼
X
i¼1

aif
�
xi;xk�mþj

�þ b (15)

where xk�mþj ¼


xk�mþj / xk bxkþ1 / bxkþj�1

�
.

Particle filter and regularized particle filter

Particle filter is a Monte Carlo-based computation method

which is designed for recursively estimating the evolving

posterior distribution of a system using a set of weighted

particles. Particularly, PF is a promising approach to handle

model nonlinearities with non-Gaussian noise. However, the

main drawback of PF is the degeneracy phenomenon and loss

of diversity among the particles. This section will first intro-

duce the principle of PF method. Then, a modified particle

filter method, regularized particle filter will be presented to

improve the performance of standard PF.

Particle filter
The particle filter method is based on the following system

state space model.

xk ¼ fðxk�1; vk�1Þ (16)

zk ¼ hðxk;nkÞ (17)

Both vk�1 and nk can be either Gaussian or non-Gaussian.

Fig. 1 shows the general process of particle filter with one

parameter estimation, which mainly includes two proced-

ures, i.e., Sequential Importance Sampling (SIS) and Resam-

pling [15].

(1) Sequential Importance Sampling

Before receiving knowledge of the measurement zk, sup-

pose the posterior probability density function at the k-1th

step is pðxk�1jz1:k�1Þ and N particles have been generated from

the posterior distribution. Then, the approximation of the

prior probability density function at the kth cycle, pðxkjz1:k�1Þ,
can be calculated based on the state model according to the

ChapmaneKolmogorov equation:

pðxkjz1:k�1Þ ¼
Z

pðxkjxk�1Þpðxk�1jz1:k�1Þdxk�1 (18)

When the measurement zk is available, the posterior

probability density function at the kth step, pðxkjz1:kÞ, can be

calculated based on the Bayesian algorithm and the Markov

assumption:

pðxkjz1:kÞ ¼ pðzkjxk; z1:k�1Þpðxkjz1:k�1Þ
pðzkjz1:k�1Þ ¼ pðzkjxkÞpðxkjz1:k�1ÞZ

pðzkjxkÞpðxkjz1:k�1Þdxk

(19)
Please cite this article in press as: Cheng Y, et al., A hybrid remaining u
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Suppose the measurement noise nk follows a Gaussian

distribution, nk � Nð0; sÞ, then likelihood function of the ith

particle at step k, pðzk
��xi

kÞ, can be calculated using the

following equation.

p
�
zk
��xi

k

� ¼ 1ffiffiffiffiffiffi
2p

p
si
k

exp �
"

1
2



zk � xi

k

si
k

�2
#

(20)

The weight of the ith particle at step k can be obtained

based on the likelihood function of the measurement zk, as

formulated in equation (21).

wi
k ¼

p
�
zk
��xi

k

�PN
j p

�
zk
���xj

k

	 (21)

(2) Resampling

A problem existing in the SIS framework is the degeneracy

phenomenon of the particles. It means that after a few itera-

tions, only few particles will have negligible weight, while the

weights of other particles tend to toward zero. The particle

degeneracy can be measured using effective sample which

can be calculated as follows:

Neff ¼ N

1þ var
�
wi

k

�z 1PN
i¼1

�
wi

k

�2 (22)

To avoid the degeneracy phenomenon of particles, a

resampling step is performed to remove particles with small

weights and duplicate particles with large weights when

Neff <Nthres. After that, theweights of all particles are set to 1/N.

Regularized particle filter
Even though resampling can reduce the degeneracy phe-

nomenon of the particles, it should be noticed that another

problem is introduced, that is, the loss of diversity of the

particles. This new problem is caused due to the fact that new

samples are drawn from a discrete distribution rather than a

continuous one. This problem may lead to “particle collapse”,

which means that all particles share the same weight, thus

giving a poor representation of the posterior distribution [23].

Here, a modified version of particle filter, regularized particle

filter is presented to solve the above problem. RPF method

realizes resampling from a continuous distribution of the

posterior density [23]:

pðxkjz1:kÞz
XN
i¼1

wi
kKh

�
xk � xi

k

�
(23)

KhðxÞ ¼ 1
hnx

K
�x
h

	
(24)

where the kernel density Kð$Þ is a symmetric probability

density function which satisfies:Z
xKðxÞdx ¼ 0;

Z
kxk2KðxÞdx<∞ (25)

The Kernel and bandwidth are chosen to minimize the

mean integrated square error (MISE) between the true poste-

rior density and the corresponding regularized empirical

representation. In a special case when all the particles have
seful life prognosticmethod for proton exchangemembrane fuel
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the same weight, the optimal Kernel is the Epanechnikov

kernel:

Kopt ¼

8><>:
nx þ 2
2cnx

�
1� kxk2

	
ifkxk<1

0 otherwise

(26)

The optimal bandwidth can be calculated by equation (27)

when the underlying density is Gaussian with a unit covari-

ance matrix.

hopt ¼ A$N1=ðnxþ4Þ (27)

where

A ¼
h
8c�1

nx
ðnx þ 4Þ�2 ffiffiffi

p
p �nxi1=ðnxþ4Þ

(28)
Fig. 2 e Prognostic framework for
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Methodology

In this section, the framework of the proposed prognostic

method for PEMFC based on LSSVM-RPF is illustrated. The

details of each step are elaborated to give the readers a better

understanding.

Prognostic framework based on LSSVM-RPF

In order to combine both advantages of data-driven method

and model-based method, a prognostic framework based on

LSSVM-RPF for PEMFC is proposed in this study, as illustrated

in Fig. 2. In the proposed framework, voltage drop is consid-

ered as an aging indicator. The original voltagemeasurements

of PEMFC are first preprocessed. Then, the preprocessed
PEMFC based on LSSVM-RPF.

seful life prognostic method for proton exchangemembrane fuel
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voltage measurements are introduced into the prognostic

framework as training dataset.

The prognostic framework can be divided into training

process and prognostic process. In the training process, the

LSSVM prediction model is trained based on the pre-

processed voltage values, while RPF method is performed to

track the system state with the measured voltage values

input as system observations. In the initialization of RPF

method, a set of random values are assigned to the unknown

system model parameters. Then, these parameters will up-

date each step in the RPF method until they tend to be stable

values. Suppose the prognostic start time is Tp. The RPF

method will stop tracking the system state when the time

reaches Tp, and the model parameters estimated at time Tp

will be used in the following prognostic process. In the

prognostic process, each subsequent voltage value of PEMFC

is first predicted based on the trained LSSVM prediction

model. Then, the predicted voltage values of LSSVM, as new
Fig. 3 e (a) Test bench of PEMFC provided by FCLAB; (b)

Please cite this article in press as: Cheng Y, et al., A hybrid remaining u
cell, International Journal of Hydrogen Energy (2018), https://doi.org/
system observation, will be introduced into the prognostic

framework of RPF, which receives new observations from

LSSVM and predicts the subsequent system state until the

given failure threshold is attained. Finally, an uncertainty

characterization of the prognostic result in the form of a RUL

probability distribution of the PEMFC is provided by RPF

method.

Experimental data and preprocessing

The PEMFC datasets provided by FCLAB Research Federation

in IEEE PHM 2014 Data Challenge is utilized for verification of

the proposed method. The experimental data are collected

from five monolithic fuel cells, each of which has an active

area of 100 cm2. The nominal current density of the cells is

0.70 A/cm2 and their maximal current density is 1 A/cm2. The

test bench is adapted for PEMFC with a power up to 1 kW, as

shown in Fig. 3(a).
Part of the monitored aging parameters of PEMFC.

seful life prognosticmethod for proton exchangemembrane fuel
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Two long-term aging tests are performed in the PHM data

challenge. In this study, the experimental data collected from

the first FC stack, which operates in a stationary condition

with a current of 70 A, are utilized for verification. A variety of

condition monitoring data (e.g. voltage, temperatures, air

flow, gas pressure, etc.) was collected. Fig. 3(b) shows several

monitored aging parameters of PEMFC.

As illustrated in Fig. 3(b), an obvious degradation trend of

the stack voltage is shown as it continuously drops or fluctu-

ates over time; however, the other parameters exhibit no

obvious variation trend as time goes on. Thus, this study

adopts stack voltage as the health indicator of PEMFC.

Notably, the raw voltage data contain a lot of noise and sharp

peaks, and a total of 143,862 data points may also result in

time consuming in terms of computation; thus, a data pre-

processing is performed on the raw voltage data in this study.

The data preprocessing is based on a kernel based smoother

which is similar to moving average but the average is

weighted [8]. Suppose x(t) represents the voltage data with n

data points and x(tj) is a sample data point at time tj, where j ¼
1;2;3;/;n. The filtered voltage data, fðtjÞ can be calculated as

follows:

f
�
tj
� ¼ Pn

i¼1si$x
�
tj
�Pn

i¼1si
(29)

where

s ¼ K



tj � t

h

�
(30)

Kð$Þ is a Gaussian kernel function with a bandwidth h,

which has the following form:

KðtÞ ¼ e�
t2
2ffiffiffiffiffiffi
2p

p (31)

After filtering, the cubic spline method is applied to inter-

polate the filtered data, so that a new voltage dataset with a

total of 1155 data points from time 0 h to 1154 h is obtained

with a uniform time interval of 1 h. Fig. 4 shows the raw and

filtered voltage values of the PEMFC stack.

As it can be seen from Fig. 4, the voltage data is clearly

smoothed after data preprocessing. Noise and large peaks are
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Fig. 4 e Raw and filtered voltage values of the PEMFC stack.
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removed while data points are reduced and regularized with a

uniform time interval. The preprocessed voltage data are

more suitable for the following prognostic, since the uncer-

tainty in the prognostic which may bring disturbance to the

prognostic result can be avoided. Failure threshold of the

PEMFC stack is set based on the preprocessed voltage data,

which means that the RUL estimation also relies on how the

data is preprocessed. Additionally, fewer data points in the

preprocessed voltage dataset canmake the computationmore

efficiency in the validation experiment.

Prognostic based on LSSVM

The preprocessed voltage data are first employed as training

data of LSSVM to realize the preliminary prognostic, which

can be divided into training process and prognostic process. In

the training process, a sliding window is used to divide the

available voltage data into multiple groups of dataset to form

training vectors of LSSVM. Suppose the width of the sliding

window is n and the step length of the slidingwindow is 1. The

voltage data collected before the prognostic start time Tp are

divided into input vectors with n voltage values and the cor-

responding output vectors are formed by one subsequent

voltage value, as shown in Fig. 5. In this study, a polynomial

kernel is chosen for the training process of LSSVM with

n ¼ 300. After the LSSVM model is well trained, the sliding

window continues move on, to form the input vector of the

subsequent time Tp þ 1. By introducing the new input vector

into the trained LSSVMmodel, the voltage value of time Tp þ 1

is predicted. Then, the predicted voltage value is used to form

the input vector of time Tp þ 2 for further prediction. This

procedure continues step by step until the predicted voltage

value reaches the given threshold. The prognostic framework

of LSSVM method is illustrated in Fig. 5.

Prognostic based on RPF

Even though LSSVM can reach a good prognostic result of

PEMFC, it cannot quantify the uncertainty of the prognostic

result. However, uncertainty characterization of the prog-

nostic result is a critical aspect in decision-making process.

In this study, RPF method is utilized to realize uncertainty

characterization of the prognostic result. Compared with

standard PF, RPF method provides a good solution to the

degeneracy phenomenon and loss of diversity among the

particles, thus improving the accuracy of the prognostic

result.

Voltage drop modelling
State space model is the base of RPF method. In this section,

we try to find a proper state model that represents the voltage

degradation through time. Several state space models for

voltage degradation have been proposed according to relative

literature [6,8]:

C State model:

1) Exponential model:

xk ¼ exp �ð b$ðtk � tk�1ÞÞ$xk�1 (32)
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Fig. 5 e Prognostic framework based on LSSVM.
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2) Log-linear model:

xk ¼ �a$lnðtk=tk�1Þ � b$ðtk � tk�1Þ þ xk�1 (33)
3) Linear model:

xk ¼ �b$ðtk � tk�1Þ þ xk�1 (34)

The authors of Ref. [6] have tested the above mentioned
models using the same dataset of PEMFC. According to the

experiment results, the log-linear model shows the best per-

formance. Thus, in this study, the log-linear model is adopted

as the state model of voltage degradation. In the log-linear

model, the linear part represents the voltage drop under

constant current and constant operating condition during

aging time, while the logarithm part is used to fit the voltage

evolution at the very beginning and end of life. a and b are

system model parameters which need to be estimated using

the training dataset. The system noise vk is ignored since it

can be handled through the uncertainty in the unknown

model parameters [6].

C Observation model:
Please cite this article in press as: Cheng Y, et al., A hybrid remaining u
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zk ¼ xk þ nk (35)

where nk is a Gaussian noise that satisfies nk � Nð0;sÞ. s is the

unknown standard deviation of the Gaussian noisewhich also

need to be estimated.

Parameters initialization and estimation
Initial parameters play an important role to achieve satisfac-

tory prognostic results for both PF and RPF. In this application,

the initial parameters includemodel parameters, i.e., x0 a0, b0,

s0, as well as algorithm parameters, i.e., the number of par-

ticles N and effective samples Neff .

The number of particles N cannot be set too large or too

small. A too large number of particles will bring huge calcu-

lation, while a too small one will lead to low accuracy.

Considering both calculation and accuracy, the number of

particles is set N ¼ 300 and the number of effective sample is

set Neff ¼ 200. Suppose the initial system state x0 follows a

uniform distribution centered by the initial voltage with a

range of ±0.05 V. The unknown parameters a0, b0, and s0 are

also initialized with a uniform distribution. The ranges of a

and b are obtained by fitting the log-linear model to the initial

several voltagemeasurements. According to the experimental
seful life prognosticmethod for proton exchangemembrane fuel
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results, the initial value of a is set as a uniform distribution

with a range of [�0.008, �0.007] and the initial value of b is set

as a uniform distribution with a range of [0.0005, 0.0006]. The

standard deviation s of the measurement noise is set as a

uniform distribution with a range of [0.001, 0.002].

For the training process of RPF, the parameters are updated

at each step based on the previous voltage data before the

starting time Tp, until they tend to stable values. Finally, the

estimated parameters at time Tp will be used in the following

prognostic process.

RUL estimation based on LSSVM-RPF

In the prognostic process, the LSSVM is first employed to

realize the preliminary prediction. Then, the predicted voltage

value by LSSVM is introduced into the RPF prognostic frame-

work, acting as system observation. The RPF algorithm re-

ceives the system observation value from LSSVM and

propagate particles of the next step by extrapolating the sys-

tem state model based on the estimated model parameters,

thus realizing the voltage prediction. If the predicted voltage

value of RPF doesn't reach the given end of life (EoL) threshold,

the prognostic procedure based on LSSVM-RPF continues until

the EoL threshold is reached, as shown in Fig. 6. The two

dashed curves in Fig. 6 represent the confidence interval of the

degradation state and the probability distribution function

(PDF) curve which is filled in yellow color represents the dis-

tribution of EoL timewhen the predicted voltage value reaches

the given threshold. The distribution of RUL can be obtained

by subtracting the prognostic start time Tp from the PDF dis-

tribution of EoL time.
Results and discussion

In this section, the performance of the proposed prognostic

method based on LSSVM-RPF for PEMFC is evaluated using the

datasets provided by FCLAB Research Federation. A compari-

son is also conducted between the proposed LSSVM-RPF

method with RPF, and PF.
Fig. 6 e Illustration of
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Comparison of LSSVM-RPF, RPF, and PF at different
prognostic start time

In order to investigate the impact of different prediction start

time on the prognostic results, this study selects three

different times as the prediction start time, that is Tp ¼ 400 h,

Tp ¼ 500 h, and Tp ¼ 600 h. Suppose the expected lifetime of

PEMFC is 800 h, that is, the actual EoL time is TEoL_true ¼ 800 h.

Then the voltage value at T ¼ 800 h, 3.232 V, is selected as

the EoL threshold. The filtered voltage data before the prog-

nostic start time Tp are employed to realize system state

tracking and unknown parameter estimation, while the

prognostics are performed from Tp þ1 to 1154 h. State

tracking and degradation prognostic results of LSSVM-RPF,

RPF, and PF at different prognostic start time are shown in

Figs. 7e9. To make a comparison of the prognostic perfor-

mance of the above mentioned three methods, the relative

errors (RE) between the predicted EoL time TEoL_prognostic and

actual EoL time TEoL_true are calculated by equation (36). Root

mean square errors (RMSE) between the predicted voltage

value bzk and actual experimental data zk in the whole life-

time of PEMFC from 0 h to 1154 h are also calculated ac-

cording to equation (37) as a comprehensive performance

indicator which can assess not only the prognostic perfor-

mance but also system state tracking performance of the

above mentioned three methods. The details of the results

can be found in Table 1 and Fig. 10.

RE ¼ �
TEoL prognostic � TEoL true

��
TEoL true (36)

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

k¼1
ðbzk � zkÞ2

.
n

r
(37)

It can be seen from Figs. 7e9 that the proposed prognostic

method based on LSSVM-RPF shows a good capability to

capture the nonlinear component contained in the voltage

measurements and track the system state well based on the

available voltage measurements. By learning the degradation

evolution law from the training dataset, excellent prognostic

results with a similar variation trend to the actual experi-

mental data can be obtained. However, regarding RPF and PF,
RUL estimation.
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both methods show a large reliance on the system state

model. Even though RPF and PF also exhibit a good capability

to track the system states before the prognostic start time, the

results of the prognostic process are nearly to a straight line

without any fluctuations. This phenomenon is caused due to

the linear part of the log-linear systemmodel. Whereas, as an

intelligent data-driven based method, LSSVM has a good

robust to the nonlinearity of the voltage degradation. Thus,

the prognostic accuracy of the proposed LSSVM-RPFmethod is

greatly improved and the reliance on the log-linear system

model is reduced by receiving the LSSVM predicted values as

system observations.

Additionally, as illustrated in Figs. 7e9, RPF shows a better

performance than PF at each prognostic start time, which in-

dicates that the regularization process in RPF has effectively
Please cite this article in press as: Cheng Y, et al., A hybrid remaining u
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reduced the degeneracy phenomenon and loss of diversity of

the particles. It can also be noticed fromTable 1 and Fig. 10 that

the later the prognostic start time is, the smaller the REs are, for

all of the above mentioned three methods. However, the RMSE

values don't show an obvious trend of decrease with the time

goes on. That is because characterizations were performed on

PEMFC stack at 823 h and 991 h, which cause large fluctuations

of the voltage measurements, thus influencing the calculation

of RMSE. Nevertheless, both RE and RMSE values of LSSVM-RPF

are the lowest. The smallest REof LSSVM-RPF is0.0025, obtained

at Tp ¼ 600 h, which is nearly 11 times smaller than that of RPF

(0.02875), and 34 times smaller than that of PF (0.08625). The

smallest RMSE of LSSVM-RPF is 0.0072, obtained at Tp ¼ 400 h,

which is nearly 6 times smaller than that of RPF (0.0460), and 64

times smaller than that of PF (0.4601).
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Uncertainty characterization of RUL

An uncertainty characterization of the prognostic result is a

critical aspect in decision-making process, which can pro-

vide a better guidance than a single estimated value. In the

prognostic process, the RPF method receives new system

observations from LSSVM and predicts the subsequent sys-

tem state by propagating particles for the next step. The

distribution of the particles is an approximation of the

degradation state of PEMFC at the current time. The particles
Table 1 e Prognostic accuracy of LSSVM-RPF, RPF, and PF.

Method Prognostic
result

Tp ¼ 400 h Tp ¼ 500 h Tp ¼ 600 h

LSSVM-RPF TEoL_Prognostic 788 805 802

RE 0.015 0.00625 0.0025

RMSE 0.0072 0.0509 0.0644

RPF TEoL_Prognostic 843 764 823

RE 0.05375 0.045 0.02875

RMSE 0.0460 0.2369 0.0892

PF TEoL_Prognostic 599 633 731

RE 0.25125 0.20875 0.08625

RMSE 1.1285 0.9479 0.4601
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are propagated and the voltage values are predicted step by

step. Once the predicted voltage value reaches the pre-set

EoL threshold, the PDF distribution of predicted EoL time

can be formed based on the final distribution of the particles

at the last step. Then, the RUL distribution can be obtained

by subtracting the prognostic start time Tp from the PDF

distribution of the predicted EoL time. In this study, the RUL

probability distribution of PEMFC at different prognostic start

time, Tp ¼ 400 h, Tp ¼ 500 h, and Tp ¼ 600 h, are calculated as

shown in Fig. 11.

Additionally, confidence interval also plays an important

role in uncertainty characterization, which is of great signifi-

cance for PEMFC users to make good decisions and take

adequate actions. In this experiment, the confidence intervals

with a significance level of 90% are calculated in both

parameter estimation process and prediction process. As

illustrated in Fig. 11, the blue line represents the actual

experimental data, while the red line represents the predicted

voltage values based on LSSVM-RPF. The upper and lower

boundaries of the 90% confidence intervals are illustrated

using dashed green lines. Table 2 lists the confidence intervals

when the predicted voltage value reaches the pre-set EoL

threshold at different prognostic start time. As shown in

Table 2, the lengths of the confidence intervals become
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Fig. 11 e RUL probability distribution and confidence interval of LSSVM-RPF at (a) Tp ¼ 400 h, (b) Tp ¼ 500 h, and (c)

Tp ¼ 600 h.
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Table 2 e Prognostic accuracy of LSSVM-RPF, RPF, and PF.

Tp ¼ 400 h Tp ¼ 500 h Tp ¼ 600 h

Confidence

interval

Upper

boundaries

398 318 211

Lower

boundaries

378 302 197

Length of confidence

interval

20 16 14
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Fig. 12 e Absolute error of the predicted RUL.
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smaller with the prognostic start time move backward, which

indicates that a better prognostic result with a more centered

confidence interval can be obtained when more voltage data

participate in the parameter estimation and prognostic model

construction.

To make a clearer comparison of the distribution of RUL at

different prognostic start time, the absolute errors of RUL at

each prognostic start time are calculated as follows:

AE ¼ RUL prognostic � RUL true (38)

RUL true ¼ TEoL true � Tp (39)

The AEs at three different prognostic start times are drawn

using a boxplot as illustrated in Fig. 12. In each box, the central

red line represents themedian value, and the upper and lower

edges of each box represent the 25th and 75th percentiles. The

individual red crosses are outliers. As illustrated in Fig. 12,

with the prognostic start time becomes later, the absolute

error of RUL tends to be more centered with a smaller confi-

dence interval and the median value of AE becomes closer to

zero, which indicates that a higher accuracy of the prognostic

results is achieved.
Conclusion

This paper presents a hybrid prognostic framework for

PEMFC based on LSSVM-RPF. In the proposed prognostic

framework, LSSVM is first employed to realize a preliminary

prognostic of the PEMFC. Then, RPF method receives the

predicted voltage value of LSSVM as new system
Please cite this article in press as: Cheng Y, et al., A hybrid remaining u
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observations and output an uncertainty characterization of

the prognostic result in the form of a RUL probability distri-

bution. A comparison between the proposed LSSVM-RPF

method with RPF and standard PF is conducted based on

the PEMFC dataset provided by FCLAB Research Federation.

The results show that the proposed prognostic method based

on LSSVM-RPF has the best performance.

The main contribution of the proposed method can be

summarized as follows:

1) The proposed hybrid LSSVM-RPF method combines both

the advantages of data-driven method and model-based

method. It can provide not only an estimated value of

RUL but also an uncertain characterization of RUL with a

probability distribution.

2) A better prognostic result can be achieved with a lower

reliance on system model by receiving the LSSVM pre-

dicted values as system observations.

3) The proposed hybrid LSSVM-RPF method has a better

capability to capture the nonlinearity contained in the

voltage degradation data than model-based methods.

4) The RPF method has a better performance than the stan-

dard particle filter, since RPF method can effectively solve

the degeneracy phenomenon and loss of diversity among

the particles.

However, limitations also exist in this study, that is, all of

the abovementioned three prognosticmethods don't consider
the variable loading conditions. The verification of the pro-

posed method is also based on PEMFC dataset which is ob-

tained under a stationary condition with a constant current.

Whereas, a stationary working condition rarely happens in

real applications since PEMFC usually works with a variable

load. A typical example is electric vehicles in which PEMFC is

the power supply. Thus, the following step of this work will be

improving the prognostic framework to realize RUL prognostic

and method verification for PEMFC under variable loading

conditions, which is a great challenge but of high significance.
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