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Abstract—T he VANET are mainly characterized by the high
nodes velocity, high nodes density at road intersections and
traffic jams and severe radio signals degradation caused by
obstacles present in the external environment. This make the
direct application of routing protocols defined for MANET not
suitable for VANET. In this paper we consider a simulation
environment representing a real city map with its terrain
characteristics and urban infrastructures and analyze the most
common protocols developed for MANETS. The objective isto
identify the appropriate and inappropriate routing strategies
for vehicular networks. So, we examine the behavior of each
protocol varying the vehicular density and the data traffic rate
to deter mine the mechanisms that enable them to have a good
efficiency and those that cause their performance degradation.
The results show that when the effect of obstacles on the radio
signals is ignored the reactive protocols outperform the
proactive protocols while when the impact of the obstacles is
taken into account, theresults are almost similar.
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. INTRODUCTION

The performances of routing protocols are direclgted
to the characteristics of the underlying environmefor

example, at high nodes density, an on-demand mbtoc

which diffuses requests on the entire network aheaute
discovery may cause an important control traffiatth
prevents sending data packets. With table driveropols,
high nodes mobility can make topology informaticepk at
each node often obsolete. The VANET (Vehicular Ag h
Network) are a special class of MANETSs in whichitég
that compose the network are vehicles. They
characterized by high nodes density mainly in g aftroad
intersections and at traffic jams; high nodes niybil
particularly in highways, constraints on nodes tiyband
radio signal degradation due to obstacles presenthé
environment. The works on performance study of ingut
protocols in VANET consider vehicles moving eittar a

highway or in a city environment. The authors of [1
evaluated the performance of AODV, DSR, FSR and AOR

in typical freeway traffic scenarios. The resub®wed that

TORA is not feasible for VANET and that AODV is the

protocol that has the best performance, followedr8R and
DSR which presents good results only at low vehicul
densities. The same authors considered in [2] the f
protocols and evaluated their performance in ciffic
scenarios. The results are similar to those foand]; they
showed that TORA is inapplicable to vehicular netwoand
that AODV outperforms FSR and DSR. In [3], the auth
have analyzed the problem of network disconneciion
highway topology that they consider as importanttlaes
broadcast storm problem in dense
demonstrated how well the store-carry-forward maidm

performs in disconnected VANET. A comparative stuady
AODV and OLSR performance in urban environments is
presented in [4]. The results showed that global{ SR
outperforms AODV and that AODV delivers more data
packets than OLSR after a certain nodes density datal
traffic rate. In [5], the authors considered thgemgraphic
routing techniques and presented the problemsntiagt be
encountered in each technique. They found that $iggu
greedy heuristics, the protocol chooses the fartheighbor
as next hop, which usually has low probability e€eption.

In case the protocol incorporates the store-camydrd
approach, the authors showed that temporary loaps a
created. They also found that a bad choice of & medey in
trajectory based routing can cause data messagget &tuck

or move away from the final destination.

In this paper we analyze the performances of three
popular routing protocols in MANETSs, namely AODV dA
hoc On-Demand Distance Vector) [6] and DSR (Dynamic
Source Routing) [7] which are reactive protocold &LSR
(Optimized Link state Routing) [8] that is a proee
protocol, in the context of VANET. The considered
simulation environment is a real city to which iddad
information describing, the degree of interest ofaa for
moving vehicles, terrain characteristics and urban
infrastructures. This information is taken into @aoct in
vehicles movement and radio signal propagation timage
We examine the behavior of each protocol at differe
vehicular densities and data traffic rates. Ouectije is not
to determine the best protocol for vehicular netwbut
rather to identify, among the mechanisms used kgh ea

ar%rOtOCOI’ those that are suitable for VANET andsthdhat

ause performance degradation. We bring two n@sekio

the ongoing works on routing protocols performaancelysis
in VANET. First, to show the impact of obstacles ralio

signal propagation, the presented results considdtat

unobstructed environment, and then a propagatioteins

used to take into account the obstacles effect. Sdwnd
contribution involves the analysis of the behawidreach

protocol by considering, in more detail, the emplby
mechanisms.

The remainder of this paper is organized as follows
Section 2 presents in brief the mobility and prayig
models. Section 3 presents the simulation envirotiraed
the obtained results and finally Section 4 concludes
paper.

. MOBILITY AND PROPAGATION MODELS

The mobility model we used is V-MBMM (V-MBMM:
Vehicular Mask-based Mobility Model) [9], which sitates
vehicles movements in an urban environment. Theal roa

network.  TheYopology is represented by a graph whose edgesspmnd

to road segments and vertices to the connectiohseba



these segments. A vertex
connection or an intersection. Each segment igeadi an
attraction weight which represents its degree tdrast for
moving vehicles. The roads are bidirectional ane t
intersections are regulated by means of traffistigAt each
intersection, the vehicle chooses its next direchidlowing a
Markov chain whose probabilities are calculatededaen
road segments attraction weights. Two coeffici¢htd take

represents either a simpleechanisms used to manage the packets waiting to be

transmitted, etc.

h A. Smulation Parameters

The simulations were performed considering an afea
1200m * 1200m from Belfort downtown. The duratioh o
each scenario is 180s. All presented results aravarage
among five runs. Two series of tests were conduateere

into account roads congestion and vehicle previoude varied the density of vehicles and the numbedath

movements are defined in the model; they are appliehe
Markov chain in order to make displacements moadistic.
For vehicle speed regulation, V-MBMM uses the IDMdal
(Intelligent Driver Model) [10] which characterizethe
behavior of each driver according to its precedielicles.

Two propagation models have been used: the firsti®n

TwoRayGround which assumes a non-obstructed arda an

determines the received signal power according he t
distance between the transmitting and receivingrargs; the
second one [11] is an adaptation of the empiricadeh
defined in [12] to vehicular networks. This modakes into
account the terrain characteristics and definesetherrain
categories according to the type and density ofaches
(building, forest, mountain...) present in the enmiment.
Category A, that corresponds to a hilly terrainhwitoderate
to-heavy trees densities; category B, characterazeeéither
mostly flat terrain with moderate-to-heavy treesisities or
hilly terrain with light tree densities; and categdC that
corresponds to mostly flat terrain with light trdensities.
The received signal power is determined accordinghe
category of terrain located between the transmgittamd
receiving antennas.

Ill.  SIMULATION AND RESULTS

We
(Territoire Mobile) for mobility and signal propagan
modeling and the simulator NS2 [13], version 33r fo
network modeling. TM is an application written in+€
which represents the territory of Belfort in therthoeastern
France. The area is 40km*20km. Several data hase bged
to reproduce the real environment including GlSpsffies
representing the map of the city, survey data avdos
economical information collected by professionalsr f
regional planning needs. The environment is dividetd

cells of 25m*25m. Each one is assigned information

describing its attraction weight and terrain chaastics
(type of structures, altitude, etc.). The mobilityodel V-
MBMM and the propagation model described in Secflon
were integrated into the application by consideonty those
cells that are roads. Traces describing vehiclgslaliements
in the territory are generated in TM and used asement
scenario files in NS2. For signal propagation aspee
calculated, in TM, for each road cell, the receisgnal
power from all road cells located at distance l#sm a
predefined maximum distance. All
between transmitters and receivers, even outsidadhds,
are considered in path loss calculating. The géegrie is
used as input of NS2; it allows determining theezage area
of each vehicle as a function of its position. Wese NS2

because it is the most used simulator. AODV and DS

protocols are directly integrated into NS2, for ®,Swe
used UM-OLSR version [14]. In our study, we consitle
implementation details of the protocols in NS2 vahias a
significant impact on routing performance. Thesdaitie
relate to the priority assigned to different paskipes, the

realized our study using the applicaton TM

obstacles situate

traffic sources; the parameters are summarizealterl.

TABLE 1. SIMULATION PARAMETERS
Simulations duration 180s
Area size 1200m*1200m

40, 60, 80, 100 and 120
5%, 10%, 20% and 30% of no

Number of vehicles
Number of CBR sources

les

Inter packet arrival time 0.25s
Packets size 512 bytes
OLSR HELLO interval 2s

OLSR TC interval 5s
Transmission range 200m

B. Results

The first tests were realized in order to analyke t
behavior of protocols at different nodes densitidhe
considered number of vehicles is 40, 60, 80, 100 B20
with 20% of vehicles acting as CBR traffic sourc¥ge
assumed a non-obstructed environment. Figure 1 shioev
rate of failed connections, which represents thmber of
sources for which no packet is received by theimtsin
node. From the figure, three situations can bengjsished:
sparse network (40 to 80 vehicles), in this caseeasing the
number of vehicles improves network connectivitgl dhus
decreases the rate of connections failure, modeetigork
density (100 vehicles) where each protocol showsbést
results and finally dense network (120 vehicleserghwe
observe a decrease in performance.
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Figure 1. Connection failure rate vs. Vehiculangity.

At sparse network, the difference in performanaduis to
the reactive or proactive nature of protocols. &wjeDSR
and AODV take advantage of the fact that route estpu
(RREQ) are broadcasted just before sending datkefsc

&outes are thus calculated based on more recasimafion

on network topology. AODV and DSR present almog th
same rates of connection failures with a slightaativge of
AODV when the number of vehicles is 80. The reasahat
DSR produces more RREQ and gives more priority to

&outing packets than to data packets. At 80 vehicle

connectivity becomes better than at 40 or 60 veRjdRREQ
are more flooded in the network creating high cartiraffic
which prevents sending data packets. With OLSRyorét
topology information are periodically exchangedjsttwhen
sending data, route are determined based on infamtoat
may be obsolete. This depends on the values agsigne
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Figure 2. Routing overload vs. Percentage of OBRi¢ sources

HELLO and TC (Topology Control) intervals. All pomtols ~ packets at 80 vehicles, 3¥18t 100 vehicles and 4x1@t
record the best results at 100 vehicles. With suchmber of 120 vehicles. The reason is that control packets ar
nodes, the network is dense enough to ensure dirityec periodically exchanged regardless of data traffihen the
and not too much to cause channel saturation.nlttltas be  number of vehicles is 80 (Figure 2(a)) and the @atage of
seen as a threshold below which the network becomesources is less than 25%, DSR and AODV have althest
disconnected and above which it becomes overloadedame overload that is lower than OLSR. Since thebau of
Indeed, at 120 vehicles, the performances of threeth data source is not high a few RREQ are generaté@nthe
protocols tend to decline due to channel saturatibith is  number of sources exceeds 25%, control traffic 8RDand
aggravated by vehicles queuing at road intersextibne to  AODV becomes higher than OLSR. DSR shows a slightly
the high number of generated RREQ, DSR presentwdh&  higher load than AODV because it produces more RREQ
rate. packets. The same behavior can be observed atrtD029
vehicles, Figure 2(b) and 2(c). Routing load in DB&teases
dramatically with increasing nodes density (better
connectivity) and number of sources. Control tcaféilso
increases in AODV but less severely. From the sgraphs,
we can notice that AODV produces more control icafian
OLSR when the number of sources exceeds 20% with 10
Routing overload: it represents the number of transmittedvehicles and 13% with 120 vehicles. In DSR, the@etages
control packets, packets forwarding are also irediid are respectively 12% and 7.5%.

In the second series of tests, we considered tree th
cases identified above, sparse network with 80 clehi
moderate density with 100 vehicles, and finally sken
network with 120 vehicles. Three metrics are edtahdhat
are:

Packets delivery ratio: is the ratio between the number of Routing overload-OE
data packets sent by the source and the numbemtaf d  With OE, the network is less stable. Due to the
packets received by the destination. consideration of obstacles impact on radio signéie
connections appear and disappear more frequently. [1
Moreover, nodes coverage areas are smaller thus
exacerbating the problem of network fragmentatiod l@ads
to multi-hop communications failures. The figuré®w that

We performed the tests considering two propagatiocontrol traffic load in OLSR and AODV is almost thkame

models. The first one assumes an unobstructeddtade and as that obtained with TR with a slight decrease wulw
represents the transmission range of each nodechigla of  network connectivity. In OLSR, the reason is th@tJackets
200m radius. We denote this model Ty for Transmission  are less diffused in the network. In AODV, those RREQ
Range. The second is the model that considers obstaclgsackets. However, given the low connectivity, cohtraffic
effect on radio signals. We denot®it for Obstacles Effect.  generated in AODV is actually higher because ofjdemnt
For clarity, we separately analyze the performamisained topology changes and RREQ failures. Since DSR ghva®
with the two models. However, for each metric wenpare  priority to routing packets and generates more RRieqtrol
the results of OE with those of TR. traffic load explodes.

Average end-to-end delay: it represents the difference
between the time the data packet is generatedebgdhrce
node and the time it is received by the destinatioae.

Routing overload-TR Packetsdelivery ratio-TR

Figure 2 shows the number of the control packets se  Figure 3 shows the delivery ratio of data packiets.all
according to the percentage of nodes that act & 0Brces. densities, with increasing number of sources, nparekets
In all protocols, routing load increases with degnsThis is  compete for channel access which causes a dearédise
obvious since the number of nodes increases, thpoiving  number of packets received by destination nodesativier
the network connectivity. This increases the nundferodes the percentage of CBR sources, AODV and OLSR hlaee t
that generate control packets and especially tmbeu of  best rate when the number of vehicles is 100. kides
intermediates nodes that receive and rebroadcaste th shown in Figure 1, with 100 nodes, the networkoisnected
packets. enough to ensure data delivery and the densitgtisoo high
to cause channel saturation. In DSR, the highest i

For each density, the routing overload in OLSRirsost recorded at 100 vehicles and 5% of CBR sourcesalfFor

constant whatever the percentage of sourcesalitast 2x16
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Figure 3. Delivery data ratio vs. Percentage oRQEffic sources.

other percentages of source nodes, the delivesydetreases
with increasing data traffic and nodes density. Téason
still relates to the high number of route requestl ghe
priority given to routing packets which leads tool traffic
growth that saturates the channel. The only scenahere

Average end-to-end delay-TR

Figure 4 presents the average end-to-end delaynebta
with all nodes densities. With the three protoctig, delay
increases with increasing vehicular density andc diatffic.
When the number of vehicles grows, the connectivity

DSR outperforms OLSR and AODV is at 80 and 100pecomes better, making multi-hop communicationsiptes
vehicles and 5% of nodes acting as CBR source.eSinayith increasing routes length, delays become higfest,

routing overhead is not too high to cause charaugiration,
DSR takes advantage of the fact that it produce® RKREQ
that allows nodes to better discover route. It diss the
advantage of storing data packets in the buffernwioaite
discovery fails. This gives more chance to packetag sent

because many nodes must be traversed by data packet
before reaching the final recipient, and secondigk
breakage and therefore local repairs (only for treac
protocols) are more frequent leading to longerydel&Vhen
the number of sources grows, data traffic in OLS®& hoth

and increases the number of delivered data packetgata and control traffic in AODV and DSR becomeghir.

Comparing AODV and OLSR, the results show thatoat |
data traffic, AODV presents better results. Sin€@D is an
on-demand protocol it calculates routes based ame mezent
information than those used in OLSR. When the nunatbe
sources grows, 20% at 100 vehicles and 30% at éBitles,
the results of OLSR become close to those of AODke

Several packets compete for medium access causammel
saturation and therefore high delays. Waiting timenodes
gueue also increases. OLSR shows the lowest didaysre
below 0.23s at 80 vehicles, 0.53s at 100 vehiaiesla27s at
120 vehicles. Given the proactive nature of thetquoal,
routes are calculated in advance and not on derasuwith

reason is that with a large number of sources, AODVAODV and DSR. When a node, the source or the

produces a high control traffic load (Figure 2@(R)) which
saturates the channel and degrades its performance.

Packets delivery ratio-OE

The interpretation of results in OE is less obvithan in
TR due to network instability which dropped the igkaty
ratio at values ranging from 14.3% to 42%. HoweWenn
the different figures, some results can be expthiri2SR
presents the same behavior as with TR. For all cuddni
traffic densities, the delivery ratio decreaseshviitcreasing
number of sources caused by growing control traffice
worst result is obtained at 120 vehicles when 30%oadles
act as CBR sources; it is 14.3%. At low data iraffhe
results of DSR are better than those of AODV andSRL
Indeed, despite of high control traffic rate, DS&néfits on
one hand, from the priority it gives to the RRE@tthllows
nodes to have a better knowledge on network togotogl
on the other hand on its reaction to route disgo¥aiture.
When data traffic is higher, channel saturationseduby
control traffic makes the performances of DSR IdwAas 80
vehicles, OLSR has the lowest results. As the ndtvi®
disconnected, information topology carried by TCkgs is
not enough diffused which limits nodes view on ratv
topology. At 100 and 120 vehicles, AODV begins trffer
from control traffic growth and OLSR takes advasetag the
high connectivity that allows a better diffusion BE. This
makes delivery ratio almost similar in both protisco

intermediate node, has not a valid route to thérd&®n of a

packet, OLSR simply removes that packet. AODV ai8RD
store the packet in the buffer and initiate a radiszovery
process. DSR is a protocol that presents the grtedétays
due to the high routing overload and to the faet ih no

response is received for a route discovery, DSRs du#

delete the data packets but keeps them in the rbidfe
another attempt, which increases their delay. Tieatgst
value is 9.7s; it is obtained at 120 vehicles w6 of

nodes generate data packets.

Average end-to-end delay-OE

For the same reasons as with TR, OLSR is the pwbtoc
that presents the lowest delays, followed by AODWént
DSR. By comparing the end-to-end delays of OLSR and
DSR obtained with EO to those obtained with TR, ca@
see that they are lower. Because of the low coivityctin
OLSR nodes have limited knowledge of the neighbotdho
two hops away, and in DSR high routing load prevent
RREQ to be broadcasted far from the source nodisrins
of number of hops. These reasons added to network
disconnection prevent multi-hop communications. STbaly
communications over a small number of hops sucedech
makes delays low compared to TR. With AODV, the
behavior is different because of the mechanism bsethe
protocol for RREQ generation. After sending a sest@
number of RREQ, if no response is received, orifjiga
node deletes, from the buffer, all data packetstfer
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Figure 4. Average delay vs. Percentage of CBRid¢raburces.

destination and retards sending the next RREQ ffixeal

timeout (10s in NS2). During this timeout, the smunode
stores all generated packets in the send buffeth \@E,

since connectivity is poor, RREQ failures are mioeguent;
therefore, more packets are queued in the bufférichw
increases the average delay. The difference is morél
noticeable at low vehicular density and trafficadaburces.
When the number of vehicles increases the conrigct/
better thus less RREQ failures occur.

(1]

[3]
IV. CONCLUSION

In this paper, we examined the performance of AODV, 4
DSR and OLSR varying the nodes density and the puwib
data traffic sources in order to highlight theiresgths and
weaknesses in context of vehicular network. Thdizezh

study considered two propagation models, one ogticrihat [5]
assumes an unobstructed flat environment and anatiieh

takes into account the impact of obstacles on radiges.
When this impact is ignored, the results show &@DV is (6]
the protocol that has the best delivery ratio. OLSBRws a 7]
low rate due to its proactive nature; routes areutated
based on less recent information than in AODV ar&RD
Moreover, at low network connectivity, it presetite worst  [8]
results since TC packets are not enough diffusedhén
network. This limits nodes knowledge of the topglog [l
Despite the fact that DSR is a reactive protodotecords

low performance. The reason is that DSR gives rpdogity

to control packets which saturate the channel amhlze  [10]

data transmissions. This also prevents route désgosven

when connectivity is well. This mechanism brings an [11]
advantage only when nodes density and data trafédow,
which is not common in VANET. When considering the
effect of obstacles on radio signals, which is maaistic,
the results are different. DSR shows the lowesfopmance
owing to increasing routing traffic. OLSR and AONave
almost the same delivery ratio. Signals qualityreldgtion
caused by obstacles present in the environment rtiake
network unstable. Thus to determine and maintairtes)
AODV generates significant control traffic which usa
channel saturation.

=
N

(23]

(14]

Having identified both suitable and inappropriateting
mechanisms for urban vehicular network at spargedanse
traffic, our next objective is to develop a new tpoml that
takes into account all found results. To overcorhe t
problem of network instability which causes perfarmoe
degradation due to obstacles effect on radio signal
propagation, new techniques must be incorporatedhé¢o
protocol.
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