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Cross-Spectrum Measurement Statistics
Antoine Baudiquez, Éric Lantz, Enrico Rubiola, François Vernotte

Abstract—The cross-spectrum method consists in measuring
a signal c(t) simultaneously with two independent instruments.
Each of these instruments contributes to the global noise by its
intrinsec (white) noise, whereas the signal c(t) that we want to
characterize could be a (red) noise.

We first define the real part of the cross-spectrum as a relevant
estimator. Then, we characterize the probability density function
(PDF) of this estimator knowing the noise level (direct problem)
as a Variance-Gamma (VG) distribution. Next, we solve the
“inverse problem” thanks to Bayes’ theorem to obtain an upper
limit of the noise level knowing the estimate. Checked by massive
Monte Carlo simulations, VG proves to be perfectly reliable to
any number of degrees of freedom (dof).

Finally we compare this method with an other method using
the Karhunen-Loève transfrom (KLT). We find an upper limit
of the signal level slightly different as the one of VG since KLT
better takes into account the available informations.

Index Terms—Bayesian statistics, confidence interval, cross-
spectrum, Karhunen-Loève transform, probability density func-
tion.

I. INTRODUCTION

THE measurement of power spectra is a classical problem,
ubiquitous in numerous branches of physics, as explained

below. Power spectra are efficiently measured using Fourier
transform methods with digitized data. Relevant bibliography
is now found in classic books [1], [2], [3], [4].

We are interested in the measurement of weak statistical
phenomena, which challenge the instruments and the mathe-
matical tools, using the cross-spectrum method. This method
consists of the simultaneous measurement of the signal with
two separate and independent instruments [5]. The other
approach, consisting on the observation of the spectral contrast
in a chopped signal, broadly equivalent to the Dicke radiometer
[6], is not considered here. Regarding the duration of the data
record used to evaluate the Fast Fourier Transform (FFT), two
asymptotic cases arise.

The first case is that of the measurement of fast phenomena,
where a large number of records denoted m is possible in
a reasonable observation time. At large m the central limit
theorem rules and the background noise can be rejected by
a factor approximately equal to 1/

√
m depending on the

estimator. Numerous examples are found in the measurement
of noise in semiconductors [7], phase noise in oscillators and
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components [8], [9], [10], [11], frequency fluctuations and
relative intensity noise in lasers [12], [13], electromigration
in thin films [14], etc. Restricting to one bin of the Fourier
transform, the power spectral density integrated over a suitable
frequency range is used in radiometry [15], [16], Johnson
thermometry [17] and other applications.

The second case is that of slow phenomena, where the
fluctuations are very long term or non ergodic. On one hand
the background noise is still rejected as before but with a
very low m which can actually be equal to one. On the
other hand, the central limit theorem does not apply and the
statistical uncertainty are not trivial. This case is of great
interest in radio astronomy, where the observations are limited
by the available resources and take long time. As instance
millisecond pulsars (MSP) can be used as very stable clocks
at astronomical distances [18]. The radio pulses time of arrival
(TOA) of MSP are affected by numerous physical process, one
on them are gravitational-wave (GW) perturbations [19], [20].
Red noise originate from GW perturbations in the signal path
common to the radio-telescopes can be detected [21], [22].
Like the analysis of the signals provided by the LIGO/VIRGO
interferometers which use cross correlation methods [23],
[24], the LEAP experiment (i.e. Large European Array for
Pulsars) [25] could use such methods in order to access lower
frequencies and observe imperceptible phenomena such as
early phases well before the coalescence of black holes or GW
of cosmological origin (for example cosmic strings, inflation,
primordial black holes).

This article is intended to put an upper limit on the un-
certainty of the cross-spectrum estimate. Gravitational-waves
have not been yet discovered in the TOA of millisecond
pulars. Thanks to the very long line of sight between the
pulsars and us (several thousand light-years), we could access
very low frequencies, inaccessible to LIGO/VIRGO, thus
revealing much slower astrophysical phenomena. It is therefore
important to develop statistical tools to improve measurement
sensitivity. In this respect, we propose in Section II to state
the cross-spectrum problem to define a proper estimate. Based
on the principle that the experiment is repeated m times, it
is important to note that the estimation of the measurement
uncertainty is A-Type as defined by the VIM [26]. Then in
Section III we define the probability density function (i.e.
“direct problem”) of the cross-spectrum estimate which is
used in Section IV to compute an upper limit by using a
bayesian inference approach (i.e. “inverse problem”). The
result obtained are compared to an another method using
the Karhunen-Loève transform developed in [27] and the
conclusions are presented in Section V.
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Fig. 1. Basics of the cross-spectrum method.

II. STATEMENT OF THE PROBLEM

A. Cross-spectrum method

Let us consider 3 statistically independent signals: a(t), b(t)
and c(t) as shown in Fig. 1. On one side the two first a(t)
and b(t) are respectively the instrument noise of A and B.
On the other side c(t) is an input signal which we want to
characterize. In the case of pulsar measurement, this input
signal is also a noise, but in general a red noise. The output
of each channel is

x(t) = a(t) + c(t)

y(t) = b(t) + c(t).
(1)

Applying the Fourier Transform (FT) on each channel gives

X(f) = A(f) + C(f)

Y (f) = B(f) + C(f)
(2)

where f is the frequency, X(f), Y (f), A(f), B(f) and C(f)
stand respectively for the Fourier Transform (FT) of x(t), y(t),
a(t), b(t) and c(t). Our interest is carried out on the power
spectral density (PSD) rather than the spectrum. The cross-
spectrum is defined as

Syx(f) =
1

T
Y (f)X∗(f), (3)

where the cross-spectrum is actually a cross-PSD and the
factor 1

T is the measurement time which is necessary to have
the dimension of a power per frequency. The ∗ denotes the
complex conjugate of the quantity placed before it. Exper-
imentaly averaging over m spectra realizations leads to the
following relation

〈Syx〉m =
1

T
〈Y (f)X∗(f)〉m . (4)

B. Cross Power Spectral Density

Averaging on a large number of observations, the mathe-
matics is made simple by the central limit theorem, by which
all the probability density functions (PDF) become Gaussian.
More interesting for us is the case of a small number of
realizations, each of which taking long observation time-up
to several years in the case of the millisecond pulsars.

The random variables (rv) a(t), b(t) and c(t) follow a centered
Normal distribution whatever the kind of noise. Even red
noise (e.g. random walk) follows a Normal distribution not
on the time average but regarding its ensemble average over
the probability space which means it is a non ergodic process.
Moreover a stochastic process with zero-mean Gaussian distri-
bution has a FT which is also a random process with centered
Gaussian distribution.
The rv A(f), B(f) and C(f) can then be decomposed into a
real and imaginary part

A(f) = A′(f) + iA′′(f)

B(f) = B′(f) + iB′′(f)

C(f) = C ′(f) + iC ′′(f).

(5)

The real and imaginary part are statistically independent rv
with equal variance following a zero-mean Gaussian distribu-
tion. In the following, we will omit the frequency dependence
f because we are working only in the Fourier domain. Let us
now expand Eq. 4,

〈Syx〉m =
1

T
〈Y X∗〉m .

=
1

T

[〈
A′B′ +B′C ′ + C ′A′ + C ′ 2

〉
m

+
〈
A′′B′′ +B′′C ′′ + C ′′A′′ + C ′′ 2

〉
m

+ i 〈A′B′′ +B′′C ′ + C ′′A′〉m
− i 〈A′′B′ +B′C ′′ + C ′A′′〉m] .

(6)

The terms in the imaginary part have a zero expectation,
while the expectation in the real part is proportional to the
PSD of the signal, i.e. what we are looking to characterize.
As a consequence, the next sections focus solely on the real
part R{Syx},

〈R{Syx}〉m =
1

T

〈
(Ak + Ck)(Bk + Ck)

〉
ν

(7)

where ν = 2m the number of degree of freedom (dof). The
superscript k means real or imaginary part because they are
independent rv.

C. Definition of the problem
1) Measurements, and estimates: In the following, in order

to simplify the notation, we will omit the superscript k.
Thereby the real and imaginary part will be treated as 2 dof.
Moreover to simplifiy the notations, we will omit the factor
1
T which does not affect the PDF.
We refer the cross-spectrum measurement for a given fre-
quency to

Z = (A+ C)(B + C) (8)

where all A, B, C are rv which are independent, centered
and Normal. In the following, we will assume that A, B, C
have only 1 dof, their real or their imaginary part, and that
Z does not come from the average of different spectra. A
generalization of this problem to 2 dof (real and imaginary
parts) and then 2m dof (average of m spectra) will be given.
The estimates are denoted σ̂2

A, σ̂2
B , σ̂2

C which respectively
correpond to the variance of A, B, C.
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2) Direct and Inverse Problem: In order to assess the
uncertainty over the estimator σ2

C , called the signal level, we
will have to distinguish to main issues:
• The direct problem consists in calculating the statis-

tics of the cross-spectrum measurement Z, knowing the
model parameters σ2

A, σ2
B , σ2

C .
• The inverse problem, conversely consists in calculating

a confidence interval over the model parameter σ2
C , from

the estimates σ2
A, σ2

B and the cross-spectrum measure-
ment Z.

III. DIRECT PROBLEM

A. Vector formalization of the problem

We will reuse here the formalism we developed in [28], i.e.
a vector space of normal laws. Since we have 3 Normal rv,
we are in a vector space of 3 dimensions that we will denote
LG3 and which has the basis ( ~EA, ~EB , ~EC) defined as

~EA = LGA(0, 1)
~EB = LGB(0, 1)
~EC = LGC(0, 1)

where LG(0, 1) stands for a Laplace-Gauss (or Normal) rv.
with zero-mean (centered) and unity standard deviation (σ =
1). We assume that LGA(0, 1), LGB(0, 1), LGC(0, 1) are
independent. Any vector ~U may be written as

~U =

 uA
uB
uC

 = uA ~EA + uB ~EB + uC ~EC

where uA, uB , uC are 3 constant scalars since all the random
part is carried by the basis vectors. The scalar product between
2 vectors ~U and ~V is defined as:

~U · ~V =
(
uA ~EA + uB ~EB + uC ~EC

)
·(

vA ~EA + vB ~EB + vC ~EC

)
= uAvA ~EA · ~EA + uBvB ~EB · ~EB + uCvC ~EC · ~EC

+(uAvB + uBvA) ~EA · ~EB
+(uBvc + uCvB) ~EB · ~EC
+(uCvA + uAvC) ~EC · ~EA.

From this definition of the scalar product, we see that
|| ~EA||2 = ~EA · ~EA = LGA · LGA = χ2

A

|| ~EB ||2 = ~EB · ~EB = LGB · LGB = χ2
B

|| ~EC ||2 = ~EC · ~EC = LGC · LGC = χ2
C

~EA · ~EB = LGA · LGB = VΓAB
~EB · ~EC = LGB · LGC = VΓBC
~EC · ~EA = LGC · LGA = VΓCA

where χ2
A,B,C are 3 independent χ2 rv with 1 dof and

VΓAB,BC,CA are 3 variance-Gamma (VΓ) rv [28], [29].
On the other hand, if we consider the mathematical expec-

tation of these expressions, we obtain

E
[
~EP · ~EQ

]
= δP,Q with P,Q ∈ {A,B,C}

where the E[·] stands for the mathematical expectation of the
quantity within the brackets and δP,Q is the Kronecker delta.
We see that we obtain the classical scalar product by using
the mathematical expectation:

E
[
~U · ~V

]
= uAvA + uBvB + uCvC .

Therefore, we will define that 2 vectors ~U and ~V are orthog-
onal if E

[
~U · ~V

]
= 0.

B. From a normal random variable product to a chi-squared
rv difference

Following this formalism, Eq. (8) may be rewritten as

Z =
(
~A+ ~C

)
·
(
~B + ~C

)
=

 a
0
c

 ·
 0

b
c


= abVΓAB + acVΓAC + bcVΓBC + c2χ2

C

(9)

where a, b, c are respectively the standard deviations of the rv
A,B,C. As a consequence, E[X] = c2. In the following, we
will use the noise variances σ2

A = a2, σ2
B = b2 and the signal

variance σ2
C = c2.

As demonstrated in [30], a product of independent normal
rv may be expressed as a difference of χ2 rv. For this
purpose, although we know that (A + C) and (B + C) are
not independent, we introduce the rv V1 = (A + B)/2 + C
and V2 = (A − B)/2 in such a way that A + C = V1 + V2,
B+C = V1−V2 and therefore (A+C)(B+C) = V 2

1 −V 2
2 .

In this vectorial formalism:

~V1 =

 a/2
b/2
c

 , and ~V2 =

 a/2
−b/2

0

 .

Therefore, (~V1, ~V2) is the basis of the 2-dimensional subspace
of LG3 in which lies our whole problem. Since the squared
modulus of ~V1, ~V2 are:

||~V1||2 =
a2

4
χ2
A +

b2

4
χ2
B + c2χ2

C

+ab
2 VΓAB + acVΓAC + bcVΓBC

||~V2||2 =
a2

4
χ2
A +

b2

4
χ2
B −

ab

2
VΓAB ,

their difference is consistent with Eq. (9) and then Z = ( ~A+
~C) · ( ~B + ~C) = ||~V1||2 − ||~V2||2. Moreover, we can calculate
the mathematical expectations of these squared modulus:

v21 = E
[
||~V1||2

]
=
a2 + b2

4
+ c2

v22 = E
[
||~V2||2

]
=
a2 + b2

4
.

(10)

On the other hand, since

E
[
~V1 · ~V2

]
=
a2 − b2

4
(11)

the vector ~V1 and ~V2 are not orthogonal unless a = b, i.e. A
and B have the same variance.
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C. A particular case: A and B have the same variance

Let us define σ2
N = σ2

A = σ2
B = n2, i.e. n = a = b. In this

case
E
[
~V1 · ~V2

]
=
n2

4
− n2

4
= 0,

~V1, ~V2 are orthogonal which means that their squared modulus
are 2 independent χ2 rv:

||~V1||2 = v21χ
2
v1 and ||~V2||2 = v22χ

2
v2

Thanks to [28, Appendix A], we know that this χ2 rv differ-
ence is a VΓ rv with a Probability Density Function (PDF),
introduced by [31]:

p(x) =
γ2λ|x− µ|λ−1/2Kλ−1/2 (α|x− µ|)√

πΓ(λ)(2α)λ−1/2
eβ(x−µ) (12)

where γ =
√
α2 − β2, Γ(λ) is the gamma function, Kw(z) is

a hyperbolic Bessel function of the second kind (w ∈ R and
z ∈ C) and with the following parameters:

µ = 0, α =
v21 + v22
4v21v

2
2

, β =
v21 − v22
4v21v

2
2

, λ =
1

2
(13)

where λ is the number of dof divided by 2. In this particular
case, since a2 = b2 = n2, v21 and v22 becomes

v21 = E
[
||~V1||2

]
=
n2

2
+ c2 and v22 = E

[
||~V2||2

]
=
n2

2
,

and we obtain

α =
n2 + c2

n2(2n2 + c2)
and β =

c2

n2(2n2 + c2)

D. General case

If σ2
A 6= σ2

B , ~V1 and ~V2 are no longer orthogonal and
therefore they are 2 correlated rv. We have then to search
another set of basis vectors which are orthogonal. For this
purpose, let us use the Gram-Schmidt process.

1) Gram-Schmidt orthogonalization: Let us keep ~V1 un-
changed. Let ~V2P be the projection of ~V2 onto ~V1. Denoting
θ the angle1 between ~V1 and ~V2, it comes

~V2P = v2 cos(θ)
~V1
v1
.

with

cos(θ) =
E
[
~V1 · ~V2

]
v1v2

and then

~V2P =
E
[
~V1 · ~V2

]
v21

~V1. (14)

Therefore, we can build the vector ~V2N which is the
component of ~V2 orthogonal to ~V1:

~V2N = ~V2 − ~V2P = ~V2 −
E
[
~V1 · ~V2

]
v21

~V1.

1In the same way as the orthogonality between 2 vectors is defined by
the null mathematical expectation of their scalar product, the angles as well
as the other relationships between vectors must be taken into account as
mathematical expectation since they are valid on average but not for only
one particular realization of these vectors.

Using Eq. (10) and (11) yields

~V2N =

 a/2
−b/2

0

− a2 − b2
a2 + b2 + 4c2

 a/2
b/2
c



=


a(b2 + 2c2)

a2 + b2 + 4c2

− b(a2 + 2c2)

a2 + b2 + 4c2

− c(a2 − b2)

a2 + b2 + 4c2

 =

 v2nA
v2nB
v2nC

 .

We have now to express the measurement vectors ~A+ ~C and
~B + ~C as linear combinations of the new basis of orthogonal
vectors ~V1 and ~V2N . In order to do this, we must project these
2 measurement vectors onto the 2 basis vectors in the same
way that we have projected ~V2 onto ~V1 in Eq. (14):{

~A+ ~C = kAC1
~V1 + kAC2n

~V2N
~B + ~C = kBC1

~V1 + kBC2n
~V2N

with

kAC1 =
E
[(
~A+ ~C

)
· ~V1
]

E
[
||~V1||2

] kAC2n =
E
[(
~A+ ~C

)
· ~V2N

]
E
[
||~V2N ||2

]
kBC1 =

E
[(
~B + ~C

)
· ~V1
]

E
[
||~V1||2

] kBC2n =
E
[(
~B + ~C

)
· ~V2N

]
E
[
||~V2N ||2

] .

Therefore, Z = ( ~A+ ~C) · ( ~B + ~C) may be written as

Z = kAC1kBC1||~V1||2 + kAC2nkBC2n||~V2N ||2
+ (kAC1kBC2n + kAC2nkBC1) ~V1 · ~V2N

= kAC1kBC1χ̇
2 + kAC2nkBC2nχ̈

2

+ (kAC1kBC2n + kAC2nkBC1) VΓ (15)

where χ̇2 and χ̈2 are independent. Thus, this relationship
involves the difference of 2 χ2 rv (it can be proved that
kAC2nkBC2n < 0), which is well known [28], [30], plus a
VΓ rv, which makes the problem more complex. In order to
simplify this problem, we should find a representation of Eq.
(15) in which the cross term is identically null.

2) Normalization and rotation of the basis vectors: Let
(~V ′1 ,

~V ′2) be the normalized equivalent of the basis (~V1, ~V2N ):

~V ′1 =
~V1

E
[
||~V1||

] and ~V ′2 =
~V2N

E
[
||~V2N ||

] .
With this new basis, Eq. (15) may be rewritten as

Z = kAC1kBC1E
[
||~V1||

]2
||~V ′1 ||2

+kAC2nkBC2nE
[
||~V2N ||

]2
||~V ′2 ||2

+kAC1kBC2nE
[
||~V1||

]
E
[
||~V2N ||

]
~V ′1 · ~V ′2

+kAC2nkBC1E
[
||~V1||

]
E
[
||~V2N ||

]
~V ′1 · ~V ′2

= k′11||~V ′1 ||2 − k′22||~V ′2 ||2 + k′12~V
′
1 · ~V ′2 (16)
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with 

k′11 = kAC1kBC1E
[
||~V1||

]2
k′22 = −kAC2nkBC2nE

[
||~V2N ||

]2
k′12 = kAC1kBC2nE

[
||~V1||

]
E
[
||~V2N ||

]
+kAC2nkBC1E

[
||~V1||

]
E
[
||~V2N ||

]
.

We can then consider Eq. (16) as the expression of a
quadratic form Q which associate a scalar w0 to any vector
~W = w1

~V ′1 +w2n
~V ′2 . Such a quadratic form may be described

as

w0 = ~wT [Q]~w with [Q] =

(
k′11 k′12/2
k′12/2 −k′22

)
. (17)

The simplification of our problem relies then in a rotation of
the basis vectors in such a way that the quadratic form matrix
[Q] is diagonal. The eigenvalues of [Q] are given by

`1 =
k′11 − k′22 −

√
∆

2
and `2 =

k′11 − k′22 +
√

∆

2
.

with ∆ = (k′11 + k′22)
2

+ k′ 212. Thanks to this rotation of the
basis vectors, Eq. (15) and (16) become

Z = `1χ̇
2 + `2χ̈

2.

As already stated in § III-C, Z is a VΓ rv with the following
PDF parameters:

µ = 0, α =
`21 + `22
4`21`

2
2

, β =
`21 − `22
4`21`

2
2

, λ =
1

2
. (18)

E. Generalization to larger degrees of freedom

In the case of 2m dof, i.e. real part + imaginary part mul-
tiplied by m averaged uncorrelated spectra, the only change
to apply concerns the parameter λ in Eq. (13) and (18) which
becomes λ = m.
According to [32, Eq. 12 p.80] we have the following relation:

Kn+ 1
2
(z) =

( π
2z

) 1
2

e−z
n∑
r=0

(n+ r)!

r!(n− r)!(2z)r (19)

with n ∈ N and z ∈ C. Moreover m ∈ N∗ which leads to the
relation n = m − 1. Therefore let us expand Eq. (12) using
Eq. (19):

p(x) =
κ(α, β)mε(x, µ, α,m)

Γ(m)
e−α|x−µ|+β(x−µ) (20)

with the following parameters:

κ(α, β) =
α2 − β2

2α
Γ(m) = (m− 1)!

ε(x, µ, α,m) =

m−1∑
r=0

(m+ r − 1)!|x− µ|m−r−1
r!(m− r − 1)!(2α)r

F. Validation of the theoretical probability laws by Monte
Carlo simulations

1) Algorithm description: According to § III-D2 the
probability density of Z, equal to the difference of two
independent χ2 rv, can now be calculated using the function
p(x) of the Eq. (20) by assigning the values to the parameters
in Eq. (13) and (18). In order to perform this comparison we
use two algorithms, one for Monte Carlo (MC) simulation
and the other one for computing Eq. (20).

− MC simulation algorithm
The simulation algorithm follows these 6 steps

S1: Assignement of the 2 noise levels σ2
A, σ2

B , signal level
σ2
C and the number of averaging spectra m.

S2: Drawing of A, B, C, following a normal centered distribu-
tion with respectively σA, σB , σC as standard deviation.

S3: Computation of Z = (A+ C)(B + C).
S4: Repetition 2m times of the steps S2 to S3 and sum all

Z values.
S5: Repetition N = 107 times of the steps S2 to S4 of this

sequence.
S6: Drawing the histogram of Z.

In all simulations, we chose a number of dof ν = 2m in
order to have a real and imaginary part in agreement with the
experiment shown in Fig. (1).

− Modeling algorithm
The modeling algorithm follows also 6 steps:

S1: Assignement of the 2 noise levels σ2
A, σ2

B , signal level
σ2
C and the number of averaging spectra m.

S2: Independent basis
• Computation of coefficients v21 , v22 according to Eq.

(10)
• if σ2

A = σ2
B go to step S5 else perform steps S3 and

S4
S3: Orthogonalization of the basis

• Computation of coefficients kAC1, kAC2n, kBC1,
kBC2n to determine the new basis according to Eq.
(15)

• Normalization of the basis by determing coefficients
k′11, k′22, k′12 according to Eq. (16)

S4: Vector rotation
• Diagonalization of the matrix Q according to Eq. (17)
• Computation of its roots l1 and l2

S5: Compute the coefficients α, β, and λ = m according to
Eq. (13) and (18).

S6: Plotting the probability density with Eq. (20).

2) When can the instrument noises be assumed to be “about
the same”?: Although the problem is quite simple when the
instrument noises σ2

A and σ2
B are the same (see § III-C), it

becomes more complex when σ2
A 6= σ2

B . The question is
then how far can we assume that σ2

A ≈ σ2
B and then use

the particular case formalism of § III-C? In order to answer
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Fig. 2. Comparison of the empirical and theoretical PDF (above) with and
without rotation of the basis vectors. The deviations between the empirical
and the theoretical CDF are given in the bottom plot. The variances are:
σ2
C = 0, σ2

A = 2, σ2
B = 1/2 and there are 2 dof.

this question, we use Monte-Carlo simulations which were
performed according to § III-F1.

Afterwards we perform a histogram of these realizations and
compare it first with the PDF obtained from the model without
rotation, i.e. by using the VΓ parameters of Eq. (13), and next
with the PDF obtained from the model with rotation, i.e. by
using the VΓ parameters of Eq. (18). Fig. 2 shows an example
of such a comparison. In this case (σ2

A = 2, σ2
B = 1/2, σ2

C =
0), the PDF of the model with rotation is in perfect agreement
with the histogram whereas there are large discrepancies with
the PDF of the model without rotation. We have thus a first
result: the model without rotation should not be used when
the ratio σ2

A/σ
2
B ≥ 4.

To improve the efficiency of the test, we compute the
theoretical quantiles by using the model without rotation and
then deduce from them the theoretical confidence intervals
which are often used (68 %, 90 %, 95 % and 99 %). These
quantiles and intervals are compared to the ones obtained
from the simulation histogram. In one example of Table I,
which corresponds to the case plotted in Fig. 2, the confidence
intervals are strongly overestimated. For instance, the expected
68 % confidence interval is significantly too large since it
encompasses an interval of 76 %. Similarly, the expected 90 %
interval is actually a 94 % interval. This reinforces our decision
of using the model with rotation for a noise variance ratio ≥ 4.

We use these 2 approaches, i.e. PDF curve as well as
confidence intervals, for many different parameter sets (see
Table I). In any case, the agreement between the model

TABLE I
COMPARISON OF THE EXPECTED QUANTILES AND INTERVALS

Expected
probabilities
(%)

True probabilities (%)
Degrees of freedom: 2 dof: 8

σ2
C =0 0 0.5

σ2
B =2 1 2/3 1/2 1 1

Quantiles
0.5 0.50 0.39 0.25 0.16 0.35 0.39
2.5 2.50 2.10 1.58 1.19 1.98 2.13
5.0 5.00 4.36 3.51 2.82 4.18 4.44

16.0 16.00 14.95 13.43 12.05 14.68 15.18
50.0 50.00 50.01 50.00 50.00 50.00 49.99
84.0 84.00 85.07 86.59 87.96 85.32 84.58
95.0 95.00 95.65 96.50 97.19 95.82 95.37
97.5 97.50 97.91 98.43 98.82 98.02 97.73
99.5 99.50 99.62 99.75 99.84 99.65 99.57

Intervals
68.0 68.00 70.12 73.16 75.91 70.64 69.41
90.0 90.00 91.29 92.98 94.37 91.64 90.93
95.0 95.00 95.82 96.84 97.63 96.04 95.60
99.0 99.00 99.23 99.50 99.68 99.30 99.18

The expected quantiles (above) and intervals (below) are computed by using
the parameters from Eq. (13) with empirical probabilities. For all realizations
σ2
A = 2.

with rotation and the Monte-Carlo simulation histograms were
perfect, since the residual deviations can be largely assumed
to be due to the finite sample number of the simulation (less
than 0.05 % of the CDF). However, this test is very interesting
for the model without rotation since it allows us to answer to
the question which is the title of this section: when can the
instrument noises be assumed to be “about the same”? Table I
is very useful in this connection. In a first step, let us study the
case where the number of dof is 2 and there is no signal since
it is the case which is the most sensitive to the difference
between the noise levels. We can see on this table that the
model without rotation is perfect when the 2 noise levels are
equal (σ2

B = 2), fair when the ratio of the noise levels is equal
to 2 (σ2

B = 1), at the limit of acceptance when the ratio is 3
but not suitable for a ratio ≥ 4. The other columns of Table
I, obtained with 8 dof and with σ2

C = σ2
A/4, confirm that

the model without rotation is acceptable when the ratio of the
noise variances is equal to 2.

Then we recommend to use the vector rotation process if
the ratio of the noise variance greater than 2.

IV. INVERSE PROBLEM

A. Principle of the method

The bayesian statistician has to solve the inverse problem in
order to define a confidence interval for the true variance σ2

C ,
given a set of measurements and a priori information. Thereby
the cross-spectrum measurement Z is now fixed as well as the
instrument noise levels σ2

A and σ2
B , whereas the signal true

variance σ2
C appears as a random variable. According to the

Bayes theorem the a posteriori density of an unknown true
value θ given th measurements, here the cross-spectrum Z, is{

p(θ|Z) ∝ p(Z|θ) · π(θ)∫∞
0
p(θ|Z)dθ = 1

(21)
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where π(θ) is the a priori density, named prior and p(Z|θ)
is the PDF which corresponds to Eq. (20) determined in the
direct problem. It remains to determine the prior π(θ) (i.e.
the PDF before any measurement) to compute the a posteriori
density.

One of the main issue of Bayesian analysis concerns the
choice of this prior. We have no a priori knowledge about the
behavior of the parameter θ. A total ignorance of knowledge
leads to a prior equal to θ−1 which means all order of
magnitudes have the same probability. The choice of θ is
subject to discussion and the reader should refer to [33,
Appendix B].

The quantity that can be actually measured is the sum
of the signal and the measurement noise. Hence the prior
should be accordingly given as a function of this sum. In
other words, it is not possible to have any information on a
signal with a level much smaller than the measurement noise.
Hence choosing a prior function of σ2

N + σ2
C ensures that

the corresponding magnitude order of σ2
C do not dominate

the a posteriori probability distribution. The measurement
noise level decreases as m−1, according to [5, Eq. 11], when
averaging over different spectra realizations m. So it should
depend to the number of dof ν = 2m (i.e. taking in account the
real and imaginary part). From this considerations, we chose
the following prior according to Fig. 3:

π(θ) =
1

θ
=

1

σ2
N/ν + σ2

C

, (22)

where σ2
N = (σ2

A + σ2
B)/2 is the known, “not random” aver-

aged noise level. Thus small level of σ2
C are distributed roughly

uniformly on a linear scale and large values are distributed
with equal probability for equal logarithmic intervals.

σ2
C

−σ2
N/2

π(θ)

0

π(σ2
C)

Fig. 3. Prior of the sum of the noise σ2
N and signal σ2

C levels for the case
when there is no averaging spectra (i.e. ν = 2).

B. Check of the posterior probability density function

According to Eq. (20), for 2 dof or m = 1 spectrum average
and the particular case σ2

A = σ2
B = σ2

N , we know that

p
(
Z|σ2

c

)
=

eZ/σ
2
N

2(σ2
N + σ2

C)
.

Therefore, the posterior PDF of the cross-spectrum estimator
is 

p
(
σ2
C |Z

)
∝ eZ/σ

2
N

2(σ2
N + σ2

C)(σ2
N + 2σ2

C)
if Z ≤ 0

p
(
σ2
C |Z

)
∝ e−Z/(σ

2
N+2σ2

C)

2(σ2
N + σ2

C)(σ2
N + 2σ2

C)
if Z ≥ 0.

(23)
We have checked this posterior PDF by using the inverse

problem Monte-Carlo algorithm we already used in [28, §
IV.B.1)] and [27, § IV.A.]. The principle is the following:
S1: Select a target estimate Z = Z0.
S2: Draw at random the signal level σ2

C according to

σ2
C = 10[η+u[0,1](emax−η)] − σ2

N

2

where η = log10(σ2
N/2) and u[0,1] is a pseudo-random

function which is uniform within [0, 1]. This draw ensures
the parameter follows the prior of Eq. (22) up to 10emax .
We have chosen emax = 4 which is in accordance with
Fig. 3

S3: Draw at random (Gaussian) the noise and signal estimates
A,B,C and compute the measurements X,Y according
to Eq. (8).

S4: Compute the estimate Z.
S5: Compare the estimate Z with the target Z0: if Z = Z0±

p, store the current σ2
C value as it is able to generate

an estimate equal to the target; otherwise throw this σ2
C

value. We have chosen p = (Z0+σ2
N/2)/50 when Z0 > 0

and p = σ2
N/100 when Z0 ≤ 0.

S6: Go to step 2.
S7: Stop when a set of 10 000 σ2

C values is reached.
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Fig. 4. Comparison of the empirical and theoretical posterior PDF for a noise
level σ2

N = 1 a.u and a target estimate Z0 = 1 a.u.

It must be noticed that such an algorithm is obviously not
able to justify the choice of the prior since this prior is included
in the algorithm. It will only ensure that no mistake has been
done in the expression of the posterior PDF.

Fig. 4 shows the comparison of the posterior PDF computed
according to Eq. (23) (blue curve) and the histogram obtained
thanks to the inverse problem Monte-Carlo algorithm (green
boxes) with a noise level σ2

N = 1 a.u and a target estimate
Z0 = 1 a.u. We can verify that the agreement is excellent.
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TABLE II
COMPARISON OF THE QUANTILES 95 % OBTAINED BY MONTE-CARLO

SIMULATION AND BY THE POSTERIOR CDF

Target Z0 (a.u.) 95 % bound True prob. (%)
Emp Theo

-1.00 14.04 13.65 94.90
0.00 15.11 13.65 94.53
0.10 14.52 14.27 94.91
0.20 14.98 14.90 94.96
0.32 15.87 15.66 94.94
0.50 17.37 16.90 94.87
1.00 20.40 20.14 94.93
2.00 27.61 28.65 95.18
3.16 38.19 39.08 95.08
5.00 57.15 56.55 94.91

10.00 109.66 104.82 94.78

The quantiles 95 % are computed for a noise level σ2
N = 1 a.u. The theoretical

bounds (denoted “Theo”) are obtained by numerical integration and then
correspond to the true probabilities (denoted “True prob.”).

Table II compares the 95% quantiles obtained by the inverse
problem Monte-Carlo algorithm (denoted “Emp” for empir-
ical) and by the integration of the posterior PDF (denoted
“Theo” for theoretical), i.e. the posterior CDF, for different
values of target and for a noise level σ2

N = 1. Here also
the agreement is very good whether for the 95% bounds or
for the true probabilities of the theoretical bounds. Moreover,
the fluctuations of the empirical bounds proves that the slight
differences between empirical and theoretical values are due to
the fluctuations of the empirical bounds because of the limited
number of realizations (10 000) of the inverse problem Monte-
Carlo algorithm.

C. KLT method

The KLT method stands for “Karhunen-Loève Tranform”
and was developed in our previous paper [27]. In that paper,
KLT has proved to be as efficient as well as rigorous method,
making the most of the property of “sufficient statistics”.
However the difference with [27] is that we don’t have the
“sufficient statistics” property (see [34]). It means that KLT
method will not give the same result as the cross-sprectrum
method whereas it should have in the case of “sufficient
statistics”. First let us remind the theory. Then in a second
time, we will explain what can bring the KLT method in
addition to the cross-specrum one.

1) A Posteriori distribution: The KLT method relies on the
use of X , and Y measurements according to Eq. (2), which are
Gaussian rv instead of the product of AB, AC, BC and C2,
which are linear combination of Bessel of the second kind
functions and χ2 random variables. The main advantage of
this approach lays in the property of the Gaussian rv which
remain Gaussian when they are linearly combined. However,
these measurements are not independent. That is why we aim
to determine two linear combinations of these rv that are
independent one of each other. Hence we define the covariance
matrix between X and Y given by

M =

(
σ2
A + σ2

C σ2
C

σ2
C σ2

B + σ2
C

)
. (24)

The KLT consists in using the rv corresponding to the diago-
nalization of this matrix. In order to simplify the equations we
study solely the case where σ2

A = σ2
B = σ2

N . The eigenvalues
of M are

λ1 = σ2
N + 2σ2

C

λ2 = σ2
N

(25)

with the following normalized eigenvectors,

V1 = 1√
2

(
1
1

)
V2 = 1√

2

(
1
−1

)
(26)

The likelihood function is then given by

pKLT (Z|σ2
C) =

2∏
i=1

1

λ
ν/2
i

exp

(
−
∑ν
j=1 w

2
i,j

2λi

)
(27)

The numerator of the exponential argument is then the only
term that depends on the actual measurements:

w2
i,j = V 2

i,1X
2
j + V 2

i,2Y
2
j + 2Vi,1Vi,2Zj (28)

where ||Vi||2 =
∑
j V

2
i,j . So the KLT method involve the

spectral density X2, Y 2 in addition to the cross-spectrum.
Keeping the same prior defined in Eq. (22) we have the

following a posteriori density,


pKLT (σ2

C |Z) ∝ 1

σ2
N/2 + σ2

C

· pKLT (Z|σ2
C)∫

R
pKLT (σ2

C |Z)dσ2
C = 1.

(29)

2) Validation of the method by Monte Carlo simulation: In
order to validate the KLT method, we have compared its results
to Monte Carlo simulations. The algorithm is as follows:
S1: Select a noise level σ2

N = σ2
A = σ2

B , a target Z = Z0

and a combination X = X0, Y = Y0 = Z0/X0 for all
the dof.

S2: Draw at random the signal level σ2
C according to

σ2
C = 10[η+u[0,1](emax−η)] − σ2

N

2

where η = log10(σ2
N/2) and u[0,1] is a pseudo-random

function which is uniform within [0, 1]. This draw ensures
the parameter follows the prior of Eq. (22) up to 10emax .
We have chosen emax = 4.

S3: Draw at random (Gaussian) the noise and signal estimates
A,B,C and compute the measurements X,Y according
to Eq. (8).

S4: Compute the estimates X and Y .
S5: Compare the estimates X , Y with the targets X0, Y0 for

all the dof: if X = X0±p, Y = Y0± q, store the current
σ2
C value as it is able to generate an estimate equal to the

target; otherwise throw this σ2
C value. We have chosen a

precision p, q of tenths of respectively X0 and Y0.
S6: Go to step 2.
S7: Stop when a set of n σ2

C values is reached. The number
of values n depending on the computation time.
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Fig. 5. Comparison of the empirical and theoretical posterior PDF for VΓ and
KLT methods with a noise level σ2

N = 1 a.u and a target estimate Z0 = 5
a.u. KLTr1 and KLTr2 are the same method but differ by their combination
of spectral density X2 and Y 2 which are fixed, see Table III, whereas they
are rv for the VΓ method.

3) Results and discussion: Fig. 5 shows the comparison
between the PDF of VΓ method developed in § III and the PDF
of KLT method for two different realizations. The theoretical
post-PDF fits very well the empirical histogram for each
method. The “sufficient statistics” property being not valid,
different combinations of the spectral density X and Y were
tested and are given in Table III. Indeed KLTr1 and KLTr2
realizations do not give the same PDF unlike the VΓ method.
KLTr1 has then a peak which is higher than the VΓ method
whereas KLTr2 has a smaller one. This is explained by a more
stringent confidence interval for KLTr1 than VΓ, and a less
stringent for KLTr2 as refered in Table III. The 95 % quantiles
obtained with MC simulations are in a good agreement with
the theoretical ones, especially for KLTr1 and VΓ methods. It
is explained by the number of data which is not the same for all
of these simulations. VΓ, KLTr1 and KLTr2 have respectively
1 000 000, 500 000 and 245 000 data. VΓ MC simulations takes
only 2 minutes whereas it needs respectively 54 hours and 35
days using 17 cores, for KLTr1 and KLTr2. KLTr1 is chosen
to have the spectral density combination which leads to the
most stringent confidence interval. Whereas KLTr2 is chosen
to be more defavourable than the general case VΓ using only
the knowledge of the cross-spectre measurement.

The KLT method can then have a slightly more stringent
confidence interval than the cross-spectrum method using VΓ
for certain case. However it requires to have the knowledge
of both spectral density of each channel. It then uses more
information, the “sufficient statistics” property being not valid.
So the KLT method is preferred when the spectral density are
known.

V. CONCLUSION

The method developed, VΓ, provides the Probability Den-
sity Function of the signal level studied when using the cross-
spectrum method. It allows the determination of confidence
intervals through numerical integration, where only the high
bound has a physical meaning. It is especially relevant for one
or several measurements of the cross-spectrum as the PDF will
tend to a Gaussian distribution for many dof.

TABLE III
COMPARISON OF THE 95 % QUANTILES OBTAINED BY MONTE-CARLO

SIMULATION (EMPIRICAL) AND BY THE POSTERIOR CDF

Method Measurement 95 % bound
X′ X′′ Y ′ Y ′′ Emp Theo

VΓ rv rv rv rv 56.4 56.6
KLTr1 1.6 1.6 1.6 1.6 48.4 48.3
KLTr2 4.0 0.6 2.5 1.0 82.3 80.8

The 95 % quantiles are computed for a noise level σ2
N = 1 and a target

estimate Z0 = 5 a.u.

VΓ is a rigorous method since it is the exact density
solution of the cross-spectrum real part statistics, with no
approximation. We shall notice that the noise level of each
measurement instruments has to be known. If these noise level
are the same except at a factor of 4 and higher, we can assume
that all the theoretical part of orthogonalizing and the rotation
of the basis is not necessary. This method works whatever the
number of measurement spectra and noise level.

However using KLT method to compute the confidence in-
terval is a more rigorous method because it uses the knowledge
of the spectral density in addition to the cross-spectrum. That
is why we recommend to use the KLT method which turns
out to be a slightly better estimator than VΓ.
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