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#### Abstract

A method is proposed herein to build beam equations for materials featuring higher-grade elasticity. As it is based on the minimization of the constitutive equation gap, static admissibility conditions are taken into account so that it naturally converges to the usual beam equations resulting from Cauchy elasticity when the beam dimensions are large enough. The method is exemplified, for Euler-Bernoulli beams, on first-strain gradient and secondstrain gradient elasticity, which yield local and non-local beam equations, respectively. The solutions of these equations are computed for tensile and bending loads over a wide range of beam dimensions in order to assess the role of the different grades on the global behavior of simple mechanical structures. Under first-strain gradient elasticity, the proposed approach extends the validity of the equations obtained previously for tensile or bending loadings. Considering second-strain gradient elasticity, this additionally allows to distinguish two different regimes, depending on whether the elasticity is driven by the surface (it is proposed to denote this regime as the ecto-elastic regime) or by the bulk. It may also model the chemo-mechanical couplings. It finally suggests that second-strain gradient elasticity and first-strain gradi-


ent elasticity may affect the bending stiffness in the same dimensional range, so that both should always be considered simultaneously when analyzing experimental results.
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## 1. Introduction

Since the emergence of integrated circuits at the end of the 1950s as a response to the "tyranny of numbers", miniaturization has been a concern for the electrical engineering community, namely, being able to produce solid-state transistors was useless without the possibility to connect them efficiently and reliably. The wires between transistors were all soldered by hand, thus limiting both the increase in complexity and the reliability of the final device. The groundbreaking idea was to integrate the circuitry to the semi-conductor piece holding the transistors. It allowed the mass-production of reliable devices, and has been the starting point for successive technologies, all described by the "integration-level", measured as the number of transistors per chip, they allow: from small-scale integration (early 60s) to very-large-scale integration (80s). The technology was at that time mature enough to allow for other communities to benefit from the miniaturization possibilities. Non-electronic functions thus started to be integrated to the chips, and restricting to mechanical applications, this yielded devices such as pressure sensors, accelerometers, gyroscopes, microphones or ink-jet printer cartridges that are now on the market. The motivation was then mainly the
same as for electronic devices, namely, integration (all the above-mentioned mechanical devices are electrically read or driven), reliability and mass production.

These devices do not make use of any scale effect on the mechanical behavior of the fabricated objects, so that there is still room for innovative products making the most of the miniaturization capabilities. This however requires the development of modeling frameworks to pave the way for the engineering of these scale effects. Focusing on the mechanical behavior of solids, such scale effect encompass both size-dependent elasticity and surface couplings. Only few experimental results demonstrating size-dependent elasticity have been reported in the literature, mainly because of the difficulty to keep the experimental errors low enough whereas the probed objects are more and more difficult to handle when they scale down. Materials such as epoxybased materials [1, 2], pure metals [3] and ceramics [4] have been shown to display such size-dependent elasticity. On the other hand, surface couplings at the micrometer-scale have been shown to be rather easy to implement since the mid 90s [5], and this triggered the development of micromechanical sensors [6]. Such developments clearly call for some dedicated frameworks to describe such scale effects for solids, and it is worth noting that most of these experimental results have been obtained on one-dimensional objects, thus stressing the need for tractable beam theories able to render these scale effects. This also holds true for (large scale) beams made of architectured materials [7, 8].
An extremely vast number of such beam models has already been proposed in the literature [9]. To the best of the author's knowledge, they all fall into
two categories. Most of them, forming the first category, follow from the developments by Gurtin and Murdoch [10, 11] : the surface is considered as a membrane material withstanding "surface stresses" with its own mechanical properties, the membrane eigenstrain (and thus the surface energy) being possibly discarded. Such an approach has been shown to efficiently render size-dependent elasticity [3] and the thermodynamics of the involved chemical system can be used to set the properties of the surface when dealing with surface couplings $[12,13,14]$ (also see [15] in the context of capillary actions). The question of the connection between both the properties and the mechanical state of the bulk and surface materials remains open, making the role of the material itself in the observed effects somehow unclear.

The second category gathers models which rely on different types of nonlocal formulations of the driving equations. Strongly non-local formulations [16] appear as the introduction of regularization operators whose physical meaning is sometimes questionnable [17]. Alternatively, weakly non-local formulations rely on generalized continua, among which higher-grade continua feature a lower complexity, and as such have been preferentially considered to build simplified theories describing the behavior of one-dimensional objects. The constitutive equations then make coefficients scaling as stiffnesses multiplied by characteristic lengths to the various powers appear : first-strain gradient (FSG) elasticity [18] thus naturally renders size-dependent elasticity, whereas second-strain gradient (SSG) elasticity further introduces a cohesion modulus which has been shown to rigorously define the equivalent of surface tension for solids [19]. Interestingly, modeling surface tension effects in solids has recently (and rather independently) become an issue in the soft matter
community together with the definition of a cut-off length able to smooth stress singularities [20]. Several contributions focused on the assessment of the equivalence between membrane-based descriptions and higher-grade elasticity [21, 22]. These frameworks are thus particularly suited to describe scale effects in elasticity $[23,24]$, so that some efforts have been made to translate them to one-dimensional structures.

Focusing on beams, the vast majority of these attempts actually starts from one-dimensional analogues of the three-dimensional equations describing the continua $[21,25,26,27,28,29,30]$. This allows to introduce simplifications and adjust the complexity to the effects the authors wish to describe, but the link to the parameters in the three-dimensional constitutive laws is lost and so for the underlying thermodynamics, so that paradoxes may appear when comparing formulations [31, 32]. An alternative approach in such a complex situation consists in starting from the three-dimensional constitutive law to derive the beam equations. Even though the number of material parameters is rather large (18 elastic parameters are for instance necessary to describe an isotropic centrosymmetric material in SSG elasticity), the complexity is then kept reasonable by making a direct use of the three-dimensional constitutive law : the (higher-order) stresses in the beam are assumed to be obtained by applying it to the (higher-order) strain fields derived from the chosen beam kinematics $[33,34]$. Static admissibility conditions are discarded, so that the resulting beam equations are shown to inherit some deficiencies from this construction, such as their inability to render Poisson's effect and the right tensile stiffness without a somehow arbitrary stiffness correction [33, 35]. This holds also true when simplified constitutive laws [36] are considered
[37]. Because the constitutive equations under scrutiny herein are too complex to allow for a direct asymptotic analysis [38], an alternative route has to be found, but the quantitative character of the available beam theories thus seems limited by the trade-off between complexity and thermodynamic groundings.

This contribution therefore intends to overcome this difficulty by proposing an approach to build beam equations for materials featuring higher-grade elasticity. It is aimed to include the static admissibility conditions, which are derived in Sect.(2) and which are missing in the above-mentioned approaches. The complexity is kept rather simple by making use of the constitutive equation gap [39] in Sect.(3). This approach is then applied to SSG elasticity in Sect.(4), for which all the involved terms are expressed as closed-forms and a variational formulation is derived. The resulting equations are finally solved for tensile and bending loadings in Sect.(5) in order to assess the role of the different grades and provide a base for the experimental identifiability of the constitutive parameters. The reader interested in applying these constitutively optimal governing equations to its own problem may directly jump to this Sect. and Appendix B for the closed-form expressions of the involved coefficients.

## 2. Problem statement

### 2.1. Geometry and kinematics

Considering a beam lying along $\mathbf{x}$ direction and using the Euler-Bernoulli assumption, the displacement $\mathbf{d}$ for a plane loading in the $(\mathbf{x}, \mathbf{y})$ plane reads

$$
\begin{align*}
& d_{x}=u(x)-y \frac{\mathrm{~d} v(x)}{\mathrm{d} x}  \tag{1}\\
& d_{y}=v(x) \tag{2}
\end{align*}
$$

Following Mindlin [19], the free energy is assumed to depend on the classical infinitesimal strain $\epsilon^{1}$, as well as on the triadic $\epsilon^{2}=\nabla \nabla \mathbf{d}$ (symmetric in the first two positions) and on $\epsilon^{3}=\nabla \nabla \nabla \mathbf{d}$ (symmetric in the first three positions). $\epsilon^{1}$ has therefore a single non-vanishing component

$$
\begin{equation*}
\epsilon_{x x}=-y \frac{\mathrm{~d}^{2} v}{\mathrm{~d} x^{2}}+\frac{\mathrm{d} u}{\mathrm{~d} x} \tag{3}
\end{equation*}
$$

The non-zero components of $\epsilon^{2}$ read

$$
\begin{align*}
& \epsilon_{x x x}=-y \frac{\mathrm{~d}^{3} v}{\mathrm{~d} x^{3}}+\frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}  \tag{4}\\
& \epsilon_{x y x}=-\frac{\mathrm{d}^{2} v}{\mathrm{~d} x^{2}}=\epsilon_{y x x}  \tag{5}\\
& \epsilon_{x x y}=\frac{\mathrm{d}^{2} v}{\mathrm{~d} x^{2}} \tag{6}
\end{align*}
$$

The components of $\epsilon^{3}$ read

$$
\begin{align*}
& \epsilon_{x x x x}=-y \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}+\frac{\mathrm{d}^{3} u}{\mathrm{~d} x^{3}}  \tag{7}\\
& \epsilon_{y x x x}=-\frac{\mathrm{d}^{3} v}{\mathrm{~d} x^{3}}=\epsilon_{x y x x}=\epsilon_{x x y x}  \tag{8}\\
& \epsilon_{x x x y}=\frac{\mathrm{d}^{3} v}{\mathrm{~d} x^{3}} \tag{9}
\end{align*}
$$

### 2.2. Second-strain gradient elasticity

Let us assume that all the material parameters are uniform all over the cantilever beam. The approach proposed herein will be illustrated throughout the manuscript considering the second-strain gradient elasticity (SSG) of a centrosymmetric, isotropic material [19]. The free energy density $\psi$ therefore reads

$$
\begin{align*}
\psi= & \frac{\lambda}{2} \epsilon_{i i} \epsilon_{j j}+\mu \epsilon_{i j} \epsilon_{i j} \\
& +a_{1} \epsilon_{i j j} \epsilon_{i k k}+a_{2} \epsilon_{i i k} \epsilon_{k j j}+a_{3} \epsilon_{i i k} \epsilon_{j j k}+a_{4} \epsilon_{i j k} \epsilon_{i j k}+a_{5} \epsilon_{i j k} \epsilon_{k j i} \\
& +b_{1} \epsilon_{i i j j} \epsilon_{k k l l}+b_{2} \epsilon_{i j k k} \epsilon_{i j l l}+b_{3} \epsilon_{i i j k} \epsilon_{j k l l}+b_{4} \epsilon_{i i j k} \epsilon_{l l k j} \\
& +b_{5} \epsilon_{i i j k} \epsilon_{l l j k}+b_{6} \epsilon_{i j k l} \epsilon_{i j k l}+b_{7} \epsilon_{i j k l} \epsilon_{j k l i} \\
& +c_{1} \epsilon_{i i} \epsilon_{j j k k}+c_{2} \epsilon_{i j} \epsilon_{i j k k}+c_{3} \epsilon_{i j} \epsilon_{k k i j} \\
& +b_{0} \epsilon_{i i j j} \tag{10}
\end{align*}
$$

where $\lambda$ and $\mu$ are Lamé's coefficients, whereas the other parameters

$$
\begin{aligned}
a_{n}, c_{n}, b_{0} & \propto \mu l_{S}^{2} \\
b_{n} & \propto \mu l_{S}^{4}
\end{aligned}
$$

make characteristic lengths $\propto l_{S}$ appear. The presence of the linear term proportional to $\epsilon_{i i j j}$ is to be highlighted. Without any external loading, it makes the free energy non-zero

$$
\psi=\frac{b_{0}}{2} \Delta(\operatorname{div} \boldsymbol{u})
$$

and $b_{0}$, which is denoted as the cohesion modulus, defines the equivalent of surface tension for solids [19]. Defining the associated generalized stresses as

$$
\begin{align*}
\tau^{1} & =\frac{\partial \psi}{\partial \epsilon^{1}} \\
\tau^{2} & =\frac{\partial \psi}{\partial \epsilon^{2}} \\
\tau^{3} & =\frac{\partial \psi}{\partial \epsilon^{3}} \tag{11}
\end{align*}
$$

, the virtual work principle reads, $\forall d^{\star}$ (admissible)

$$
\begin{equation*}
\int_{V} W\left(d^{\star}\right) d V=\int_{V}\left(\tau^{1}: \epsilon^{1}\left(d^{\star}\right)+\tau^{2}: \epsilon^{2}\left(d^{\star}\right)+\tau^{3}:: \epsilon^{3}\left(d^{\star}\right)\right) d V=\mathcal{W}_{\text {ext }}\left(d^{\star}\right) \tag{12}
\end{equation*}
$$

Restricting to the derivation of beam equations, $d^{\star}$ derives from the chosen kinematics (Euler-Bernoulli, Timoshenko...). $\tau^{i}$ and $\epsilon^{i}$ are not necessarily associated through Eqs.(10) and (11), so that a choice has to be made. As already outlined in the introduction, the literature assumes, for the sake simplicity, that $\tau^{i}$ and $\epsilon^{i}$ are associated through the 3D laws, so that the equations recalled in Appendix A hold [33, 34]. It should actually be highlighted that the usual (Cauchy) elastic beam theories make use of $\sigma_{x x}=E \epsilon_{x x}$ at the local scale, where $E$ is the Young's modulus, which differs from the coefficient $\lambda+2 \mu$ obtained from the three-dimensional law. It is well known this difference arises from the static boundary conditions. The purpose of the next sections is thus to define the static admissibility conditions which have been discarded so far and which should be taken into account to correct such a deficiency.

### 2.3. Static boundary conditions

Denoting

$$
\mathbf{n}=\left[\begin{array}{c}
0  \tag{13}\\
\cos \alpha \\
\sin \alpha
\end{array}\right]
$$

the normal at the cross-section boundary, one assumes, for classical beam theories, that the tractions at any beam boundary vanish :

$$
\begin{equation*}
\tau^{1} \mathbf{n}=\mathbf{0} \forall \alpha \tag{14}
\end{equation*}
$$

which is imposed by simultaneously ensuring

$$
\begin{align*}
& \mathbf{y}^{t} \tau^{1} \mathbf{n}=0 \forall \alpha  \tag{15}\\
& \mathbf{z}^{t} \tau^{1} \mathbf{n}=0 \forall \alpha  \tag{16}\\
& \mathbf{x}^{t} \tau^{1} \mathbf{n}=0 \forall \alpha \tag{17}
\end{align*}
$$

Eqs. (15-16) are usually ensured by setting (using the symmetry of $\tau^{1}$ ) :

$$
\begin{equation*}
\tau_{y y}=\tau_{z z}=\tau_{y z}=0 \tag{18}
\end{equation*}
$$

for all points $P$ within the cross-section $\mathcal{S}$, whereas Eq.(17) has to be satisfied at the boundary $\mathcal{B}$. This set of conditions defines the statically admissible stress fields when using Cauchy elasticity. This section intends to extend such approach to second strain gradient elasticity.

### 2.3.1. Third-order traction

The general form of boundary conditions is given in [19], Eq.(18). Eq. (18c) reads (using symmetry relationships):

$$
\begin{align*}
& \mathbf{t}^{3}=\cos ^{3} \alpha\left[\begin{array}{l}
\tau_{y y y x} \\
\tau_{y y y y} \\
\tau_{y y y z}
\end{array}\right]+3 \cos ^{2} \alpha \sin \alpha\left[\begin{array}{c}
\tau_{y y z x} \\
\tau_{y y z y} \\
\tau_{y y z z}
\end{array}\right]+3 \cos \alpha \sin ^{2} \alpha\left[\begin{array}{c}
\tau_{y z z x} \\
\tau_{y z z y} \\
\tau_{y z z z}
\end{array}\right] \\
& \quad+\sin ^{3} \alpha\left[\begin{array}{c}
\tau_{z z z x} \\
\tau_{z z z y} \\
\tau_{z z z z}
\end{array}\right] \tag{19}
\end{align*}
$$

Similarly imposing $\mathbf{y} \cdot \mathbf{t}^{\mathbf{3}}=0 \forall \alpha$ and $\mathbf{z} \cdot \mathbf{t}^{\mathbf{3}}=0 \forall \alpha$ for all points within the beam cross-section yields

$$
\mathcal{H}_{3 s}:\left\{\begin{array}{l}
\tau_{y y y y}=\tau_{y y z y}=\tau_{y z z y}=\tau_{z z z y}=0  \tag{20}\\
\tau_{y y y z}=\tau_{y y z z}=\tau_{y z z z}=\tau_{z z z z}=0
\end{array} \quad \forall P \in \mathcal{S}\right.
$$

Further imposing $\mathbf{x} \cdot \mathbf{t}^{\mathbf{3}}=0 \forall \alpha$ at the boundary yields
$\mathcal{H}_{3 b}: 0=\cos ^{3} \alpha \tau_{y y y x}+3 \cos ^{2} \alpha \sin \alpha \tau_{y y z x}+3 \cos \alpha \sin ^{2} \alpha \tau_{y z z x}+\sin ^{3} \alpha \tau_{z z z x} \forall \alpha \forall P \in \mathcal{B}$

### 2.3.2. Second-order traction

Expanding Mindlin's L operator, Eq. (18b) in [19] reads (using symmetry relationships)

$$
\begin{equation*}
\mathbf{t}^{2}=\mathbf{n n}:\left(\tau^{2}-\nabla \cdot \tau^{3}\right)+2(\stackrel{s}{\nabla} \cdot \mathbf{n}) \mathbf{t}^{\mathbf{3}}-\mathbf{n} \cdot\left[\stackrel{s}{\nabla} \cdot\left(\mathbf{n} \cdot \tau^{3}\right)\right]-\stackrel{s}{\nabla} \cdot\left(\mathbf{n n}: \tau^{3}\right) \tag{22}
\end{equation*}
$$

One thus has to satisfy, for all points of the cross-section :

$$
\begin{align*}
& \mathbf{y} \cdot \mathbf{t}^{2}=0 \forall \alpha  \tag{23}\\
& \mathbf{z} \cdot \mathbf{t}^{2}=0 \forall \alpha \tag{24}
\end{align*}
$$

where $\mathbf{t}^{\mathbf{2}}$ expands as

$$
\begin{align*}
\mathbf{t}^{2}= & 2(\stackrel{s}{\nabla} \cdot \mathbf{n}) \mathbf{t}^{3} \\
& -2 \cos ^{4} \alpha \tau_{y y z k, z}-2 \sin ^{4} \alpha \tau_{y z z k, y} \\
& +2 \cos ^{3} \alpha \sin \alpha\left(\tau_{y y y k, z}+\tau_{y y z k, y}-2 \tau_{y z z k, z}\right) \\
& -2 \cos ^{2} \alpha \sin ^{2} \alpha\left(\tau_{y y y k, y}-2 \tau_{y y z k, z}-2 \tau_{y z z k, y}+\tau_{z z z k, z}\right) \\
& -2 \cos \alpha \sin ^{3} \alpha\left(2 \tau_{y y z k, y}-\tau_{y z z k, z}-\tau_{z z z k, y}\right) \\
& +\cos ^{2} \alpha\left(\tau_{y y k}-\tau_{l y y k, l}-2 \tau_{x y y k, x}\right) \\
& +2 \cos \alpha \sin \alpha\left(\tau_{y z k}-\tau_{l y z k, l}-2 \tau_{x y z k, x}\right) \\
& +\sin ^{2} \alpha\left(\tau_{z z k}-\tau_{l z z k, l}-2 \tau_{x z z k, x}\right) \\
& +3 f_{c}\left(\cos ^{2} \alpha \tau_{y y z k}+\cos \alpha \sin \alpha\left(\tau_{y z z k}-\tau_{y y y k}\right)-\sin ^{2} \alpha \tau_{y y z k}\right) \\
& +3 f_{s}\left(\cos ^{2} \alpha \tau_{y z z k}+\cos \alpha \sin \alpha\left(\tau_{z z z k}-\tau_{y y z k}\right)-\sin ^{2} \alpha \tau_{y z z k}\right) \tag{25}
\end{align*}
$$

with

$$
\begin{align*}
& f_{c}=\sin \alpha \frac{\partial \cos \alpha}{\partial y}-\cos \alpha \frac{\partial \cos \alpha}{\partial z}  \tag{26}\\
& f_{s}=\sin \alpha \frac{\partial \sin \alpha}{\partial y}-\cos \alpha \frac{\partial \sin \alpha}{\partial z} \tag{27}
\end{align*}
$$

Assuming that the condition $\mathcal{H}_{3 s}$ is satisfied, Eqs.(23-24) yield :

$$
\mathcal{H}_{2 s}:\left\{\begin{array}{l}
\tau_{y y k}=3 \tau_{x y y k, x}  \tag{28}\\
\tau_{y z k}=3 \tau_{x y z k, x} \\
\tau_{z z k}=3 \tau_{x z z k, x}
\end{array} \quad \forall P \in \mathcal{S}, k=y \text { or } k=z\right.
$$

The condition $\mathbf{x} \cdot \mathbf{t}^{2}=0 \forall \alpha \forall P \in \mathcal{B}$ has also to be satisfied, and has to be examined for any particular loading and geometry.

### 2.3.3. First-order traction

Expanding the $\mathbf{L}$ operator, Eq. (18c) in [19] reads (using symmetry relationships)

$$
\begin{align*}
\mathbf{t}^{\mathbf{1}}= & \mathbf{n} \cdot\left(\tau^{1}-\nabla \cdot \tau^{2}+\nabla \nabla: \tau^{3}\right)+(\stackrel{s}{\nabla} \cdot \mathbf{n})\left[\mathbf{t}^{2}-\left(\nabla^{s} \cdot \mathbf{n}\right) \mathbf{t}^{3}\right] \\
& -\stackrel{s}{\nabla} \cdot\left[\mathbf{n} \cdot\left(\tau^{2}-\nabla \cdot \tau^{3}\right)-\stackrel{s}{\nabla} \cdot\left(\mathbf{n} \cdot \tau^{3}\right)-(\stackrel{s}{\nabla} \mathbf{n}) \cdot\left(\mathbf{n n}: \tau^{3}\right)\right] \tag{29}
\end{align*}
$$

Imposing, at any point of the cross-section

$$
\begin{align*}
& \mathbf{y} \cdot \mathbf{t}^{1}=0 \forall \alpha  \tag{30}\\
& \mathbf{z} \cdot \mathbf{t}^{1}=0 \forall \alpha \tag{31}
\end{align*}
$$

yields, assuming that both $\mathcal{H}_{3 s}$ and $\mathcal{H}_{2 s}$ are satisfied :

$$
\mathcal{H}_{1 s}:\left\{\begin{array}{l}
\tau_{y k}-2 \tau_{x y k, x}+3 \tau_{x x y k, x x}=0  \tag{32}\\
\tau_{z k}-2 \tau_{x z k, x}+3 \tau_{x x z k, x x}=0
\end{array} \quad \forall P \in \mathcal{S}, k=y \text { or } k=z\right.
$$

Similarly, the condition $\mathbf{x} \cdot \mathbf{t}^{1}=0 \forall \alpha \forall P \in \mathcal{B}$ should be examined for the considered loading and geometry.

### 2.4. Statically admissible (higher-order) stress fields

Extending the approach used for classical beam theories, one defines the statically admissible (higher-order) stress fields as those simultaneously satisfying conditions $\mathcal{H}_{3 s}, \mathcal{H}_{2 s}$ and $\mathcal{H}_{1 s}$. This set of conditions thus defines a space of statically admissible stress fields $\Theta$. The vector $\mathbf{T}$ gathers the
involved stress components:

$$
\begin{align*}
& \mathbf{T}^{t}= {\left[\tau_{x x}, \tau_{y y}, \tau_{z z}, \sqrt{2} \tau_{y z}, \sqrt{2} \tau_{x z}, \sqrt{2} \tau_{x y}\right.} \\
& \tau_{x x x}, \tau_{y y x}, \tau_{z z x}, \sqrt{2} \tau_{y z x}, \sqrt{2} \tau_{x z x}, \sqrt{2} \tau_{x y x} \\
& \tau_{x x y}, \tau_{y y y}, \tau_{z z y}, \sqrt{2} \tau_{y z y}, \sqrt{2} \tau_{x z y}, \sqrt{2} \tau_{x y y} \\
& \tau_{x x z}, \tau_{y y z}, \tau_{z z z}, \sqrt{2} \tau_{y z z}, \sqrt{2} \tau_{x z z}, \sqrt{2} \tau_{x y z} \\
& \tau_{x x x x}, \tau_{y y y x}, \tau_{z z z x}, \sqrt{3} \tau_{y z z x}, \sqrt{3} \tau_{y y z x}, \sqrt{6} \tau_{x y z x}, \sqrt{3} \tau_{x z z x}, \sqrt{3} \tau_{x x z x}, \sqrt{3} \tau_{x x y x}, \sqrt{3} \tau_{x y y x}, \\
& \tau_{x x x y}, \tau_{y y y y}, \tau_{z z z y}, \sqrt{3} \tau_{y z z y}, \sqrt{3} \tau_{y y z y}, \sqrt{6} \tau_{x y z y}, \sqrt{3} \tau_{x z z y}, \sqrt{3} \tau_{x x z y}, \sqrt{3} \tau_{x x y y}, \sqrt{3} \tau_{x y y y} \\
&\left.\tau_{x x x z}, \tau_{y y y z}, \tau_{z z z z}, \sqrt{3} \tau_{y z z z}, \sqrt{3} \tau_{y y z z}, \sqrt{6} \tau_{x y z z}, \sqrt{3} \tau_{x z z z}, \sqrt{3} \tau_{x x z z}, \sqrt{3} \tau_{x x y z}, \sqrt{3} \tau_{x y y z}\right] \tag{33}
\end{align*}
$$

so that

$$
\begin{equation*}
\Theta:\left\{\mathbf{T} / \mathcal{H}_{1 s}\right\} \cap\left\{\mathbf{T} / \mathcal{H}_{2 s}\right\} \cap\left\{\mathbf{T} / \mathcal{H}_{3 s}\right\} \tag{34}
\end{equation*}
$$

The stresses resulting from an Euler-Bernoulli displacement field through the three-dimensional constitutive law are detailed in Appendix A (see Eqs. A.8-A.24). It is straightforward to note that these stresses do not belong to the $\Theta$ subspace. There exists a gap between the stresses obtained from the displacement field and those belonging to the admissible space $\Theta$. A direct comparison of the conditions $\mathcal{H}_{3 s}, \mathcal{H}_{2 s}$ and $\mathcal{H}_{1 s}$ with the stress values obtained from the three-dimensional constitutive law thus brings to the conclusion that all conditions (Euler-Bernoulli kinematics, three-dimensional constitutive law and free-boundaries conditions) cannot be met simultaneously, and one has to somehow relax the constrains.

## 3. Optimal constitutive equations for beams

It is actually proposed to make the constitutive equation accommodate both the kinematic and free-boundaries conditions. As the static and kinematic fields cannot be related through the three-dimensional constitutive law, the latter has to be replaced. The challenge is then to rigorously define the constitutive law to be used when writing the virtual work principle (12) instead of the three-dimensional law. This Section details the use of the so-called constitutive equation gap [39] for that purpose.

### 3.1. Constitutive equation gap

The free energy density $\psi$ formally reads (see Eq.(10))

$$
\begin{equation*}
\psi(\mathbf{E})=\frac{1}{2} \mathbf{E} \cdot \mathcal{C} \cdot \mathbf{E}+\mathbf{B} \cdot \mathbf{E} \tag{35}
\end{equation*}
$$

where $\mathbf{E}$ is the vector gathering the kinematic variables:

$$
\begin{align*}
& \mathbf{E}^{t}= {\left[\epsilon_{x x}, \epsilon_{y y}, \epsilon_{z z}, \sqrt{2} \epsilon_{y z}, \sqrt{2} \epsilon_{x z}, \sqrt{2} \epsilon_{x y}\right.} \\
& \epsilon_{x x x}, \epsilon_{y y x}, \epsilon_{z z x}, \sqrt{2} \epsilon_{y z x}, \sqrt{2} \epsilon_{x z x}, \sqrt{2} \epsilon_{x y x}, \\
& \epsilon_{x x y}, \epsilon_{y y y}, \epsilon_{z z y}, \sqrt{2} \epsilon_{y z y}, \sqrt{2} \epsilon_{x z y}, \sqrt{2} \epsilon_{x y y}, \\
& \epsilon_{x x z}, \epsilon_{y y z}, \epsilon_{z z z}, \sqrt{2} \epsilon_{y z z}, \sqrt{2} \epsilon_{x z z}, \sqrt{2} \epsilon_{x y z}, \\
& \epsilon_{x x x x}, \epsilon_{y y y x}, \epsilon_{z z z x}, \sqrt{3} \epsilon_{y z z x}, \sqrt{3} \epsilon_{y y z x}, \sqrt{6} \epsilon_{x y z x}, \sqrt{3} \epsilon_{x z z x}, \sqrt{3} \epsilon_{x x z x}, \sqrt{3} \epsilon_{x x y x}, \sqrt{3} \epsilon_{x y y x}, \\
& \epsilon_{x x x y}, \epsilon_{y y y y}, \epsilon_{z z z y}, \sqrt{3} \epsilon_{y z z y}, \sqrt{3} \epsilon_{y y z y}, \sqrt{6} \epsilon_{x y z y}, \sqrt{3} \epsilon_{x z z y}, \sqrt{3} \epsilon_{x x z y}, \sqrt{3} \epsilon_{x x y y}, \sqrt{3} \epsilon_{x y y y} \\
&\left.\epsilon_{x x x z}, \epsilon_{y y y z}, \epsilon_{z z z z}, \sqrt{3} \epsilon_{y z z z}, \sqrt{3} \epsilon_{y y z z}, \sqrt{6} \epsilon_{x y z z}, \sqrt{3} \epsilon_{x z z z}, \sqrt{3} \epsilon_{x x z z}, \sqrt{3} \epsilon_{x x y z}, \sqrt{3} \epsilon_{x y y z}\right] \tag{36}
\end{align*}
$$

and $\mathbf{B}$ is the vector rendering the cohesion modulus effect:

$$
\begin{align*}
\mathbf{B}^{t}= & {\left[0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, b_{0}, 0,0,0,0,0, \frac{b_{0}}{\sqrt{3}}, 0,0\right.} \\
& \left.\frac{b_{0}}{\sqrt{3}}, 0, b_{0}, 0, \frac{b_{0}}{\sqrt{3}}, 0,0,0,0, \frac{b_{0}}{\sqrt{3}}, 0,0,0, b_{0}, 0, \frac{b_{0}}{\sqrt{3}}, 0,0, \frac{b_{0}}{\sqrt{3}}, 0,0\right] \tag{37}
\end{align*}
$$

$\mathcal{C}$ is built from Eq.(10). The Legendre-Fenchel transform defines the conjugate potential $\psi^{*}(\mathbf{T})$

$$
\begin{equation*}
\psi^{*}(\mathbf{T})=\sup _{\mathbf{E}}\{\mathbf{T} \cdot \mathbf{E}-\psi(\mathbf{E})\}=\frac{1}{2}(\mathbf{T}-\mathbf{B}) \cdot \mathcal{C}^{-1} \cdot(\mathbf{T}-\mathbf{B}) \tag{38}
\end{equation*}
$$

and the corresponding residual $\eta_{\psi}(\mathbf{T}, \mathbf{E})$

$$
\begin{equation*}
\eta_{\psi}(\mathbf{T}, \mathbf{E})=\psi(\mathbf{E})+\psi^{*}(\mathbf{T})-\mathbf{T} \cdot \mathbf{E} \tag{39}
\end{equation*}
$$

It is easily checked that $\eta_{\psi}(\mathbf{T}, \mathbf{E}) \geq 0 \forall(\mathbf{T}, \mathbf{E})$ and that $\eta_{\psi}(\mathbf{T}, \mathbf{E})=0$ if the constitutive equation is satisfied :

$$
\begin{equation*}
\eta_{\psi}(\mathcal{C} \cdot \mathbf{E}+\mathbf{B}, \mathbf{E})=0 \forall \mathbf{E} \tag{40}
\end{equation*}
$$

$\eta_{\psi}(\mathbf{T}, \mathbf{E})$ is also quadratic with respect to $\mathbf{T} . \eta_{\psi}(\mathbf{T}, \mathbf{E})$ is denoted as the constitutive equation gap in the following. As its properties make it adequate to measure the distance between $\mathbf{T}$ and $\mathbf{E}$ (i.e., the gap exposed at the end of Sect. 2.4), it is used hereafter in order to account for the static admissibility conditions when building the governing equations for beams. The Euler-Bernoulli assumptions on the displacement field define the space
of kinematically admissible fields:

$$
\begin{align*}
\Xi=\left\{\mathbf{E}^{t}=\right. & {\left[\epsilon_{x x}, 0,0,0,0,0, \frac{\partial \epsilon_{x x}}{\partial x}, 0,0,0,0, \sqrt{2} \frac{\partial \epsilon_{x x}}{\partial y},-\frac{\partial \epsilon_{x x}}{\partial y}, 0,0,0,0,0\right.} \\
& 0,0,0,0,0,0, \frac{\partial^{2} \epsilon_{x x}}{\partial x^{2}}, 0,0,0,0,0,0,0, \sqrt{3} \frac{\partial^{2} \epsilon_{x x}}{\partial x \partial y}, 0,-\frac{\partial^{2} \epsilon_{x x}}{\partial x \partial y}, 0 \\
& \left.0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0], \epsilon_{x x}=-y \frac{\mathrm{~d}^{2} v}{\mathrm{~d} x^{2}}+\frac{\mathrm{d} u}{\mathrm{~d} x}\right\} \tag{41}
\end{align*}
$$

As recalled in Sect.2.2, it is usually chosen in Eq.(12) [33, 34] to set $W\left(\mathbf{d}^{\star}\right)$ as

$$
\begin{align*}
W\left(\mathbf{d}^{\star}\right) & =\left(\mathcal{C} \cdot \mathbf{E}_{K A}+\mathbf{B}\right) \cdot \mathbf{E}\left(\mathbf{d}^{\star}\right) \\
\mathbf{E}_{K A} & \in \Xi \\
\mathbf{E}\left(\mathbf{d}^{\star}\right) & \in \Xi \tag{42}
\end{align*}
$$

thus assuming the three-dimensional constitutive law is satisfied, without any consideration for any (free) boundary condition. Such a choice is known to yield deficient governing equations :

- In the context of Cauchy elasticity, it is recalled in Appendix C that it results in an incorrect tensile stiffness and unbalanced stresses at the cross-section boundary, because the static admissibility conditions (and thus the Poisson effect) are not taken into account.
- In the context of second-strain gradient elasticity, this makes the governing equations converge towards equations exhibiting the same deficiencies. The longitudinal stiffness is then arbitrarily rescaled to match the Young's modulus when the beam dimensions are large enough, but this choice is definitely not unique and lacks a justification [33, 34].

The key to fix these deficiencies is to account for the static admissibility conditions, and the challenge is to keep it rather simple, even for complicated constitutive equations. It is thus suggested to replace Eq.(42) by

$$
\begin{align*}
W\left(\mathbf{d}^{\star}\right) & =\mathbf{T}_{S A} \cdot \mathbf{E}\left(\mathbf{d}^{\star}\right) \\
\mathbf{T}_{S A} & =\operatorname{Arg} \min _{\mathbf{T} \in \Theta} \eta_{\psi}\left(\mathbf{T}, \mathbf{E}_{K A}\right) \\
\mathbf{E}_{K A} & \in \Xi \\
\mathbf{E}\left(\mathbf{d}^{\star}\right) & \in \Xi \tag{43}
\end{align*}
$$

$\mathbf{T}_{S A}$ is thus the statically admissible stress state satisfying at best the threedimensional constitutive law for Euler-Bernoulli displacement fields. The constitutive equation gap has been initially proposed to assess the quality of finite-element analysis by measuring the distance between statically admissible fields and kinematically admissible ones [39]. It is proposed herein to use it to define the constitutive equations making the kinematically admissible and statically admissible fields correspond, while keeping the "distance" to the three-dimensional constitutive law minimal in the sense of the chosen norm. Such constitutive equations are denoted as optimal is the following.

### 3.2. Optimal constitutive equations

$\eta_{\psi}\left(\mathbf{T}, \mathbf{E}_{K A}\right)$ is a quadratic function of the stress components, so that the minimizer $\mathbf{T}_{S A}$ is defined by a set of linear equations obtained by expressing the stationarity of $\eta_{\psi}\left(\mathbf{T}, \mathbf{E}_{K A}\right)$ with respect to the components of $\mathbf{T} \in \Theta$. This latter condition is enforced by setting

$$
\begin{equation*}
\mathbf{T}=\mathcal{P}_{\Theta} \mathbf{T}_{\Theta} \tag{44}
\end{equation*}
$$

where $\mathrm{T}_{\Theta}$ is the vector

$$
\begin{align*}
& \mathbf{T}_{\Theta}^{t}=\left[\tau_{x x}, \tau_{x z}, \tau_{x y}, \tau_{x x x}, \tau_{y y x}, \tau_{z z x}, \tau_{y z x}, \tau_{x z x}, \tau_{x y x},\right. \\
& \\
& \tau_{x x y}, \tau_{x z y}, \tau_{x y y}, \tau_{x x z}, \tau_{x z z}, \tau_{x y z} \\
& \tau_{x x x x}, \tau_{y y y x}, \tau_{z z z x}, \tau_{y z z x}, \tau_{y y z x}, \tau_{x y z x}, \tau_{x z z x}, \tau_{x x z x}, \tau_{x x y x}, \tau_{x y y x}, \\
& \tau_{x x x y}, \tau_{x y z y}, \tau_{x z z y}, \tau_{x x z y}, \tau_{x x y y}, \tau_{x y y y}, \tau_{x x x z}, \tau_{x y z z}, \tau_{x z z z}, \tau_{x x z z}, \tau_{x x y z}, \tau_{x y y z},  \tag{45}\\
& \left.\tau_{x y y, x}, \tau_{x z z, x}, \tau_{x y z, x}, \tau_{x y z y, x}, \tau_{x z z y, x}, \tau_{x y y y, x}, \tau_{x y z z, x}, \tau_{x z z z, x}, \tau_{x y y z, x}, \tau_{x x y y, x x}, \tau_{x x z z, x x}, \tau_{x x y z, x x}\right]
\end{align*}
$$

and $\mathcal{P}_{\Theta}$ is the $54 \times 49$ operator defined from the conditions (20), (28) and (32). The stationarity of $\eta_{\psi}\left(\mathcal{P}_{\Theta} \mathbf{T}_{\Theta}, \mathbf{E}_{K A}\right)$ with respect to the components of $\mathbf{T}_{\Theta}$ thus defines the optimal $\hat{\mathbf{T}_{\Theta}}$

$$
\begin{equation*}
\left(\mathcal{P}_{\Theta}^{t} \mathcal{C}^{-1} \mathcal{P}_{\Theta}\right) \hat{\mathbf{T}_{\Theta}}=\mathcal{P}_{\Theta}^{t}\left(\mathbf{E}_{K A}+\mathcal{C}^{-1} \mathbf{B}\right) \tag{46}
\end{equation*}
$$

The procedure to easily solve Eq. (46) is detailed in Appendix B. The resulting constitutive equations are formally denoted as

$$
\begin{equation*}
\mathbf{T}_{S A}=\mathcal{C}_{o p t}^{E B} \mathbf{E}_{K A}+\mathbf{B}_{o p t}^{E B} \tag{47}
\end{equation*}
$$

The detailed expressions of the optimal constitutive law are also given in Appendix B, and the local constitutive equation gap $\eta_{\psi}\left(\mathcal{C}_{o p t}^{E B} \mathbf{E}_{K A}+\mathbf{B}_{o p t}^{E B}, \mathbf{E}_{K A}\right)>$ 0 may be expressed as a function of the local kinematic variables. The same construction is detailed for Cauchy materials in Appendix C and is shown to yield the classical beam equations.

## 4. Application to second-strain gradient elasticity

The expression of the $\mathbf{T}_{S A}$ components have been obtained as closed forms in Appendix B for second-strain gradient elasticity. It should be outlined
that these closed forms have been obtained using the general constitutive law as formulated by Mindlin [19], so that simplified forms resulting from specific choices of the constitutive parameters [36, 37, 40, 41] can easily be derived. Similarly to the residual constitutive equation gap analysis provided in Appendix C, it can be shown that the remaining error is solely located on (higher-order) strain components within the cross-section plane, so that the other components may be considered as accurate.

### 4.1. Comparison to 3D law for stresses involved in Euler-Bernoulli equations

The differences with stresses obtained when discarding the static admissibility conditions (see Appendix A) are now examined. Focusing on the derivation of an Euler-Bernoulli beam theory with a uniform cohesion modulus, the optimal stresses $\tau_{x x}, \tau_{x x x}, \tau_{x y x}, \tau_{x x y}, \tau_{x x x x}, \tau_{x x y x}$ and $\tau_{x x x y}$ above should be compared to their 3D counterpart summarized in Appendix A.

$$
\begin{align*}
\tau_{x x}= & C_{x x}^{x x} \epsilon_{x x}+C_{x x}^{x x x x} \epsilon_{x x x x}+C_{x x}^{0} b_{0} \\
& +C_{x x}^{i x}\left(e^{\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{-\alpha_{7} \eta} d \eta-e^{-\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{\alpha_{7} \eta} d \eta\right)  \tag{48}\\
\tau_{x x x}= & C_{x x x}^{x x x} \epsilon_{x x x}=2\left(a_{1}+a_{2}+a_{3}+a_{4}+a_{5}\right) \epsilon_{x x x}  \tag{49}\\
\tau_{x y x}= & C_{x y x}^{x x y} \epsilon_{x x y}+C_{x y x}^{x x x x y} \frac{\partial \epsilon_{x x x y}}{\partial x}  \tag{50}\\
\tau_{x x y}= & C_{x x y}^{x x y} \epsilon_{x x y}+C_{x x y}^{x x x x y} \frac{\partial \epsilon_{x x x y}}{\partial x}  \tag{51}\\
\tau_{x x x x}= & C_{x x x x x}^{x x} \epsilon_{x x}+C_{x x x x}^{x x x x} \epsilon_{x x x x}+C_{x x x x}^{0} b_{0} \\
+ & C_{x x x x}^{i x}\left(e^{\alpha 7 x} \int^{x} \epsilon_{x x x x}(\eta) e^{-\alpha \not \eta} d \eta-e^{-\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{\alpha_{77}} d \eta\right)  \tag{52}\\
\tau_{x x y x}= & C_{x x y x}^{x x y} \epsilon_{x x x y}=-\frac{1}{3}\left(4 b_{2}+b_{3}-2 b_{4}+2 b_{5}+6 b_{6}+2 b_{7}\right) \epsilon_{x x x y}  \tag{53}\\
\tau_{x x x y}= & C_{x x x y}^{x x x y} \epsilon_{x x x y}=-\left(b_{3}+2 b_{4}-2 b_{5}-2 b_{6}+2 b_{7}\right) \epsilon_{x x x y} \tag{54}
\end{align*}
$$

$\alpha_{7}$ results from the material parameters and is defined as

$$
\begin{equation*}
\alpha_{7}^{2}=\frac{2\left((\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}\right)}{\left(c_{3}+2 c_{1}\right)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)-c_{2}\left(4 b_{5}+4 b_{4}+2 b_{3}+8 b_{1}\right)} \tag{55}
\end{equation*}
$$

As the Euler-Bernoulli kinematic assumptions impose that $\epsilon_{x x y x}=-\epsilon_{x x x y}$, it should first be noticed that $\tau_{x x x}, \tau_{x x y x}$ and $\tau_{x x x y}$ remain unchanged by the optimization procedure. Contrarily, $\tau_{x y x}$ and $\tau_{x x y}$ now also depend on the local variations on the (higher-order) strain field. Changes in the beam equations are thus to be expected. $\tau_{x x x x}$ is significantly modified by an additional, non-local term depending on the higher-order strains. $\tau_{x x}$ is also altered by a similar non-local term. It should be emphasized that these nonlocal terms result from the optimization procedure. The exponential weight function results from the differential constrains and the characteristic length $\alpha_{7}^{-1}$ now results from the constitutive parameters (Eq.(55)) instead of being postulated as for Eringen-like elasticity [16].
$\tau_{x x}$ and $\tau_{x x x x}$ are furthermore modified by a new term proportional to the cohesion modulus, which directly results from the optimality conditions. The beam equations describing a chemical surface modification are thus expected to be greatly modified by this direct contribution of the cohesion modulus to the Cauchy stress tensor, which is absent from the equations derived without consideration for the static admissibility conditions [33]. This direct coupling between the Cauchy stress and the surface energy through the cohesion modulus is a clear indication that the present approach paves the way to description of the chemo-mechanical couplings at stake in cantilever sensors. It should finally be outlined that these differences prove that the remaining constitutive equation gap $\min _{\mathbf{T} \in \Theta} \eta_{\psi}\left(\mathbf{T}, \mathbf{E}_{K A}\right) \neq 0$ in general.

### 4.2. Special case : First strain gradient

Setting the second strain-gradient components to zero still makes some higher-order stress components different from those deduced from the 3D law

$$
\begin{align*}
\tau_{x y x} & =C_{x y x}^{x x y} \epsilon_{x x y}  \tag{56}\\
\tau_{x x y} & =C_{x x y}^{x x y} \epsilon_{x x y}  \tag{57}\\
\tau_{x z z} & =\frac{a_{2}+2 a_{1}}{2} \epsilon_{x x x}  \tag{58}\\
\tau_{y y x} & =\left(a_{2}+2 a_{3}\right) \epsilon_{x x x}=\tau_{z z x}  \tag{59}\\
\tau_{y y y} & =\tau_{z z y}=0 \tag{60}
\end{align*}
$$

The coefficients $C_{x y x}^{x x y}$ and $C_{x x y}^{x x y}$ are such that the stresses $\tau_{x y x}$ and $\tau_{x x y}$ now differ from those resulting from the 3D constitutive law. The other stress components are left unmodified.
4.3. Special case : Cauchy materials

Setting $b_{0}=0$ and neglecting higher-order strains yields

$$
\begin{align*}
\tau_{x x} & =C_{x x}^{x x} \epsilon_{x x}  \tag{61}\\
\tau_{x y} & =0  \tag{62}\\
\tau_{x z} & =0  \tag{63}\\
\tau_{y y} & =0  \tag{64}\\
\tau_{y z} & =0=\tau_{z y} \tag{65}
\end{align*}
$$

In addition,

$$
\begin{equation*}
\lim _{c_{i} \rightarrow 0} C_{x x}^{x x}=\frac{\mu(3 \lambda+2 \mu)}{(\lambda+\mu)}=E \tag{67}
\end{equation*}
$$

so that the usual relations for Cauchy materials are recovered.
4.4. Virtual work principle for a beam featuring a uniform $b_{0}$

One considers in the following a cantilever beam (length $L$ ) with a rectangular cross-section (thickness $t$ and width $b$ ). Assuming that $b_{0}$ is uniform
along the beam, the virtual work principle reads $\forall \mathbf{d}^{\star}$ :

$$
\begin{align*}
& b^{-1} t^{-1} \int_{0}^{L} \int_{-\frac{b}{2}}^{\frac{b}{2}} \int_{-\frac{t}{2}}^{\frac{t}{2}} W\left(\mathbf{d}^{\star}\right) \mathrm{d} y \mathrm{~d} z \mathrm{~d} x= \\
& -\int_{0}^{L}\left(C_{x x x x}^{x x x x} \frac{\mathrm{~d}^{6} u}{\mathrm{~d} x^{6}}+\left(C_{x x}^{x x x x}+C_{x x x x}^{x x}-C_{x x x}^{x x x}\right) \frac{\mathrm{d}^{4} u}{\mathrm{~d} x^{4}}+C_{x x}^{x x} \frac{\mathrm{~d}^{2} u}{\mathrm{~d} x^{2}}+C_{x x}^{i x} \frac{\mathrm{~d} \bar{I}_{x}}{\mathrm{~d} x}+C_{x x x x}^{i x} \frac{\mathrm{~d}^{3} \bar{I}_{x}}{\mathrm{~d} x^{3}}\right) u^{\star}(x) \mathrm{d} x \\
& +\left[u^{\star}(x)\left(C_{x x x x}^{x x x x} \frac{\mathrm{~d}^{5} u}{\mathrm{~d} x^{5}}+\left(C_{x x}^{x x x x}+C_{x x x x}^{x x}-C_{x x x}^{x x x}\right) \frac{\mathrm{d}^{3} u}{\mathrm{~d} x^{3}}+C_{x x}^{x x} \frac{\mathrm{~d} u}{\mathrm{~d} x}+C_{x x}^{0} \bar{b}_{0}+C_{x x}^{i x} \bar{I}_{x}+C_{x x x x}^{i x} \frac{\mathrm{~d}^{2} \bar{I}_{x}}{\mathrm{~d} x^{2}}\right)\right]_{0}^{L} \\
& -\left[\frac{\mathrm{d} u^{\star}(x)}{\mathrm{d} x}\left(C_{x x x x}^{x x x x} \frac{\mathrm{~d}^{4} u}{\mathrm{~d} x^{4}}+\left(C_{x x x x}^{x x}-C_{x x x}^{x x x}\right) \frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}+C_{x x x x}^{i x} \frac{\mathrm{~d} \bar{I}_{x}}{\mathrm{~d} x}\right)\right]_{0}^{L} \\
& +\left[\frac{\mathrm{d}^{2} u^{\star}(x)}{\mathrm{d} x^{2}}\left(C_{x x x x}^{x x x x} \frac{\mathrm{~d}^{3} u}{\mathrm{~d} x^{3}}+C_{x x x x}^{x x} \frac{\mathrm{~d} u}{\mathrm{~d} x}+C_{x x x x}^{0} \overline{b_{0}}+C_{x x x x}^{i x} \bar{I}_{x}\right)\right]_{0}^{L} \\
& +\int_{0}^{L}\left(\frac{C_{x x x x^{x x x}}{ }^{2}}{12} \frac{\mathrm{~d}^{8} v}{\mathrm{~d} x^{8}}+\left(t^{2} \frac{C_{x x}^{x x x x}+C_{x x x x}^{x x}-C_{x x x}^{x x x}}{12}-2 C_{x y x}^{x x x x y}+C_{x x y}^{x x x y y}+3 C_{x x y x}^{x x x y}-C_{x x x y}^{x x x y}\right) \frac{\mathrm{d}^{6} v}{\mathrm{~d} x^{6}}\right. \\
& \left.+\left(C_{x x y}^{x x y}-2 C_{x y x}^{x x y}+C_{x x}^{x x} \frac{t^{2}}{12}\right) \frac{\mathrm{d}^{4} v}{\mathrm{~d} x^{4}}-t\left(C_{x x x x}^{i x} \frac{\mathrm{~d}^{4} \dot{I}_{x}}{\mathrm{~d} x^{4}}+C_{x x}^{i x} \frac{\mathrm{~d}^{2} \dot{I}_{x}^{\prime}}{\mathrm{d} x^{2}}\right)\right) v^{\star}(x) \mathrm{d} x \\
& -\left[v ^ { \star } ( x ) \left(\frac{C_{x x x x}^{x x x} t^{2}}{12} \frac{\mathrm{~d}^{7} v}{\mathrm{~d} x^{7}}+\left(t^{2} \frac{C_{x x}^{x x x x}+C_{x x x x}^{x x}-C_{x x x}^{x x x}}{12}-2 C_{x y x}^{x x x x y}+C_{x x y}^{x x x x y}+3 C_{x x y x}^{x x x y}-C_{x x x y}^{x x x y}\right) \frac{\mathrm{d}^{5} v}{\mathrm{~d} x^{5}}\right.\right. \\
& \left.\left.+\left(C_{x x y}^{x x y}-2 C_{x y x}^{x x y}+C_{x x}^{x x} \frac{t^{2}}{12}\right) \frac{\mathrm{d}^{3} v}{\mathrm{~d} x^{3}}-t\left(C_{x x x x}^{i x} \frac{\mathrm{~d}^{3} \dot{I}_{x}}{\mathrm{~d} x^{3}}+C_{x x}^{i x} \frac{\mathrm{~d} \dot{I}_{x}}{\mathrm{~d} x}\right)\right)\right]_{0}^{L} \\
& +\left[\frac { \mathrm { d } v ^ { \star } ( x ) } { \mathrm { d } x } \left(\frac{C_{x x x x}^{x x x} t^{2}}{12} \frac{\mathrm{~d}^{6} v}{\mathrm{~d} x^{6}}+\left(C_{x x y}^{x x y}-2 C_{x y x}^{x x y}+C_{x x}^{x x} \frac{t^{2}}{12}\right) \frac{\mathrm{d}^{2} v}{\mathrm{~d} x^{2}}-t\left(C_{x x x x}^{i x} \frac{\mathrm{~d}^{2} \dot{I}_{x}}{\mathrm{~d} x^{2}}+C_{x x}^{i x} \dot{I}_{x}^{\prime}\right)\right.\right. \\
& \left.\left.+\left(t^{2} \frac{C_{x x}^{x x x x}+C_{x x x x}^{x x}-C_{x x x}^{x x x}}{12}-2 C_{x y x}^{x x x x y}+C_{x x y}^{x x x x y}+3 C_{x x y x}^{x x x y}-C_{x x x y}^{x x x y}\right) \frac{\mathrm{d}^{4} v}{\mathrm{~d} x^{4}}\right)\right]_{0}^{L} \\
& -\left[\frac{\mathrm{d}^{2} v^{\star}(x)}{\mathrm{d} x^{2}}\left(\frac{C_{x x x x}^{x x x x} t^{2}}{12} \frac{\mathrm{~d}^{5} v}{\mathrm{~d} x^{5}}+\left(t^{2} \frac{C_{x x x x}^{x x}-C_{x x x}^{x x x}}{12}+3 C_{x x y x}^{x x x y}-C_{x x x y}^{x x x y}\right) \frac{\mathrm{d}^{3} v}{\mathrm{~d} x^{3}}-t C_{x x x x}^{i x} \frac{\mathrm{~d} \dot{I}_{x}}{\mathrm{~d} x}\right)\right]_{0}^{L} \\
& +t\left[\frac{\mathrm{~d}^{3} v^{\star}(x)}{\mathrm{d} x^{3}}\left(\frac{C_{x x x x}^{x x x x} t}{12} \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}+\frac{C_{x x x x}^{x x} t}{12} \frac{\mathrm{~d}^{2} v}{\mathrm{~d} x^{2}}-C_{x x x x}^{i x} I_{x}\right)\right]_{0}^{L} \tag{68}
\end{align*}
$$

where

$$
\begin{equation*}
\int_{-\frac{t}{2}}^{\frac{t}{2}} b_{0}(y) \mathrm{d} y=t \overline{b_{0}} \tag{69}
\end{equation*}
$$

It should first be noticed that the tension and bending problems are decoupled, as for Cauchy elasticity. Two differences are to be highlighted in comparison to the variational principles derived from the 3D constitutive laws (see [33]) :

- Every term is altered by

$$
\begin{equation*}
I_{x}=e^{\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{-\alpha_{7} \eta} d \eta-e^{-\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{\alpha_{7} \eta} d \eta \tag{70}
\end{equation*}
$$

or one of its derivatives. This corresponds to a non-local term resulting from the optimal choice for the constitutive equation. The terms deriving from $I_{x}$ are easily evaluated if the form of the sought solution is chosen. Looking for $u(x)$ as exponentials :

$$
\begin{equation*}
u(x)=A_{u} e^{\alpha_{u} x} \tag{71}
\end{equation*}
$$

yields

$$
\begin{align*}
\bar{I}_{x} & =e^{\alpha_{7} x} \int^{x} \frac{\mathrm{~d}^{3} u}{\mathrm{~d} x^{3}}(\eta) e^{-\alpha_{7} \eta} \mathrm{~d} \eta-e^{-\alpha_{7} x} \int^{x} \frac{\mathrm{~d}^{3} u}{\mathrm{~d} x^{3}}(\eta) e^{\alpha_{7} \eta} \mathrm{~d} \eta \\
& =\frac{2 A_{u} \alpha_{u}^{3} \alpha_{7}}{\alpha_{u}^{2}-\alpha_{7}^{2}} e^{\alpha_{u} x}+A_{u} \alpha_{u}^{3}\left(\bar{K}^{+} e^{\alpha_{7} x}-\bar{K}^{-} e^{-\alpha_{7} x}\right) \tag{72}
\end{align*}
$$

where $K^{+}$and $K^{-}$are to be determined. Similarly, setting

$$
\begin{equation*}
v(x)=A_{v} e^{\alpha_{v} x} \tag{73}
\end{equation*}
$$

yields

$$
\begin{align*}
\frac{-12}{t} \dot{I}_{x} & =e^{\alpha_{7} x} \int^{x} \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}(\eta) e^{-\alpha_{7} \eta} \mathrm{~d} \eta-e^{-\alpha_{7} x} \int^{x} \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}(\eta) e^{\alpha_{7} \eta} \mathrm{~d} \eta \\
& =\frac{2 A_{v} \alpha_{v}^{4} \alpha_{7}}{\alpha_{v}^{2}-\alpha_{7}^{2}} e^{\alpha_{v} x}+A_{v} \alpha_{v}^{4}\left(K^{\prime}+e^{\alpha_{7} x}-K^{-}-e^{-\alpha_{7} x}\right) \tag{74}
\end{align*}
$$

and the Eq.(68) can be treated as usual.

- Compared to the equation obtained by a purely kinematic approach [33], the equation is also modified by the new $C_{x x}^{0}$ term, which also results from the optimality conditions. It links the surface energy to the Cauchy stress tensor through the cohesion modulus, and as such, represents a chemo-mechanical coupling. It thus modifies boundary conditions for the tension problem under chemical loading.


## 5. Solutions for purely mechanical problems

Two mechanical problems of practical interest are now solved using Eq.(68) in order to exhibit the size-dependent elasticity rendered by the beam theory under scrutiny.

### 5.1. Tension stiffness

### 5.1.1. Governing equations

One first focuses on the tension problem, for which the general solution $u(x)$ has to satisfy

$$
\begin{align*}
& C_{x x x x}^{x x x x} \frac{\mathrm{~d}^{6} u}{\mathrm{~d} x^{6}}+\left(C_{x x}^{x x x x}+C_{x x x x}^{x x}-C_{x x x}^{x x x}\right) \frac{\mathrm{d}^{4} u}{\mathrm{~d} x^{4}} \\
&+C_{x x}^{x x} \frac{\mathrm{~d}^{2} u}{\mathrm{~d} x^{2}}+C_{x x}^{i x} \frac{\mathrm{~d} \bar{I}_{x}}{\mathrm{~d} x}+C_{x x x x}^{i x} \frac{\mathrm{~d}^{3} \bar{I}_{x}}{\mathrm{~d} x^{3}}=0 \forall x \in[0, L] \tag{75}
\end{align*}
$$

It should be outlined that this equation clearly departs from an analogue of the 3 D constitutive laws [21], and this results from the static admissibility conditions. Looking for solutions of the form (71) yields the characteristic equation

$$
\begin{align*}
0= & \left\{\left(C_{x x x x}^{x x x x}+\frac{2 C_{x x x x}^{i x} \alpha_{7}}{\alpha_{u}^{2}-\alpha_{7}^{2}}\right) \alpha_{u}^{6}+\left(C_{x x}^{x x x x}+C_{x x x x}^{x x}-C_{x x x}^{x x x}+\frac{2 C_{x x}^{i x} \alpha_{7}}{\alpha_{u}^{2}-\alpha_{7}^{2}}\right) \alpha_{u}^{4}+C_{x x}^{x x} \alpha_{u}^{2}\right\} e^{\alpha_{u} x} \\
& +\alpha_{u}^{3} \alpha_{7}\left(C_{x x}^{i x}+\alpha_{7}^{2} C_{x x x x}^{i x}\right)\left(\bar{K}^{+} e^{\alpha_{7} x}+\bar{K}^{-}-e^{-\alpha_{7} x}\right) \tag{76}
\end{align*}
$$

It is clear from Eq.(76) that $\alpha_{u}^{2}=0$ is a trivial solution, and that the equation obtained by multiplying Eq.(76) by $\frac{\alpha_{u}^{2}-\alpha_{7}^{2}}{\alpha_{u}^{2}}$, has solutions if $\bar{K}^{-}=\bar{K}^{+}=0$. One thus obtains

$$
\begin{align*}
& C_{x x x x}^{x x x x} \alpha_{u}^{6}+\left(C_{x x}^{x x x x}+C_{x x x x}^{x x}-C_{x x x}^{x x x}+2 C_{x x x x}^{i x} \alpha_{7}-\alpha_{7}^{2} C_{x x x x}^{x x x x}\right) \alpha_{u}^{4}+ \\
& \quad\left(2 C_{x x}^{i x} \alpha_{7}-\alpha_{7}^{2}\left(C_{x x}^{x x x x}+C_{x x x x}^{x x}-C_{x x x}^{x x x}\right)+C_{x x}^{x x}\right) \alpha_{u}^{2}-\alpha_{7}^{2} C_{x x}^{x x}=0 \tag{77}
\end{align*}
$$

The solutions therefore read

$$
\begin{equation*}
\alpha_{u}=\left\{ \pm \lambda_{u, 1}^{-1}, \pm \lambda_{u, 2}^{-1}, \pm \lambda_{u, 3}^{-1}, 0\right\} \tag{78}
\end{equation*}
$$

where $\lambda_{u, 1}, \lambda_{u, 2}$ and $\lambda_{u, 3}$ are generally complex numbers scaling as lengths. The general solution $u(x)$ therefore reads

$$
\begin{equation*}
u(x)=\sum_{i=0}^{1} q_{i} x^{i}+\sum_{j=1}^{3} \gamma_{j}^{+} \exp \left(\frac{x}{\lambda_{u, j}}\right)+\gamma_{j}^{-} \exp \left(-\frac{x}{\lambda_{u, j}}\right) \tag{79}
\end{equation*}
$$

$\left\{q_{i}, \gamma_{j}^{+}, \gamma_{j}^{-}\right\}$, are the 8 constants to be set from the boundary conditions. However, only 6 boundary conditions are obtained from Eq.(68). Assuming the beam is clamped at $x=0$, these boundary conditions read

$$
\begin{aligned}
u(0) & =0 \\
C_{x x x x}^{x x x x} \frac{\mathrm{~d}^{4} u}{\mathrm{~d} x^{4}}(0)+\left(C_{x x x x}^{x x}-C_{x x x}^{x x x}\right) \frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}(0)+C_{x x x x}^{i x} \frac{\mathrm{~d} \bar{I}_{x}}{\mathrm{~d} x}(0) & =0 \\
C_{x x x x}^{x x x x} \frac{\mathrm{~d}^{3} u}{\mathrm{~d} x^{3}}(0)+C_{x x x x}^{x x} \frac{\mathrm{~d} u}{\mathrm{~d} x}(0)+C_{x x x x}^{i x} \bar{I}_{x}(0) & =0
\end{aligned}
$$

Extending to second-strain gradient elasticity the terms coined in [42], this would correspond to a singly clamped beam at $x=0$. A tensile force $F$ is applied at $x=L$, the work of external forces reads $\delta W^{\star}=F u^{\star}(x=L)$ so
that

$$
\begin{aligned}
C_{x x x x}^{x x x x} \frac{\mathrm{~d}^{5} u}{\mathrm{~d} x^{5}}(L)+\left(C_{x x}^{x x x x}+C_{x x x x}^{x x}-C_{x x x}^{x x x}\right) \frac{\mathrm{d}^{3} u}{\mathrm{~d} x^{3}}(L) & \\
+C_{x x}^{x x} \frac{\mathrm{~d} u}{\mathrm{~d} x}(L)+C_{x x}^{i x} \bar{I}_{x}(L)+C_{x x x x}^{i x} \frac{\mathrm{~d}^{2} \bar{I}_{x}}{\mathrm{~d} x^{2}}(L) & =\frac{F}{b t} \\
C_{x x x x}^{x x x} \frac{\mathrm{~d}^{4} u}{\mathrm{~d} x^{4}}(L)+\left(C_{x x x x}^{x x}-C_{x x x}^{x x x}\right) \frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}(L)+C_{x x x x}^{i x} \frac{\mathrm{~d} \bar{I}_{x}}{\mathrm{~d} x}(L) & =0 \\
C_{x x x x}^{x x x x} \frac{\mathrm{~d}^{3} u}{\mathrm{~d} x^{3}}(L)+C_{x x x x}^{x x} \frac{\mathrm{~d} u}{\mathrm{~d} x}(L)+C_{x x x x}^{i x} \bar{I}_{x}(L) & =0
\end{aligned}
$$

These conditions would actually be denoted as triply free if one extends the nomenclature in [42]. These 6 conditions are obviously not sufficient to yield a unique solution. It is evident this results from the non-local terms in the optimal constitutive equations. Denoting

$$
\begin{aligned}
S_{j} & =-\frac{\alpha_{7}^{2}\left(C_{x x x}^{x x x}-C_{x x x x}^{x x}\right) \lambda_{u, j}^{4}+\left(C_{x x x x}^{x x}-C_{x x x}^{x x x}-\alpha_{7}^{2} C_{x x x x}^{x x x x}+2 \alpha_{7} C_{x x x x}^{i x}\right) \lambda_{u, j}^{2}+C_{x x x x}^{x x x x}}{\lambda_{u, j}^{4}\left(\alpha_{7} \lambda_{u, j}-1\right)\left(\alpha_{7} \lambda_{u, j}+1\right)} \\
T_{j} & =\frac{\alpha_{7}^{2} C_{x x x x}^{x x} \lambda_{u, j}^{4}+\left(\alpha_{7}^{2} C_{x x x x}^{x x x x}-C_{x x x x}^{x x}-2 \alpha_{7} C_{x x x x}^{i x}\right) \lambda_{u, j}^{2}-C_{x x x x}^{x x x x}}{\lambda_{u, j}^{3}\left(\alpha_{7} \lambda_{u, j}-1\right)\left(\alpha_{7} \lambda_{u, j}+1\right)}
\end{aligned}
$$

the linear system to be solved reads

$$
\left[\begin{array}{cccccccc}
1 & 0 & 1 & 1 & 1 & 1 & 1 & 1  \tag{80}\\
0 & 0 & S_{1} & S_{1} & S_{2} & S_{2} & S_{3} & S_{3} \\
0 & C_{x x x x}^{x x} & T_{1} & -T_{1} & T_{2} & -T_{2} & T_{3} & -T_{3} \\
0 & C_{x x}^{x x} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & S_{1} e^{\frac{L}{\lambda_{u, 1}}} & S_{1} e^{-\frac{L}{\lambda_{u, 1}}} & S_{2} e^{\frac{L}{\lambda_{u, 2}}} & S_{2} e^{-\frac{L}{\lambda_{u, 2}}} & S_{3} e^{\frac{L}{\lambda_{u, 3}}} & S_{3} e^{-\frac{L}{\lambda_{u, 3}}} \\
0 & C_{x x x x}^{x x} & T_{1} e^{\frac{L}{\lambda_{u, 1}}} & -T_{1} e^{-\frac{L}{\lambda_{u, 1}}} & T_{2} e^{\frac{L}{\lambda_{u, 2}}} & -T_{2} e^{-\frac{L}{\lambda_{u, 2}}} & T_{3} e^{\frac{L}{\lambda_{u, 3}}} & -T_{3} e^{-\frac{L}{\lambda_{u, 3}}}
\end{array}\right] \mathbf{U}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
\frac{F}{b t} \\
0 \\
0
\end{array}\right]
$$

where

$$
\begin{equation*}
\mathbf{U}^{t}=\left[q_{0}, q_{1}, \gamma_{1}^{+}, \gamma_{1}^{-}, \gamma_{2}^{+}, \gamma_{2}^{-}, \gamma_{3}^{+}, \gamma_{3}^{-}\right]^{t} \tag{81}
\end{equation*}
$$

The full solution space for $\mathbf{U}$ reads

$$
\begin{equation*}
\mathbf{U}=\mathbf{U}_{m}+\mathcal{U}_{E} \mathbf{P}_{E} \tag{82}
\end{equation*}
$$

where the columns of $\mathcal{U}_{E}$ span the nullspace of the matrix in Eq.(80). This solution space corresponds to the displacement fields :

- Locally satisfying the static admissibility,
- Locally minimizing the constitutive equation gap,
- Globally satisfying the static admissibility.

As the constitutive equations obtained in Sect.(3.2) differ from the 3D laws, the remaining constitutive equation gap is nonzero (see Sect.(4.1)), so that the fields defined by Eq.(82) are obviously not equivalent regarding the constitutive equation gap at the global (structure) scale. Accounting for the non-local terms in the constitutive equations thus requires to define the solution $\hat{\mathbf{P}_{E}}$ for $\mathbf{P}_{E}$ as the minimizer of the global constitutive equation gap

$$
\begin{equation*}
\hat{\mathbf{P}_{E}}=\operatorname{Arg} \min _{\mathbf{P}_{E}} \int \eta_{\psi}\left(\mathcal{C}_{o p t}^{E B} \mathbf{E}_{K A}(\mathbf{U})+\mathbf{B}_{o p t}^{E B}, \mathbf{E}_{K A}(\mathbf{U})\right) d V \tag{83}
\end{equation*}
$$

As a consequence of Eq.(82), $\mathbf{E}_{K A}$ formally reads

$$
\begin{equation*}
\mathbf{E}_{K A}(x)=\mathbf{E}_{m}(x)+\mathcal{M}_{E}(x) \mathbf{P}_{E} \tag{84}
\end{equation*}
$$

which is built explicitly and solved to yield the solution $\hat{\mathbf{P}_{E}}$ under the constrain of real-valued displacement fields. The components of the displacement field are thus obtained

$$
\begin{equation*}
\hat{\mathbf{U}}=\mathbf{U}_{m}+\mathcal{U}_{E} \hat{\mathbf{P}_{E}} \tag{85}
\end{equation*}
$$

It is worth noting that the solution here depends on $b_{0}$. This results from the fact that tension modifies the total amount of surface of the sample, $b_{0}$ being the equivalent of surface tension for solids [19]. The normalized tensile stiffness

$$
\begin{equation*}
\frac{S_{S S G}}{S_{\text {Cauchy }}}=\frac{F L}{b t u(L) C_{x x}^{x x}} \tag{86}
\end{equation*}
$$

may thus be computed to illustrate the scaling effect. It should be first mentioned that the equations of first-strain gradient are easily obtained in the present case by canceling all the SSG-related terms in Eq. (75). One obtains (in the absence of distributed loading)

$$
\begin{equation*}
\frac{C_{x x x}^{x x x}}{C_{x x}^{x x}} \frac{\mathrm{~d}^{4} u}{\mathrm{~d} x^{4}}-\frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}=0 \forall x \in[0, L] \tag{87}
\end{equation*}
$$

which is formally similar to the equation obtained using a purely kinematic approach [42] with a simplified constitutive equation [43] :

$$
\begin{equation*}
g^{2} \frac{\mathrm{~d}^{4} u}{\mathrm{~d} x^{4}}-\frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}=0 \forall x \in[0, L] \tag{88}
\end{equation*}
$$

The main outcome of the proposed approach is thus the definition

$$
\begin{equation*}
g^{2}=\frac{C_{x x x}^{x x x}}{C_{x x}^{x x}} \tag{89}
\end{equation*}
$$

thus relating the parameters of the 3D constitutive law to the parameters of the equations governing the beam behavior. Using this first-strain gradient theory with the chosen boundary conditions yields exactly the same solution as for Cauchy materials for the tension problem. The sole effect of secondstrain gradient elasticity is thus probed by this tensile test if second-strain gradient elasticity is used.

### 5.1.2. Application to the simulated materials

The quantities involved in the tension problem are now analyzed for a large number of material parameters sets. 999 material parameters sets have been obtained by generating parameters sets with $l_{S}=1 \times 10^{-3}$ and keeping those yielding a positive definite stiffness tensor. These parameters sets can be scaled to physical ones by setting physical $l_{S}$ values [44, 45, 46].


Figure 1: Cumulative distribution function for $\frac{C_{x x}^{x x}}{E}$.
The cumulative distribution function for $\frac{C_{x x}^{x x}}{E}$ is reported in Fig.1. The obtained values are always such that $C_{x x}^{x x} \leq E$. It should be noted that $73 \%$ of the tested materials yield $C_{x x}^{x x} \geq 0.95 \times E$. The cumulative distribution function for $\left|\alpha_{7}^{2}\right| \times l_{S}^{2}$ is reported in Fig 2. As already mentioned, $\alpha_{7}^{2}$ is either positive or negative (yielding real or pure complex values for $\alpha_{7}$ ), and $\alpha_{7}^{2}$ may be considered to scale as $l_{S}^{-2}$ since $61.5 \%$ of the tested materials yield $\left|\alpha_{7}^{2}\right| \times l_{S}^{2}<10$. The cumulative distribution function for $\left|\lambda_{u}\right| / l_{S}$ is shown in Fig. 3. It can be kept that $\left|\lambda_{u}\right|$ scales as $l_{S}$, since $98.5 \%$ of the tested


Figure 2: Cumulative distribution function for $\left|\alpha_{7}^{2}\right| \times l_{S}^{2}$.


Figure 3: Cumulative distribution function for $\left|\lambda_{u}\right| / l_{S}$.
materials yield $\left|\lambda_{u}\right| / l_{S}<2 . C_{x x x}^{x x x}$ is found to be always positive, and scales as $\mu \times l_{S}^{2}$, as seen in Fig. 4. $C_{x x x x}^{x x}$ and $C_{x x}^{x x x x}$ are contrarily found to be either positive or negative. $\left|C_{x x x x}^{x x}\right|$ is found to scale as $\mu \times l_{S}^{2}$, as seen in Fig.


Figure 4: Cumulative distribution function for $C_{x x x}^{x x x} / l_{S}^{2}$.


Figure 5: Cumulative distribution function for $\left|C_{x x x x}^{x x}\right| / l_{S}^{2}$.
5. Similarly, $\left|C_{x x}^{x x x x}\right|$ is found to scale as $\mu \times l_{S}^{2}$, as seen in Fig. 6. $C_{x x x x}^{x x x x}$ is also found to be either positive or negative, and scales as $\mu \times l_{S}^{4}$ (see Fig.


Figure 6: Cumulative distribution function for $\left|C_{x x}^{x x x x}\right| / l_{S}^{2}$.


Figure 7: Cumulative distribution function for $C_{x x x x}^{x x x x} / l_{S}^{4}$.

7 ). The products $\alpha_{7} C_{x x}^{i x}$ and $\alpha_{7} C_{x x x x}^{i x}$ are found to be always real. Even though its distribution is rather scattered, $\alpha_{7} C_{x x}^{i x}$ is considered to scale as $\mu$ (see Fig. 8). Similarly, $\alpha_{7} C_{x x x x}^{i x}$ is found to scale as $\mu \times l_{S}^{2}$ (see Fig. 9). Using


Figure 8: Cumulative distribution function for $\alpha_{7} C_{x x}^{i x}$ (zoom).


Figure 9: Cumulative distribution function for $\alpha_{7} C_{x x x x}^{i x} / l_{S}^{2}$ (zoom).
all these coefficients, the tension stiffness of beams is computed following the procedure detailed in Sect. 5.1.1, as a function of the beam's length $L$ and of the cohesion modulus $b_{0}$.


Figure 10: a) Normalized tension stiffnesses for 'blue' and 'green' materials (see Appendix E) using a purely kinematic approach. b) Normalized tension stiffnesses for 'blue' and 'green' materials and two different cohesion modulus values with the present approach : solid lines are for $b_{0}=0$, dashed lines are for $b_{0}=l_{S}^{2}$.

Fig. 10a first shows two examples of the tension stiffness $S_{S S G}$ obtained using a purely kinematic approach as described in [33], without any arbitrary rescaling. The used constitutive parameters are gathered in Appendix E. The beam's length is here normalized with respect to $\lambda_{S}=\left|\sum_{j} \lambda_{u, j}\right|$. It should be outlined that for $L \gg \lambda_{S}, S_{S S G}$ does not converge to $S_{\text {Cauchy }}$. This is another illustration of the deficiency inherited of the purely kinematic construction already shown in [35]. The beam's tension stiffness actually tends to $(\lambda+2 \mu) S / L$ if the corresponding coefficient is not (arbitrarily) modified [33, 35]. The purpose of the present approach is to correct for such a deficiency and Fig. 10b displays two examples of the tension stiffness $S_{S S G}$ obtained using the theory proposed herein, compared to the stiffness commonly obtained using Cauchy materials ( $S_{\text {Cauchy }}=C_{x x}^{x x} S / L$ ). The solid lines are obtained by setting $b_{0}=0$, that is by discarding any surface tension. It
is first seen that for $L \gg \lambda_{S}, S_{S S G} \rightarrow S_{\text {Cauchy }}$ so that the usual behavior is recovered. Using the approach proposed herein, the limit is actually shown to read $C_{x x}^{x x} S / L$ (where the asymptotic behavior (67) holds). For $L \ll \lambda_{S}$, the tensile stiffness is driven by the higher-order elasticity parameters but the order in magnitude is preserved. The dashed lines are obtained by setting $b_{0}=l_{S}^{2}$. This clearly affects the tensile stiffness in the $L \ll \lambda_{S}$ region, thereby highlighting the smaller beams are sensitive to surface elasticity in addition to bulk elasticity. $\lambda_{S}$ may thus be used as the cross-over between two regimes for the elastic behavior of the beam : for beam lengths smaller than $\lambda_{S}$, the elasticity in tension is surface-driven, which it is proposed to denote as ecto-elastic (from ancient Greek "ektòs", "outside"). If $L \gg \lambda_{S}$, the behavior is classically driven by the bulk.

Even though the cross-section dimensions do not appear explicitly in these results, it should be recalled that the proposed equations hold if the stresses fields belong to $\Theta$ (see Eq.(34)). The corresponding assumption could be assessed for specific dimensions using a dedicated numerical scheme, see [23] for instance.

### 5.2. Bending stiffness

### 5.2.1. Governing equations

One now focuses on the bending problem, for which the general solution $v(x)$ has to satisfy

$$
\begin{equation*}
C_{x x x x}^{x x x x} \frac{t^{2}}{12} \frac{\mathrm{~d}^{8} v}{\mathrm{~d} x^{8}}+A \frac{\mathrm{~d}^{6} v}{\mathrm{~d} x^{6}}+K \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}-t\left(C_{x x x x}^{i x} \frac{\mathrm{~d}^{4} \dot{I}_{x}}{\mathrm{~d} x^{4}}+C_{x x}^{i x} \frac{\mathrm{~d}^{2} \dot{I}_{x}}{\mathrm{~d} x^{2}}\right)=0 \forall x \in[0, L] \tag{90}
\end{equation*}
$$

with

$$
\begin{align*}
A= & \frac{t^{2}}{12}\left(C_{x x}^{x x x x}+C_{x x x x}^{x x}-C_{x x x}^{x x x}\right) \\
& -2 C_{x y x}^{x x x x y}+C_{x x y}^{x x x y}+3 C_{x x y x}^{x x x y}-C_{x x x y}^{x x x y}  \tag{91}\\
K= & C_{x x y}^{x x y}-2 C_{x y x}^{x x y}+\frac{C_{x x}^{x x} t^{2}}{12} \tag{92}
\end{align*}
$$

Looking for solutions of the form (73) yields the characteristic equation

$$
\begin{array}{r}
0=\alpha_{v}^{4}\left\{\left(C_{x x x x}^{x x x x} \frac{t^{2}}{12} \alpha_{v}^{4}+A \alpha_{v}^{2}+K+\frac{2 \alpha_{7} t^{2}}{12} \frac{\alpha_{v}^{2} C_{x x}^{i x}+\alpha_{v}^{4} C_{x x x x}^{i x}}{\alpha_{v}^{2}-\alpha_{7}^{2}}\right) e^{\alpha_{v} x}\right. \\
\left.+\frac{t^{2} \alpha_{7}^{2}}{12}\left(C_{x x}^{i x}+\alpha_{7}^{2} C_{x x x x}^{i x}\right)\left(K^{\prime}+e^{\alpha_{7} x}-K^{-} e^{-\alpha_{7} x}\right)\right\} \tag{93}
\end{array}
$$

It is clear from Eq.(93) that $\alpha_{v}^{4}=0$ is a trivial solution, and that the equation obtained by multiplying Eq.(93) by $\frac{\alpha_{v}^{2}-\alpha_{7}^{2}}{\alpha_{v}^{4}}$, has solutions if $K^{-}=K^{+}=0$. One thus obtains

$$
\begin{align*}
& C_{x x x x}^{x x x x} \frac{t^{2}}{12} \alpha_{v}^{6}+\left(A-\alpha_{7}^{2} C_{x x x x}^{x x x x} \frac{t^{2}}{12}+\frac{t^{2}}{6} \alpha_{7} C_{x x x x}^{i x}\right) \alpha_{v}^{4}+ \\
&\left(K-A \alpha_{7}^{2}+\frac{t^{2}}{6} \alpha_{7} C_{x x}^{i x}\right) \alpha_{v}^{2}-K \alpha_{7}^{2}=0 \tag{94}
\end{align*}
$$

The $t \rightarrow 0$ limit should be considered. For $t=0$, the characteristic polynomial simplifies as

$$
\begin{equation*}
A_{0} \alpha_{v}^{4}+\left(K_{0}-A_{0} \alpha_{7}^{2}\right) \alpha_{v}^{2}-K_{0} \alpha_{7}^{2}=0 \tag{95}
\end{equation*}
$$

with

$$
\begin{align*}
& A_{0}=-2 C_{x y x}^{x x x x y}+C_{x x y}^{x x x y}+3 C_{x x y x}^{x x x y}-C_{x x x y}^{x x x y}  \tag{96}\\
& K_{0}=C_{x x y}^{x x y}-2 C_{x y x}^{x x y} \tag{97}
\end{align*}
$$

and thus defines two finite solutions

$$
\begin{equation*}
\alpha_{v}^{2}=\frac{-K_{0}+A_{0} \alpha_{7}^{2} \pm\left|K_{0}+A_{0} \alpha_{7}^{2}\right|}{2 A_{0}} \tag{98}
\end{equation*}
$$

It is easily checked that the third solution reads

$$
\begin{equation*}
\alpha_{v}^{2} \simeq-\frac{12 A_{0}}{C_{x x x x}^{x x x}} t^{-2} \tag{99}
\end{equation*}
$$

for a vanishing thickness. In general, the solutions read

$$
\begin{equation*}
\alpha_{v}=\left\{ \pm \lambda_{v, 1}^{-1}, \pm \lambda_{v, 2}^{-1}, \pm \lambda_{v, 3}^{-1}, 0\right\} \tag{100}
\end{equation*}
$$

where $\lambda_{v, 1}, \lambda_{v, 2}$ and $\lambda_{v, 3}$ are generally complex numbers scaling as lengths. The general solution $v(x)$ therefore reads

$$
\begin{equation*}
v(x)=q_{0}+\sum_{i=1}^{3} \frac{q_{i}}{i}\left(\frac{x}{L}\right)^{i}+\sum_{j=1}^{3} \gamma_{j}^{+} \exp \left(\frac{x}{\lambda_{v, j}}\right)+\gamma_{j}^{-} \exp \left(-\frac{x}{\lambda_{v, j}}\right) \tag{101}
\end{equation*}
$$

$\left\{q_{i}, \gamma_{j}^{+}, \gamma_{j}^{-}\right\}$, are the 10 constants to be set from the boundary conditions. However, only 8 boundary conditions are obtained from Eq.(68). Assuming the beam is clamped at $x=0$, these boundary conditions read

$$
\begin{aligned}
v(0) & =0 \\
\frac{\mathrm{~d} v}{\mathrm{~d} x}(0) & =0 \\
C_{x x x x x}^{x x x} \frac{t^{2}}{12} \frac{\mathrm{~d}^{5} v}{\mathrm{~d} x^{5}}(0)+J \frac{\mathrm{~d}^{3} v}{\mathrm{~d} x^{3}}(0)-t C_{x x x x}^{i x} \frac{\mathrm{~d} \dot{I}_{x}}{\mathrm{~d} x}(0) & =0 \\
C_{x x x x}^{x x x x} \frac{t}{12} \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}(0)+C_{x x x x}^{x x} \frac{t}{12} \frac{\mathrm{~d}^{2} v}{\mathrm{~d} x^{2}}(0)-C_{x x x x}^{i x} I_{x}(0) & =0
\end{aligned}
$$

with

$$
\begin{equation*}
J=\frac{t^{2}}{12}\left(C_{x x x x}^{x x}-C_{x x x}^{x x x}\right)+3 C_{x x y x}^{x x x y}-C_{x x x y}^{x x x y} \tag{102}
\end{equation*}
$$

Again extending to second-strain gradient elasticity the terms coined in [47] for first strain-gradient elasticity, this would correspond to singly clamped beam at $x=0$. A bending force $F$ is applied at $x=L$, the work of external
forces reads $\delta W^{\star}=F v^{\star}(x=L)$ so that

$$
\begin{aligned}
C_{x x x x}^{x x x x} \frac{t^{2}}{12} \frac{\mathrm{~d}^{7} v}{\mathrm{~d} x^{7}}(L)+A \frac{\mathrm{~d}^{5} v}{\mathrm{~d} x^{5}}(L)+K \frac{\mathrm{~d}^{3} v}{\mathrm{~d} x^{3}}(L)-t\left(C_{x x x x}^{i x} \frac{\mathrm{~d}^{3} I_{x}}{\mathrm{~d} x^{3}}(L)+C_{x x}^{i x} \frac{\mathrm{~d} \dot{I}_{x}}{\mathrm{~d} x}(L)\right) & =-\frac{F}{b t} \\
C_{x x x x}^{x x x x} \frac{t^{2}}{12} \frac{\mathrm{~d}^{6} v}{\mathrm{~d} x^{6}}(L)+\frac{\mathrm{d}^{4} v}{\mathrm{~d} x^{4}}(L)+K \frac{\mathrm{~d}^{2} v}{\mathrm{~d} x^{2}}(L)-t\left(C_{x x x x}^{i x} \frac{\mathrm{~d}^{2} I_{x}^{\prime}}{\mathrm{d} x^{2}}(L)+C_{x x}^{i x} \dot{I}_{x}^{\prime}(L)\right) & =0 \\
C_{x x x x}^{x x x x} \frac{t^{2}}{12} \frac{\mathrm{~d}^{5} v}{\mathrm{~d} x^{5}}(L)+J \frac{\mathrm{~d}^{3} v}{\mathrm{~d} x^{3}}(L)-t C_{x x x x}^{i x} \frac{\mathrm{~d} \dot{I}_{x}}{\mathrm{~d} x}(L) & =0 \\
C_{x x x x}^{x x x x} \frac{t}{12} \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}(L)+C_{x x x x}^{x x} \frac{t}{12} \frac{\mathrm{~d}^{2} v}{\mathrm{~d} x^{2}}(L)-C_{x x x x}^{i x} \dot{I}_{x}^{\prime}(L) & =0
\end{aligned}
$$

These boundary conditions would be denoted as free if one extends the proposition in [47]. These 8 conditions are obviously not sufficient to yield a unique solution. This again results from the non-local terms in the optimal constitutive equations. Denoting

$$
\begin{align*}
\dot{S}_{j} & =\frac{\alpha_{7} C_{x x x x}^{i x} t}{6 \lambda_{v, j}^{2}\left(1-\alpha_{7}^{2} \lambda_{v, j}^{2}\right)}+\frac{C_{x x x x}^{x x} t}{12 \lambda_{v, j}^{2}}+\frac{C_{x x x x}^{x x x x} t}{12 \lambda_{v, j}^{4}}  \tag{103}\\
\dot{T}_{j}^{\prime} & =\frac{J}{\lambda_{v, j}^{3}}+\frac{\alpha_{7} C_{x x x x}^{i x} t^{2}}{6 \lambda_{v, j}^{3}\left(1-\alpha_{7}^{2} \lambda_{v, j}^{2}\right)}+\frac{C_{x x x x}^{x x x x} t^{2}}{12 \lambda_{v, j}^{5}}  \tag{104}\\
\dot{U}_{j}^{\prime} & =\frac{K}{\lambda_{v, j}^{3}}+\frac{A}{\lambda_{v, j}^{5}}+\frac{\alpha_{7} t^{2}}{6 \lambda_{v, j}^{2}\left(1-\alpha_{7}^{2} \lambda_{v, j}^{2}\right)}\left(\frac{C_{x x}^{i x}}{\lambda_{v, j}}+\frac{C_{x x x x}^{i x}}{\lambda_{v, j}^{3}}\right)+\frac{C_{x x x x}^{x x x x} t^{2}}{12 \lambda_{v, j}^{7}}(105) \tag{105}
\end{align*}
$$

the linear system to be solved reads
where

$$
\begin{equation*}
\mathbf{V}^{t}=\left[q_{0}, q_{1}, q_{2}, q_{3} \gamma_{1}^{+}, \gamma_{1}^{-}, \gamma_{2}^{+}, \gamma_{2}^{-}, \gamma_{3}^{+}, \gamma_{3}^{-}\right]^{t} \tag{107}
\end{equation*}
$$

The full solution space for $\mathbf{V}$ reads

$$
\begin{equation*}
\mathbf{V}=\mathbf{V}_{m}+\mathcal{V}_{E} \mathbf{R}_{E} \tag{108}
\end{equation*}
$$

where the columns of $\mathcal{V}_{E}$ span the nullspace of the matrix above. A unique solution for $\mathbf{V}$ is again obtained as the minimizer of the total constitutive equation gap in the beam (see Eq.(83)). The linear system provided by the stationarity condition is again built explicitly and solved to yield the solution $\hat{\mathbf{R}_{E}}$ under the constrain of real-valued displacement fields. The components of the displacement field are thus obtained

$$
\begin{equation*}
\hat{\mathbf{V}}=\mathbf{V}_{m}+\mathcal{V}_{E} \hat{\mathbf{R}_{E}} \tag{109}
\end{equation*}
$$

The main difference is that for the bending of a beam with a symmetric cross-section, the $b_{0}$ related terms are found to vanish. This is the expected behavior : in such case, the total amount of beam's surface remains unchanged by the deformation, so that the solution is always insensitive to the surface elasticity. The normalized bending stiffness

$$
\begin{equation*}
\frac{K_{V}^{S S G}}{K_{V}^{\text {Cauchy }}}=\frac{4 F L^{3}}{b t^{3} v(L) C_{x x}^{x x}} \tag{110}
\end{equation*}
$$

may thus be computed to illustrate the scaling effect, which can be compared to the one predicted by first-strain gradient elasticity (see Appendix D) or Cauchy elasticity.

### 5.2.2. Application to the simulated materials

Reusing the material parameters sets generated in Sect.(5.1.2), the quantities involved in the bending problem are analyzed. The scale effect is then assessed in two steps of increasing complexity : the results for the present
theory applied keeping only Cauchy and first-strain gradient terms are first analyzed, and then serve as a reference when analyzing the results obtained when including second-strain gradient elasticity.

First-strain gradient elasticity. The solution for the bending problem in firststrain gradient elasticity is derived in Appendix D. The key parameters are now reviewed. Fig. 11 displays the cumulative distribution function


Figure 11: Cumulative distribution function for $\left(C_{x x y}^{x x y}-2 C_{x y x}^{x x y}\right) \times l_{S}^{-2}$.
for $\left(C_{x x y}^{x x y}-2 C_{x y x}^{x x y}\right) \times l_{S}^{-2}$. It may be seen in particular that this term is always positive. The consequence is that $K$ is always positive, so that the characteristic length $\lambda_{V}$, which depends on the material and on the beam thickness (see Appendix D), is always a real positive number. It converges to a constant value

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \lambda_{V}=\sqrt{\frac{C_{x x x}^{x x x}}{C_{x x}^{x x}}}=\lambda_{V}^{\infty} \tag{111}
\end{equation*}
$$

for large thicknesses and is proportional to the beam thickness in the vanishing thickness limit

$$
\begin{equation*}
\lambda_{V} \underset{t=0}{\propto} t \sqrt{\frac{C_{x x x}^{x x x}}{12\left(C_{x x y}^{x x y}-2 C_{x y x}^{x x y}\right)}}=\hat{\lambda_{0}} t \tag{112}
\end{equation*}
$$



Figure 12: Cumulative distribution function for $\lambda_{V}^{\infty} \times l_{S}^{-1}$.
$\lambda_{V}^{\infty}$ is shown to scale as $l_{S}$ (see Fig. 12 ) and $\hat{\lambda_{0}}$ scales as unity (see Fig. 13). In the sequel, the investigated thickness range is defined with respect to

$$
\begin{equation*}
t_{T}=\sqrt{\frac{12\left(C_{x x y}^{x x y}-2 C_{x y x}^{x x y}\right)}{C_{x x}^{x x}}} \tag{113}
\end{equation*}
$$

so that $t \gg t_{T}$ implies that $K \propto \frac{C_{x x}^{x x} t^{2}}{12}$, whereas $t \ll t_{T}$ corresponds to $K \propto C_{x x y}^{x x y}-2 C_{x y x}^{x x y}$ (see Eq. 92).

Fig. 14 thus illustrates these two regimes on the $\lambda_{V}$ value for two particular materials. Fig 15 illustrates the effect of both the cantilever's thickness


Figure 13: Cumulative distribution function for $\hat{\lambda_{0}}$.


Figure 14: $\lambda_{V} \times l_{S}^{-1}$ as a function of $\log _{10}\left(t / t_{T}\right)$ for the materials of Fig. 10 .
and length on the normalized bending stiffness for the "blue" material of Fig. 10. As the beam geometry imposes that $L \gg t$, the normalized bending stiff-


Figure 15: $\log _{10}\left(K_{V}^{F S G} / K_{V}^{\text {Cauchy }}\right)$ as a function of $\log _{10}\left(t / t_{T}\right)$ and $\log _{10}(L / t)$ for "blue" material of Fig. 10.
ness is shown for lengths $L$ such as $5 t \leq L \leq 100 t$. As a single characteristic length $\left(\lambda_{V}\right)$ is involved, it is clear that the cantilever's thickness is the main parameter driving the size-dependent elasticity. This is further illustrated on Fig. 16 on which $\log _{10}\left(K_{V}^{F S G} / K_{V}^{\text {Cauchy }}\right)$ is plotted as a function of $\log _{10}\left(t / t_{T}\right)$ for $L=10 \times t$ for blue material of Fig. 10. $t \gg t_{T}$ corresponds to a regime where the size-effect vanishes, whereas the domain $t \ll t_{T}$ is characterized by $\frac{K_{V}^{F S G}}{K_{V}^{\text {Couchy }}} \propto\left(\frac{t}{t_{T}}\right)^{-2}$. Decreasing the cantilever's thickness is always found to yield an apparent stiffening of the beam. The beam's length has a negligible role : in the probed lengths range, its impact on the flexural beam stiffness is below $1 \%$.


Figure 16: $\log _{10}\left(K_{V}^{F S G} / K_{V}^{\text {Cauchy }}\right)$ as a function of $\log _{10}\left(t / t_{T}\right)$ for $L=10 \times t$ for "blue" material of Fig. 10.

The results for the first-strain gradient elasticity are rather simple and thus provide a first step to further elaborate on results obtained with higherorder elasticity. As for bars, the proposed approach extends the validity range of the differential equations obtained with a simplified constitutive equation (see Appendix D).

Second-strain gradient elasticity. It is chosen for the sake of robustness to obtain $\mathbf{V}_{m}$ by removing the two columns of the matrix in Eq.(106) corresponding to the $\lambda_{v, i}$ with the smallest norm, thus avoiding to make use of the $\lambda_{v, i}$ vanishing when $t$ goes to 0 . It should actually be noted that for $t$ much larger than $t_{T}$, about $57 \%$ of the materials are found to result in at least one pure imaginary $\lambda_{v, i}$. This means that the displacement field may possibly be 'decorated' with a sinusoidal term all along the beam, provided that the beam length and the loading allow this deformation mode to develop.


Figure 17: a) $\log _{10}\left(K_{V}^{S S G} / K_{V}^{\text {Cauchy }}\right)$ as a function of $\log _{10}\left(t / t_{T}\right)$ and $\log _{10}(L / t)$ for blue material of Fig. 10 using a purely kinematic approach. b) $\log _{10}\left(K_{V}^{S S G} / K_{V}^{\text {Cauchy }}\right)$ as a function of $\log _{10}\left(t / t_{T}\right)$ and $\log _{10}(L / t)$ for the same material using the present approach.

Fig. 17a displays the normalized bending stiffness $\log _{10}\left(K_{V}^{S S G} / K_{V}^{\text {Cauchy }}\right)$ obtained using second-strain gradient elasticity for the material of Fig. 15 and a purely kinematic approach [33]. The computed stiffness is barely distinguishable from the one in Fig. 15, thereby suggesting a limited impact of second-strain gradient elasticity on the stiffness. In the large thickness regime $\left(t \gg t_{T}\right)$, this stiffness however does not converge to 1 , as a result of the deficiency already analyzed in Sect. 5.1.2. As it may be seen on Fig. 17b, the normalized bending stiffness $\log _{10}\left(K_{V}^{S S G} / K_{V}^{\text {Cauchy }}\right)$ obtained using the present approach is mainly governed by the thickness value and converges to 1 for large thicknesses. This proves again that the built highergrade beam theory is consistent with the usual beam theories, without any rescaling of the stiffness parameters to render the Poisson effect. It can also be seen that both the cantilever's length and thickness play a role in the beam bending stiffness, even though the thickness is the main driving parameter.


Figure 18: $\log _{10}\left(K_{V}^{S S G} / K_{V}^{\text {Cauchy }}\right)$ (computed using a purely kinematic approach : dots, computed using the present approach : dashed line) and $\log _{10}\left(K_{V}^{F S G} / K_{V}^{\text {Cauchy }}\right)$ (solid line) as a function of $\log _{10}\left(t / t_{T}\right)$ for $L=10 \times t$ for "blue" material of Fig. 10 .

The dependence of the normalized bending stiffness to the thickness is now non monotonic, as it may be seen on Fig. 17 and more precisely on Fig. 18, where both the normalized stiffnesses obtained for first and second strain-gradient elasticity (computed using a purely kinematic and the present approach) have been reported for the same material and the same dimensional range. The key result is that both grades affect the bending stiffness in the same dimensional range. This is clearly missed if one uses a purely kinematic approach, as the stiffness is then always very close to the one obtained using the first-strain gradient elasticity. This is however of major importance, since most of the reported experimental results regarding size-dependent elasticity deal with cantilever bending. The consequence is that both should always be considered simultaneously when analyzing experimental results, and that second-strain gradient elasticity should not be
considered, in general, as a correction to first-strain gradient elasticity which would be significant only for the smallest dimensions. This results from the fact that second-strain gradient introduces a coupling (through the $c_{i}$ parameters) between second strain-gradient and Cauchy elasticity, which is absent from first-strain gradient elasticity.

## 6. Conclusion

Starting from the constitutive equation, beam equations have been derived for higher-grade elastic materials. The originality of this contribution stems from the fact that the static admissibility conditions are taken into account, so that these equations naturally converge to those classically obtained from Cauchy elasticity when the beam dimensions are large enough. The obtained equations thus benefit from the thermodynamic grounds of 3D elasticity and overcome the deficiencies resulting from a purely kinematic construction of the beam equations. The resulting material parameters are expressed as closed-forms, so that the resulting beam equations are kept very simple.

This approach has been exemplified on second-strain gradient elasticity with an Euler-Bernoulli kinematics, which is shown to result in non-local beam equations, whose shape function and characteristic length result from the 3D elastic parameters and are expressed as closed-forms. Second-strain gradient elasticity is of particular interest since it makes a cohesion modulus (i.e., the equivalent of surface tension for solids) naturally appear. Such a framework is thus perfectly suited to describe scale effects one could wish to exploit for the design of innovative MEMS devices, and the rather simple approach pro-
posed herein allows for extensions to more complicated beam kinematics. In addition, applying the present approach to first-strain gradient elasticity formally confirms the differential equations obtained using a purely kinematic approach and a simplified constitutive equation. This extends their validity range and further provides the definition of the involved parameters.

Having a robust set of equations at hand to describe the behavior of highergrade elastic beams allows to assess the role of the different grades on the size-dependent elasticity. As the tension problem only activates second-strain gradient elasticity, it is proposed to use it to define two elastic regimes. Namely, it allows to distinguish a regime (which it is proposed to denote as 'ecto-elastic') for which the tensile stiffness is driven by the cohesion modulus instead of being dominated by bulk elasticity. The beam length separating these two regimes has been defined as a function of the elastic parameters of the material under consideration. These governing equations for beams made of second strain-gradient elastic beams also suggest that second-strain gradient elasticity and first-strain gradient elasticity potentially affect the bending stiffness in the same dimensional range, so that both should always be considered simultaneously when analyzing experimental results.

This work is also expected to trigger some key developments for those interested in exploiting scale effects in solids :

- As outlined in Sect.4.4, and besides the effect on stiffness illustrated in Sect.5.1, the equations derived herein render the effect of a cohesion modulus change as an external loading. Equations obtained by following the proposed approach are thus expected to provide a framework which is adequate to model the chemo-mechanical couplings exploited
in micro-mechanical sensors. Even though this is out of the scope of this contribution, it is clear that this framework provides some crucial advantages for the understanding of the conversion phenomena at stake in cantilever-based sensors. Contrary to the widely used Stoney's equation, the role of the cantilever material in the chemo-mechanical transduction is here clearly described, and may explain the discrepancies observed in the literature [6].
- As it has been exemplified in Sect. 5, the solutions obtained using second-strain gradient elasticity involve responses at different scales, corresponding to the different grades. These are thus a starting point to devise experimental procedures aimed at identifying the higher-grade elastic parameters of materials. As such, this me paves the way to the experimental identification of the higher-order elastic parameters involved in the equations derived herein and defines a new challenge for experimental mechanics.


## Appendix A. Euler-Bernoulli beam using 3D second-strain gradient elasticity

As recalled in the introduction, most of the beam equations derived in the literature for higher-grade elasticity are obtained by applying the 3D constitutive law to the (higher-order) strains derived from the chosen beam kinematics. The stresses obtained in this way are recalled hereafter for the sake of comparison with the optimal stresses derived in this contribution.

Solely using $\mathcal{C}$

$$
\begin{align*}
\tau_{x x}= & (\lambda+2 \mu) \epsilon_{x x}+\left(c_{1}+c_{2}+c_{3}\right) \epsilon_{x x x x}  \tag{A.1}\\
\tau_{x x x}= & 2\left(a_{1}+a_{2}+a_{3}+a_{4}+a_{5}\right) \epsilon_{x x x}  \tag{A.2}\\
\tau_{x y x}= & \left(a_{1}+2 a_{4}+a_{5}\right) \epsilon_{x y x}+\left(\frac{a_{2}}{2}+a_{5}\right) \epsilon_{x x y}  \tag{A.3}\\
\tau_{x x y}= & \left(a_{2}+2 a_{5}\right) \epsilon_{x y x}+2\left(a_{3}+a_{4}\right) \epsilon_{x x y}  \tag{A.4}\\
\tau_{x x x x}= & 2\left(b_{1}+b_{2}+b_{3}+b_{4}+b_{5}+b_{6}+b_{7}\right) \epsilon_{x x x x} \\
& +\frac{b_{3}}{2}\left(\epsilon_{x x y x}+\epsilon_{x x x y}\right)+\left(c_{1}+c_{2}+c_{3}\right) \epsilon_{x x}+b_{0}  \tag{A.5}\\
\tau_{x x y x}= & \frac{2}{3}\left(2 b_{2}+b_{3}+b_{5}+3 b_{6}+2 b_{7}\right) \epsilon_{x x y x} \\
& +\frac{1}{3}\left(b_{3}+2 b_{4}+2 b_{7}\right) \epsilon_{x x x y}  \tag{A.6}\\
\tau_{x x x y}= & \left(b_{3}+2 b_{4}+2 b_{7}\right) \epsilon_{x x y x}+2\left(b_{5}+b_{6}\right) \epsilon_{x x x y} \tag{A.7}
\end{align*}
$$

, so that without any consideration for static admissibility, the $\tau^{1}$ components in the beam therefore read:

$$
\begin{align*}
\tau_{x x}^{3 D} & =(\lambda+2 \mu)\left(-y \frac{\mathrm{~d}^{2} v}{\mathrm{~d} x^{2}}+\frac{\mathrm{d} u}{\mathrm{~d} x}\right)+\left(c_{1}+c_{2}+c_{3}\right)\left(-y \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}+\frac{\mathrm{d}^{3} u}{\mathrm{~d} x^{3}}\right) \\
\tau_{x y}^{3 D} & =-c_{2} \frac{\mathrm{~d}^{3} v}{\mathrm{~d} x^{3}}  \tag{A.9}\\
\tau_{y y}^{3 D} & =\lambda\left(-y \frac{\mathrm{~d}^{2} v}{\mathrm{~d} x^{2}}+\frac{\mathrm{d} u}{\mathrm{~d} x}\right)+\left(c_{1}+c_{2}\right)\left(-y \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}+\frac{\mathrm{d}^{3} u}{\mathrm{~d} x^{3}}\right) \tag{A.10}
\end{align*}
$$

$$
\begin{align*}
& \tau^{2}: \\
& \tau_{x x x}^{3 D}=2\left(a_{1}+a_{2}+a_{3}+a_{4}+a_{5}\right)\left(-y \frac{\mathrm{~d}^{3} v}{\mathrm{~d} x^{3}}+\frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}\right)  \tag{A.11}\\
& \tau_{y x x}^{3 D}=\left(a_{1}-\frac{a_{2}}{2}+2 a_{4}\right)\left(-\frac{\mathrm{d}^{2} v}{\mathrm{~d} x^{2}}\right)  \tag{A.12}\\
& \tau_{y y x}^{3 D}=2 a_{3}\left(-y \frac{\mathrm{~d}^{3} v}{\mathrm{~d} x^{3}}+\frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}\right)  \tag{A.13}\\
& \tau_{x x y}^{3 D}=\left(-a_{2}+2 a_{3}+2 a_{4}-2 a_{5}\right) \frac{\mathrm{d}^{2} v}{\mathrm{~d} x^{2}}  \tag{A.14}\\
& \tau_{y x y}^{3 D}=\left(a_{1}+\frac{a_{2}}{2}\right)\left(-y \frac{\mathrm{~d}^{3} v}{\mathrm{~d} x^{3}}+\frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}\right)  \tag{A.15}\\
& \tau_{y y y}^{3 D}=2\left(-a_{1}+a_{3}\right) \frac{\mathrm{d}^{2} v}{\mathrm{~d} x^{2}} \tag{A.16}
\end{align*}
$$

$$
\begin{align*}
& \tau^{3}: \\
& \tau_{x x x x}^{3 D}= 2\left(b_{1}+b_{2}+b_{3}+b_{4}+b_{5}+b_{6}+b_{7}\right)\left(-y \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}+\frac{\mathrm{d}^{3} u}{\mathrm{~d} x^{3}}\right) \\
&+\left(c_{1}+c_{2}+c_{3}\right)\left(-y \frac{\mathrm{~d}^{2} v}{\mathrm{~d} x^{2}}+\frac{\mathrm{d} u}{\mathrm{~d} x}\right)+b_{0}  \tag{A.17}\\
& \tau_{y x x x}^{3 D}= \frac{1}{3}\left(-4 b_{2}-b_{3}+2 b_{4}-2 b_{5}-6 b_{6}-2 b_{7}\right) \frac{\mathrm{d}^{3} v}{\mathrm{~d} x^{3}}  \tag{A.18}\\
& \tau_{y y x x}^{3 D}= \frac{1}{3}\left(2 b_{1}+b_{3}+2 b_{4}+2 b_{5}\right)\left(-y \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}+\frac{\mathrm{d}^{3} u}{\mathrm{~d} x^{3}}\right) \\
&+\frac{1}{3}\left(c_{1}+c_{3}\right)\left(-y \frac{\mathrm{~d}^{2} v}{\mathrm{~d} x^{2}}+\frac{\mathrm{d} u}{\mathrm{~d} x}\right)+\frac{b_{0}}{3}  \tag{A.19}\\
& \tau_{y y y x}^{3 D}=\left(-b_{3}+2 b_{4}-2 b_{5}\right) \frac{\mathrm{d}^{3} v}{\mathrm{~d} x^{3}}  \tag{A.20}\\
& \tau_{x x x y}^{3 D}=\left(-b_{3}-2 b_{4}+2 b_{5}+2 b_{6}-2 b_{7}\right) \frac{\mathrm{d}^{3} v}{\mathrm{~d} x^{3}}  \tag{A.21}\\
& \tau_{y x x y}^{3 D}= \frac{1}{3}\left(2 b_{1}+2 b_{2}+b_{3}\right)\left(-y \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}+\frac{\mathrm{d}^{3} u}{\mathrm{~d} x^{3}}\right) \\
&+\frac{1}{3}\left(c_{1}+c_{2}\right)\left(-y \frac{\mathrm{~d}^{2} v}{\mathrm{~d} x^{2}}+\frac{\mathrm{d} u}{\mathrm{~d} x}\right)+\frac{b_{0}}{3}  \tag{A.22}\\
& \tau_{y y x y}^{3 D}= \frac{1}{3}\left(-4 b_{2}-b_{3}-2 b_{4}+2 b_{5}\right) \frac{\mathrm{d}^{3} v}{\mathrm{~d} x^{3}}  \tag{A.23}\\
& \tau_{y y y y}^{3 D}= 2 b_{1}\left(-y \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}+\frac{\mathrm{d}^{3} u}{\mathrm{~d} x^{3}}\right)+c_{1}\left(-y \frac{\mathrm{~d}^{2} v}{\mathrm{~d} x^{2}}+\frac{\mathrm{d} u}{\mathrm{~d} x}\right)+b_{0} \tag{A.24}
\end{align*}
$$

## Appendix B. From the constitutive equation gap stationarity to the optimal stresses

The procedure to solve Eq. (46) is detailed hereafter. The vectors $\mathbf{N}_{1}$, $\mathbf{N}_{2}$ and $\mathbf{N}_{3}$ span the nullspace of $\mathcal{P}_{\Theta}$ :

$$
\begin{aligned}
\mathbf{N}_{1}^{t}= & {[0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0} \\
& \left., 0,0,0,0,0,0,0,0,0,0,0,0, \frac{3}{\sqrt{13}}, 0,0,0,0,0,0,0,0, \frac{2}{\sqrt{13}}, 0,0\right] \\
\mathbf{N}_{2}^{t}= & {[0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0} \\
& \left., 0,0,0,0,0,0,0,0,0,0,0,0,0, \frac{3}{\sqrt{13}}, 0,0,0,0,0,0,0,0, \frac{2}{\sqrt{13}}, 0\right] \\
\mathbf{N}_{3}^{t}= & {[0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0} \\
& \left., 0,0,0,0,0,0,0,0,0,0,0,0,0,0, \frac{3}{\sqrt{13}}, 0,0,0,0,0,0,0,0, \frac{2}{\sqrt{13}}\right]
\end{aligned}
$$

, as a result of the conditions (32). These vectors are concatenated in the $49 \times 3$ matrix $\mathcal{N}$. Solving directly Eq. (46) for $\hat{\mathrm{T}}_{\Theta}$ requires the symbolic inversion of the $54 \times 54$ matrix $\mathcal{C}$ and the subsequent inversion of the $49 \times 49$ matrix $\mathcal{P}_{\Theta}^{t} \mathcal{C}^{-1} \mathcal{P}_{\Theta}$, which may be extremely tedious. It is thus proposed to solve Eq. (46) for $\hat{\mathbf{T}}_{\Theta}$ by making use of the singular value decomposition $(S V D)$ of $\mathcal{P}_{\Theta}$ [48]:

$$
\begin{equation*}
\mathcal{P}_{\Theta}=\mathcal{U}_{\Theta} \mathcal{E}_{\Theta} \mathcal{V}_{\Theta}^{t} \tag{B.1}
\end{equation*}
$$

which is easily obtained from $\mathcal{P}_{\Theta}$. Because of both the non-square nature of the matrix $\mathcal{P}_{\Theta}$ and the discrepancies resulting from the conditions (32), there are $5+3=8$ columns of $\mathcal{U}_{\Theta}$ corresponding to null singular values of $\mathcal{P}_{\Theta}$. These columns are thus concatenated in the $54 \times 8$ matrix $\mathcal{U}_{\perp}$ which satisfies

$$
\begin{equation*}
\mathcal{U}_{\perp}^{t} \mathcal{P}_{\Theta}=\mathbf{0} \tag{B.2}
\end{equation*}
$$

It should however be noted that Eq. (46) results from the stationarity conditions with respect to all the components of $\mathbf{T}_{\Theta}$, including the last 12 ones which are derivatives of the others and are thus not independent (see definition (45)). One actually has to solve

$$
\begin{equation*}
\overline{\mathcal{P}_{\Theta}^{t}}\left(\mathcal{C}^{-1} \mathcal{P}_{\Theta} \hat{\mathbf{T}}_{\Theta}-\mathbf{E}_{K A}-\mathcal{C}^{-1} \mathbf{B}\right)=\mathbf{0} \tag{B.3}
\end{equation*}
$$

$\overline{\mathcal{P}}_{\Theta}$ is the restriction of $\mathcal{P}_{\Theta}$ to its 37 first columns. Similarly to $\mathcal{P}_{\Theta}$, the SVD of $\overline{\mathcal{P}}_{\Theta}$ is easily obtained

$$
\begin{equation*}
\overline{\mathcal{P}_{\Theta}}=\overline{\mathcal{U}_{\Theta}} \overline{\mathcal{E}_{\Theta}} \overline{\mathcal{V}_{\Theta}^{t}} \tag{B.4}
\end{equation*}
$$

There are $54-37=17$ columns of $\overline{\mathcal{U}}_{\Theta}$ corresponding to null singular values of $\overline{\mathcal{P}}_{\Theta}$. These columns are thus concatenated in the $54 \times 17$ matrix $\overline{\mathcal{U}}_{\perp}$ which satisfies

$$
\begin{equation*}
\overline{\mathcal{U}_{\perp}^{t}} \overline{\mathcal{P}}_{\Theta}=\mathbf{0} \tag{B.5}
\end{equation*}
$$

Eq. (B.3) is then rewritten

$$
\begin{align*}
\mathcal{C}^{-1} \mathcal{P}_{\Theta} \hat{\mathbf{T}}_{\Theta}-\mathbf{E}_{K A}-\mathcal{C}^{-1} \mathbf{B} & =\overline{\mathcal{U}}_{\perp} \overline{\mathbf{E}_{\perp}} \\
\mathcal{C}\left(\mathbf{E}_{K A}+\overline{\mathcal{U}}_{\perp} \overline{\mathbf{E}}_{\perp}\right)+\mathbf{B} & =\mathcal{P}_{\Theta} \hat{\mathbf{T}}_{\Theta} \tag{B.6}
\end{align*}
$$

where the vector $\overline{\mathbf{E}}_{\perp}$ is to be determined together with $\hat{\mathbf{T}}_{\Theta}$. Multiplying Eq. (B.6) by $\mathcal{U}_{\perp}^{t}$ yields

$$
\begin{equation*}
\mathcal{U}_{\perp}^{t}\left(\mathcal{C}\left(\mathbf{E}_{K A}+\overline{\mathcal{U}}_{\perp} \overline{\mathbf{E}}_{\perp}\right)+\mathbf{B}\right)=\mathcal{U}_{\perp}^{t} \mathcal{P}_{\Theta} \hat{\mathbf{T}}_{\Theta}=\mathbf{0} \tag{B.7}
\end{equation*}
$$

This linear system is under-determined $\left(\mathcal{U}_{\perp} \mathcal{\mathcal { C }} \overline{\mathcal{U}}_{\perp}\right.$ is a $8 \times 17$ matrix $)$, so that the solution reads

$$
\begin{equation*}
\overline{\mathbf{E}}_{\perp}=\overline{\mathbf{E}}_{\perp, 0}+\overline{\mathcal{N}}_{E} \mathbf{Q} \tag{B.8}
\end{equation*}
$$

$\overline{\mathbf{E}}_{\perp, 0}$ is obtained by inverting a $8 \times 8$ linear system, which is thus much smaller than the initial one $(49 \times 49)$ and does not require the inversion of $\mathcal{C}$. $\overline{\mathbf{E}}_{\perp, 0}$ formally reads

$$
\begin{equation*}
\overline{\mathbf{E}}_{\perp, 0}=\overline{\mathcal{E}}_{\perp, 0}^{B} \mathbf{B}+\overline{\mathcal{E}}_{\perp, 0}^{E} \mathbf{E}_{K A} \tag{B.9}
\end{equation*}
$$

$\overline{\mathcal{N}}_{E}$ is a $17 \times 9$ matrix which is easily built from the operator $\mathcal{U}_{\perp}^{t} \mathcal{C} \overline{\mathcal{U}}_{\perp}$, so that $\overline{\mathbf{E}}_{\perp}$ is easily obtained as a function of the 9 components of the vector $\mathbf{Q}$. The latter are to be determined. Defining $\mathcal{E}_{\Theta}^{\check{-1}}$ as the inverse of $\mathcal{E}_{\Theta}$ providing minimal norm solutions [48], Eq. (B.6) also yields the full solution space as

$$
\begin{equation*}
\hat{\mathbf{T}}_{\Theta}=\mathcal{N} \mathbf{t}+\mathcal{V}_{\Theta} \mathcal{E}_{\Theta}^{-1} \mathcal{U}_{\Theta}^{t}\left(\mathcal{C}\left(\mathbf{E}_{K A}+\overline{\mathcal{U}}_{\perp}\left(\overline{\mathbf{E}}_{\perp, 0}+\overline{\mathcal{N}}_{E} \mathbf{Q}\right)\right)+\mathbf{B}\right) \tag{B.10}
\end{equation*}
$$

The solution $\hat{\mathbf{T}}_{\Theta}$ is thus easily obtained and the constrains to be satisfied between the components of the result vector may be examined. Satisfying the 12 differential constrains between the components of $\hat{\mathbf{T}}_{\Theta}$ (see definition (45)) is presumably possible by setting the three components of $\mathbf{t}$ and the nine components of $\mathbf{Q}$. One assumes hereafter that the material parameters are uniform. The solution obtained for the optimal constitutive equation after solving the differential equations resulting from Eq.(B.10) are given hereafter.

$$
\begin{align*}
\tau_{x x}= & C_{x x}^{x x} \epsilon_{x x}+C_{x x}^{x x x x} \epsilon_{x x x x}+C_{x x}^{0} b_{0}  \tag{B.11}\\
& +C_{x x}^{i x}\left(e^{\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{-\alpha_{7} \eta} d \eta-e^{-\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{\alpha_{7} \eta} d \eta\right)
\end{align*}
$$

where

$$
\begin{align*}
& C_{x x}^{x x}=\frac{\mu(3 \lambda+2 \mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\lambda\left(c_{2}+c_{3}\right)^{2}}{(\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}} \\
& +\frac{-2 \mu\left(\left(c_{3}+c_{2}+2 c_{1}\right)^{2}+2 c_{1}^{2}\right)}{(\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}} \\
& Q_{x x} C_{x x}^{x x x x}=-\lambda\left(6\left(b_{3}+2 b_{2}+2 b_{1}\right)\left(b_{7}+b_{6}\right)+8\left(b_{3}+2 b_{2}\right)\left(b_{5}+b_{4}+b_{3}+b_{2}+3 b_{1}\right)\right) \\
& +\left(4 c_{2}\left(b_{4}+b_{5}\right)-3\left(b_{7}+b_{6}\right)\left(c_{3}+2 c_{1}\right)\right)\left(c_{1}+c_{2}+c_{3}\right) \\
& +2\left(b_{3}+2 b_{2}\right)\left(c_{3}^{2}+5 c_{1} c_{3}+6 c_{1}^{2}\right)+4\left(b_{2}-2 b_{1}\right) c_{2} c_{3}-2\left(b_{3}+4 b_{1}\right) c_{2}^{2} \\
& +2\left(3 b_{3}+8 b_{2}\right) c_{1} c_{2} \\
& C_{x x}^{0}=\frac{2\left(\lambda\left(c_{3}+c_{2}\right)-2 c_{1} \mu\right)}{(\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}} \\
& C_{x x}^{i x}=\frac{6 G_{\epsilon}\left(\lambda\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-2 c_{1}\left(c_{3}+c_{2}+2 c_{1}\right)\right)}{2 \alpha_{7} Q_{x x}} \\
& G_{\epsilon}=\frac{2}{3}\left(\frac{2 a_{1}+a_{2}}{2}+\frac{2}{13} \frac{4 b_{1} c_{3}+4 b_{1} c_{2}-\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}\right) c_{1}}{3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}}\right) \\
& -\alpha_{7}^{2} \frac{3 b_{3} b_{7}+6 b_{2} b_{7}+6 b_{1} b_{7}+3 b_{3} b_{6}+6 b_{2} b_{6}+6 b_{1} b_{6}+4 b_{3} b_{5}+8 b_{2} b_{5}+4 b_{3} b_{4}}{3\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)} \\
& -\alpha_{7}^{2} \frac{8 b_{2} b_{4}+4 b_{3}^{2}+12 b_{2} b_{3}+12 b_{1} b_{3}+8 b_{2}^{2}+24 b_{1} b_{2}}{3\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)} \\
& -\alpha_{7}^{-2}\left(\frac{3}{13} \frac{\left(\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right) \lambda-2 c_{1} c_{3}-2 c_{1} c_{2}-4 c_{1}^{2}\right)}{\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)}\right. \\
& \left.+\frac{4}{39} \frac{\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right) \lambda-2 c_{1} c_{3}-2 c_{1} c_{2}-4 c_{1}^{2}}{3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}}\right) \\
& Q_{x x}=\left(c_{3}+2 c_{1}\right)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)-c_{2}\left(4 b_{5}+4 b_{4}+2 b_{3}+8 b_{1}\right) \\
& \tau_{x z}=0=\tau_{y z}=\tau_{z y}  \tag{B.18}\\
& \tau_{x y}=C_{x y}^{x x x y} \epsilon_{x x x y}=-c_{2} \epsilon_{x x x y}  \tag{B.19}\\
& \tau_{y y}=\left(2 C_{x y y}^{x x x}-3 C_{x x y y}^{x x}-6 \alpha_{7} C_{x x y y}^{x}\right) \epsilon_{x x x x} \\
& -3 \alpha_{7}^{2} C_{x x y y}^{i x}\left(e^{\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{-\alpha_{7} \eta} d \eta-e^{-\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{\alpha_{7} \eta} d \eta\right) \\
& =\tau_{z z} \tag{B.20}
\end{align*}
$$

$$
\begin{align*}
\tau_{x x x} & =C_{x x x}^{x x x} \epsilon_{x x x}=2\left(a_{1}+a_{2}+a_{3}+a_{4}+a_{5}\right) \epsilon_{x x x}  \tag{B.21}\\
\tau_{y y x} & =C_{y y x}^{x x x} \epsilon_{x x x}=\left(a_{2}+2 a_{3}\right) \epsilon_{x x x}=\tau_{z z x}  \tag{B.22}\\
\tau_{x y z} & =0=\tau_{y z x}=\tau_{x z y}=\tau_{x z x}=\tau_{x x z}  \tag{B.23}\\
\tau_{x y y} & =\frac{a_{2}+2 a_{1}}{2} \epsilon_{x x x}=C_{x y y}^{x x x} \epsilon_{x x x}  \tag{B.24}\\
\tau_{x z z} & =\frac{a_{2}+2 a_{1}}{2} \epsilon_{x x x}=\tau_{x y y}  \tag{B.25}\\
\tau_{x y x} & =C_{x y x}^{x x y} \epsilon_{x x y}+C_{x y x}^{x x x y} \frac{\partial \epsilon_{x x x y}}{\partial x}  \tag{B.26}\\
\tau_{x x y} & =C_{x x y}^{x x y} \epsilon_{x x y}+C_{x x y}^{x x x y y} \frac{\partial \epsilon_{x x x y}}{\partial x} \tag{B.27}
\end{align*}
$$

with

$$
\begin{align*}
-2 D_{345} C_{x y x}^{x x y}= & 4 a_{4} a_{5}^{2}-a_{2} a_{5}^{2}+2 a_{1} a_{5}^{2}-4 a_{4}^{2} a_{5}+9 a_{2} a_{4} a_{5}+2 a_{1} a_{4} a_{5} \\
& +4 a_{1} a_{3} a_{5}-a_{2}^{2} a_{5}-8 a_{4}^{3}-16 a_{3} a_{4}^{2}-6 a_{2} a_{4}^{2}-16 a_{1} a_{4}^{2} \\
& -28 a_{1} a_{3} a_{4}+7 a_{2}^{2} a_{4}  \tag{B.28}\\
4 D_{345} C_{x y x}^{x x x x y}= & 8 a_{1} a_{5} b_{5}-8 a_{2} a_{4} b_{5}-8 a_{1} a_{4} b_{5}-8 a_{1} a_{5} b_{4}+8 a_{2} a_{4} b_{4} \\
& +8 a_{1} a_{4} b_{4}+a_{2} a_{5} b_{3}-2 a_{1} a_{5} b_{3}+2 a_{2} a_{4} b_{3}-4 a_{1} a_{3} b_{3} \\
& +a_{2}^{2} b_{3}-8 a_{2} a_{5} b_{2}-8 a_{1} a_{5} b_{2}+8 a_{2} a_{4} b_{2}+24 a_{1} a_{4} b_{2} \\
& +32 a_{1} a_{3} b_{2}-8 a_{2}^{2} b_{2}  \tag{B.29}\\
-2 D_{345} C_{x x y}^{x x y}= & 4 a_{5}^{3}-8 a_{4} a_{5}^{2}-4 a_{3} a_{5}^{2}+10 a_{2} a_{5}^{2}+4 a_{1} a_{5}^{2}-4 a_{4}^{2} a_{5}-12 a_{3} a_{4} a_{5} \\
& -18 a_{2} a_{4} a_{5}-16 a_{1} a_{4} a_{5}-28 a_{1} a_{3} a_{5}+7 a_{2}^{2} a_{5}+8 a_{4}^{3}+24 a_{3} a_{4}^{2} \\
& +4 a_{2} a_{4}^{2}+12 a_{1} a_{4}^{2}+36 a_{1} a_{3} a_{4}-9 a_{2}^{2} a_{4}  \tag{B.30}\\
4 D_{345} C_{x x y}^{x x x x y}= & 8 a_{2} a_{5} b_{5}-32 a_{3} a_{4} b_{5}-8 a_{2} a_{4} b_{5}-32 a_{1} a_{3} b_{5}+8 a_{2}^{2} b_{5}-8 a_{2} a_{5} b_{4} \\
& +32 a_{3} a_{4} b_{4}+8 a_{2} a_{4} b_{4}+32 a_{1} a_{3} b_{4}-8 a_{2}^{2} b_{4}+4 a_{3} a_{5} b_{3}-2 a_{2} a_{5} b_{3} \\
& +8 a_{3} a_{4} b_{3}+12 a_{1} a_{3} b_{3}-3 a_{2}^{2} b_{3}-32 a_{3} a_{5} b_{2}-8 a_{2} a_{5} b_{2} \\
& +32 a_{3} a_{4} b_{2}+24 a_{2} a_{4} b_{2}  \tag{B.31}\\
\quad & a_{5}^{2}-a_{4} a_{5}+2 a_{2} a_{5}+a_{1} a_{5}-2 a_{4}^{2}-4 a_{3} a_{4}-2 a_{2} a_{4}-3 a_{1} a_{4} \\
& -4 a_{1} a_{3}+a_{2}^{2}  \tag{B.32}\\
D_{345}= & \text { (B.32) }
\end{align*}
$$

and

$$
\begin{align*}
\tau_{y y y} & =3 C_{x y y y}^{x x x y} \epsilon_{x x x x y}  \tag{B.33}\\
\tau_{z z y} & =3 C_{x z x y}^{x x y} \epsilon_{x x x x y}  \tag{B.34}\\
\tau_{y z y} & =0=\tau_{y y z}=\tau_{z z z}  \tag{B.35}\\
\tau_{y z z} & =3 C_{x y z z}^{x x x y} \epsilon_{x x x x y} \tag{B.36}
\end{align*}
$$

$$
\begin{align*}
\tau_{x x y y}= & \tau_{x x z z}  \tag{B.37}\\
= & C_{x x y y}^{x x} \epsilon_{x x}+C_{x x y y}^{0} b_{0} \\
& +C_{x x y y}^{i x}\left(e^{\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{-\alpha_{7} \eta} d \eta-e^{-\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{\alpha_{7} \eta} d \eta\right) \tag{B.38}
\end{align*}
$$

with

$$
\begin{align*}
& C_{x x y y}^{x x}=-\frac{\left(\lambda c_{3}-2 \mu c_{1}\right)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)-c_{2} \lambda\left(4 b_{5}+4 b_{4}+2 b_{3}+8 b_{1}\right)}{6\left((\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}\right)} \\
& +c_{2} \frac{(\lambda+\mu)\left(6 b_{7}+6 b_{6}+8 b_{5}+8 b_{4}+8 b_{3}+8 b_{2}+16 b_{1}\right)}{6\left((\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}\right)} \\
& +c_{2} \frac{-2\left(c_{3}+c_{2}+2 c_{1}\right)\left(c_{3}+c_{2}+3 c_{1}\right)}{6\left((\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}\right)}(\text { B.39 }) \\
& C_{x x y y}^{0}= \\
& \frac{(\lambda+\mu)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)-c_{2}\left(c_{3}+c_{2}+2 c_{1}\right)}{3\left((\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}\right)}  \tag{B.40}\\
& C_{x x y y}^{i x}=\frac{G_{\epsilon}}{2 \alpha_{7}}  \tag{B.41}\\
& \tau_{x x x x}=C_{x x x x}^{x x} \epsilon_{x x}+C_{x x x x x}^{x x x x} \epsilon_{x x x x}+C_{x x x x}^{0} b_{0} \\
& +C_{x x x x}^{i x}\left(e^{\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{-\alpha_{7} \eta} d \eta-e^{-\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{\alpha_{7} \eta} d \eta\right)
\end{align*}
$$

where

$$
\begin{align*}
& Q_{x x x x}^{x x} C_{x x x x}^{x x}=(\lambda+\mu)\left(c_{2}+c_{3}\right)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right) \\
& +\mu c_{1}\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}\right) \\
& +\left(c_{3}+c_{2}\right)\left(4 b_{1} \lambda-\left(c_{3}+c_{2}+2 c_{1}\right)\left(c_{3}+c_{2}+3 c_{1}\right)\right)  \tag{B.43}\\
& Q_{x x x x}^{x x x x} C_{x x x x}^{x x x x}=2 c_{3}\left(\left(b_{7}+b_{6}\right)\left(3 b_{7}+3 b_{6}+3 b_{5}+3 b_{4}+5 b_{3}+7 b_{2}+3 b_{1}\right)\right. \\
& \left.+2\left(b_{3}+2 b_{2}\right)\left(b_{5}+b_{4}+b_{3}+b_{2}+3 b_{1}\right)\right) \\
& +2 c_{1}\left(b_{7}+b_{6}\right)\left(6 b_{7}+6 b_{6}+6 b_{5}+6 b_{4}+7 b_{3}+8 b_{2}\right) \\
& -4 c_{2}\left(\left(b_{7}+b_{6}\right)\left(2 b_{5}+2 b_{4}+b_{3}+4 b_{1}\right)\right. \\
& \left.+\left(b_{5}+b_{4}+b_{3}+b_{2}+3 b_{1}\right)\left(2 b_{5}+2 b_{4}+b_{3}\right)\right)  \tag{B.44}\\
& C_{x x x x}^{0}=  \tag{B.45}\\
& \frac{(\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}\right)-\left(c_{3}+c_{2}\right)\left(c_{3}+c_{2}+2 c_{1}\right)}{(\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}} \\
& C_{x x x x}^{i x}=  \tag{B.46}\\
& \frac{-6 G_{\epsilon}\left(4 b_{1}\left(c_{3}+c_{2}\right)-c_{1}\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}\right)\right)}{2 \alpha_{7}\left(\left(c_{3}+2 c_{1}\right)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)-c_{2}\left(4 b_{5}+4 b_{4}+2 b_{3}+8 b_{1}\right)\right)} \\
& Q_{x x x x}^{x x}=  \tag{B.47}\\
& (\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2} \\
& Q_{x x x x}^{x x x x}=  \tag{B.48}\\
& \left(c_{3}+2 c_{1}\right)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)-c_{2}\left(4 b_{5}+4 b_{4}+2 b_{3}+8 b_{1}\right) \\
& \tau_{x y z x}=\tau_{x x z y}=\tau_{x x y z}=0  \tag{B.49}\\
& \tau_{x y z y}=\tau_{x z z z}=\tau_{x y y z}=0 \tag{B.50}
\end{align*}
$$

$$
\begin{gather*}
\tau_{x z z y}=\frac{2 b_{5}-2 b_{4}-b_{3}}{3} \epsilon_{x x x y}+\frac{b_{0}}{3}=C_{x z z y}^{x x x y} \epsilon_{x x x y}  \tag{B.51}\\
\tau_{x y y y}=\frac{2}{3}\left(b_{5}-b_{4}-2 b_{2}\right) \epsilon_{x x x y}=C_{x y y y}^{x x x y} \epsilon_{x x x y}  \tag{B.52}\\
\tau_{x y z z}=-\frac{2}{3} b_{2} \epsilon_{x x x y}=C_{x y z z}^{x x x y} \epsilon_{x x x y}  \tag{B.53}\\
\tau_{x z z x}=  \tag{B.54}\\
\\
+C_{x z z x}^{x x}\left(e^{\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{-\alpha_{7} \eta} d \eta-e^{-\alpha_{7} x} \int^{x x x x x} \epsilon_{x x x x x}(\eta) e^{\alpha_{7 \eta}} d \eta\right)
\end{gather*}
$$

and

$$
\begin{align*}
\tau_{x y y x}= & C_{x y y x}^{x x} \epsilon_{x x}+C_{x y y x}^{x x x x} \epsilon_{x x x x}+C_{x y y x}^{0} b_{0}  \tag{B.55}\\
& +C_{x y y x}^{i x}\left(e^{\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{-\alpha_{7} \eta} d \eta-e^{-\alpha_{7} x} \int^{x} \epsilon_{x x x x}(\eta) e^{\alpha_{7} \eta} d \eta\right)
\end{align*}
$$

with

$$
\begin{align*}
& C_{x y y x}^{x x}=\frac{\lambda\left(c_{3}\left(6 b_{7}+6 b_{6}+8 b_{5}+8 b_{4}+10 b_{3}+12 b_{2}+24 b_{1}\right)-c_{2}\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+2 b_{3}\right)\right)}{6\left((\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}\right)} \\
& +\frac{\mu\left(c_{3}\left(6 b_{7}+6 b_{6}+8 b_{5}+8 b_{4}+8 b_{3}+8 b_{2}+16 b_{1}\right)+c_{1}\left(6 b_{7}+6 b_{6}+8 b_{5}+8 b_{4}+4 b_{3}\right)\right)}{6\left((\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}\right)} \\
& 2 c_{3}\left(c_{3}+c_{2}+2 c_{1}\right)\left(c_{3}+c_{2}+3 c_{1}\right) \\
& -\overline{6\left((\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}\right)}  \tag{B.56}\\
& C_{x y y x}^{x x x x}=\frac{c_{3}\left(\left(2 b_{5}+2 b_{4}+b_{3}+2 b_{1}\right)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)+2\left(b_{3}+2 b_{2}\right)\left(b_{3}+2 b_{2}+4 b_{1}\right)\right)}{3\left(\left(c_{3}+2 c_{1}\right)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)-2 c_{2}\left(2 b_{5}+2 b_{4}+b_{3}+4 b_{1}\right)\right)} \\
& +\frac{-c_{2}\left(3\left(b_{3}+2 b_{2}+2 b_{1}\right)\left(b_{7}+b_{6}\right)+4\left(2 b_{5}+2 b_{4}+b_{3}\right)\left(b_{5}+b_{4}+b_{3}+b_{2}+3 b_{1}\right)\right)}{3\left(\left(c_{3}+2 c_{1}\right)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)-2 c_{2}\left(2 b_{5}+2 b_{4}+b_{3}+4 b_{1}\right)\right)} \\
& +\frac{12\left(b_{5}+b_{4}-b_{2}\right)\left(b_{7}+b_{6}\right) c_{1}}{3\left(\left(c_{3}+2 c_{1}\right)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)-2 c_{2}\left(2 b_{5}+2 b_{4}+b_{3}+4 b_{1}\right)\right)}  \tag{B.57}\\
& C_{x y y x}^{0}=\frac{(\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+2 b_{3}\right)-c_{3}\left(c_{3}+c_{2}+2 c_{1}\right)}{3\left((\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}\right)}  \tag{B.58}\\
& C_{x y y x}^{i x}=\frac{-G_{\epsilon}\left(c_{3}\left(2 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{2}+2 c_{1}\right)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+2 b_{3}\right)\right)}{2 \alpha_{7}\left(\left(c_{3}+2 c_{1}\right)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)-c_{2}\left(4 b_{5}+4 b_{4}+2 b_{3}+8 b_{1}\right)\right)}  \tag{B.59}\\
& C_{x z z x}^{x x}=\frac{2 \lambda c_{3}\left(b_{3}+2 b_{2}+4 b_{1}\right)+\left(2 c_{1} \mu-c_{2} \lambda\right)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+2 b_{3}\right)}{6\left((\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}\right)} \\
& +\frac{c_{3}(\lambda+\mu)\left(6 b_{7}+6 b_{6}+8 b_{5}+8 b_{4}+8 b_{3}+8 b_{2}+16 b_{1}\right)}{6\left((\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}\right)}  \tag{B.60}\\
& -\frac{2 c_{3}\left(c_{3}+c_{2}+2 c_{1}\right)\left(c_{3}+c_{2}+3 c_{1}\right)}{6\left((\lambda+\mu)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+4 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{3}+c_{2}+2 c_{1}\right)^{2}\right)}  \tag{B.61}\\
& C_{x z z x}^{x x x x}=\frac{c_{3}\left(3\left(b_{7}+b_{6}\right)\left(2 b_{5}+2 b_{4}+b_{3}+2 b_{1}\right)+4\left(b_{3}+2 b_{2}\right)\left(b_{5}+b_{4}+b_{3}+b_{2}+3 b_{1}\right)\right)}{3\left(\left(c_{3}+2 c_{1}\right)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)-c_{2}\left(4 b_{5}+4 b_{4}+2 b_{3}+8 b_{1}\right)\right)} \\
& +\frac{-c_{2}\left(3\left(b_{7}+b_{6}\right)\left(b_{3}+2 b_{2}+2 b_{1}\right)+4\left(b_{5}+b_{4}+b_{3}+b_{2}+3 b_{1}\right)\left(2 b_{5}+2 b_{4}+b_{3}\right)\right)}{3\left(\left(c_{3}+2 c_{1}\right)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)-c_{2}\left(4 b_{5}+4 b_{4}+2 b_{3}+8 b_{1}\right)\right)} \\
& +\frac{12 c_{1}\left(b_{5}+b_{4}-b_{2}\right)\left(b_{7}+b_{6}\right)}{3\left(\left(c_{3}+2 c_{1}\right)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)-c_{2}\left(4 b_{5}+4 b_{4}+2 b_{3}+8 b_{1}\right)\right)}  \tag{B.62}\\
& C_{x z z x}^{0}=C_{x y y x}^{0}  \tag{B.63}\\
& C_{x z z x}^{i x}=\frac{-G_{\epsilon}\left(c_{3}\left(2 b_{3}+4 b_{2}+8 b_{1}\right)-\left(c_{2}+2 c_{1}\right)\left(3 b_{7}+3 b_{6}+4 b_{5}+4 b_{4}+2 b_{3}\right)\right)}{2 \alpha_{7}\left(\left(c_{3}+2 c_{1}\right)\left(3 b_{7}+3 b_{6}+2 b_{3}+4 b_{2}\right)-c_{2}\left(4 b_{5}+4 b_{4}+2 b_{3}+8 b_{1}\right)\right)} \tag{B.64}
\end{align*}
$$

$$
\begin{align*}
& \tau_{z z z x}=0=\tau_{y y z x}=\tau_{x x z x}=\tau_{x x x z}  \tag{B.66}\\
& \tau_{y y y x}=C_{y y y x}^{x x x y} \epsilon_{x x x y}=-\left(b_{3}-2 b_{4}+2 b_{5}\right) \epsilon_{x x x y}  \tag{B.67}\\
& \tau_{y z z x}=C_{y z z x}^{x x x y} \epsilon_{x x x y}=-\frac{3 b_{3}-2 \sqrt{6} b_{4}+2 \sqrt{6} b_{5}}{3 \sqrt{6}} \epsilon_{x x x y}  \tag{B.68}\\
& \tau_{x x y x}=C_{x x y x}^{x x x y} \epsilon_{x x x y}=-\frac{1}{3}\left(4 b_{2}+b_{3}-2 b_{4}+2 b_{5}+6 b_{6}+2 b_{7}\right) \epsilon_{x x x x}  \tag{B.69}\\
& \tau_{x x x y}=C_{x x x y}^{x x x y} \epsilon_{x x x y}=-\left(b_{3}+2 b_{4}-2 b_{5}-2 b_{6}+2 b_{7}\right) \epsilon_{x x x y} \tag{B.70}
\end{align*}
$$

## Appendix C. Optimal constitutive equations for Cauchy materials

This appendix details for the sake of clarity the approach proposed in Sect. 3 when applied to Cauchy materials. The Euler-Bernoulli kinematic assumption reads

$$
\begin{equation*}
\epsilon_{x x}=-y \frac{\mathrm{~d}^{2} v}{\mathrm{~d} x^{2}}+\frac{\mathrm{d} u}{\mathrm{~d} x} \tag{C.1}
\end{equation*}
$$

and the static admissibility conditions impose that

$$
\begin{equation*}
\tau_{y z}=\tau_{y y}=\tau_{z z}=0 \tag{C.2}
\end{equation*}
$$

The stresses resulting from the 3D law read :

$$
\begin{align*}
\tau_{x x} & =(\lambda+2 \mu) \epsilon_{x x}  \tag{C.3}\\
\tau_{y y} & =\tau_{z z}=\lambda \epsilon_{x x} \tag{C.4}
\end{align*}
$$

Using the 3D constitutive law thus makes the tensile stiffness wrong and violates the static admissibility conditions (C.2), thereby making the need for a modified constitutive law explicit. Under the assumptions (C.1) and
(C.2), $\eta_{\psi}\left(\mathbf{T}, \mathbf{E}_{K A}\right)$ satisfies

$$
\begin{align*}
E \eta_{\psi}\left(\mathbf{T}, \mathbf{E}_{K A}\right)= & \tau_{x x}^{2}+2(1+\nu)\left(\tau_{x y}^{2}+\tau_{x z}^{2}\right)+\epsilon_{x x} \tau_{x x}(2(2 \nu-1) \lambda-4 \mu)  \tag{C.5}\\
& +\epsilon_{x x}^{2}((\lambda+2 \mu)(\lambda+2 \mu-2 \nu \lambda)+2 \lambda(\lambda(1+\nu)-\nu(3 \lambda+2 \mu)))
\end{align*}
$$

The stationarity of $\eta_{\psi}\left(\mathbf{T}, \mathbf{E}_{K A}\right)$ with respect to the stress components (see Eq.43) $\tau_{x x}, \tau_{x y}, \tau_{x z}$ yields :

$$
\begin{align*}
\tau_{x x} & =E \epsilon_{x x} \\
\tau_{x y} & =0 \\
\tau_{x z} & =0 \tag{C.6}
\end{align*}
$$

so that the constitutive equations usually considered for beam equations are recovered instead of the 3D constitutive law. The equations (C.6) yield $\mathbf{T}_{S A}$. The minimal constitutive equation gap reads

$$
\begin{equation*}
E \eta_{\psi}\left(\mathbf{T}_{S A}, \mathbf{E}_{K A}\right)=E \epsilon_{x x}^{2} \frac{2 \nu^{2}}{(1+\nu)(1-2 \nu)}>0 \tag{C.7}
\end{equation*}
$$

As a consequence of the constitutive equation gap, the strain energy may be assessed either using the kinematic fields or the static ones, yielding different values. The quality of the solution (C.6) may be approached by the scaled residual constitutive equation gap :

$$
\begin{equation*}
\frac{\eta_{\psi}\left(\mathbf{T}_{S A}, \mathbf{E}_{K A}\right)}{\mathbf{E}_{K A} \cdot \mathcal{C} \cdot \mathbf{E}_{K A}+\mathbf{T}_{S A} \cdot \mathcal{C}^{-1} \cdot \mathbf{T}_{S A}}=\frac{\nu^{2}}{(1-\nu)-\nu^{2}} \tag{C.8}
\end{equation*}
$$

which is found to be rather large when $\nu \rightarrow \frac{1}{2}$. The residual constitutive equation gap may be further analyzed by defining a modified constitutive equation gap $\overline{\eta_{\psi}}(\mathbf{T}, \mathbf{E})$

$$
\begin{equation*}
\overline{\eta_{\psi}}(\mathbf{T}, \mathbf{E})=(\mathbf{T}-\mathcal{C} \cdot \mathbf{E}) \cdot \mathcal{C}^{-1} \overline{\mathcal{C}} \cdot \mathcal{C}^{-1} \cdot(\mathbf{T}-\mathcal{C} \cdot \mathbf{E}) \tag{C.9}
\end{equation*}
$$

where $\overline{\mathcal{C}}$ is the stiffness operator in which all the components related to the strain components in the cross-section have been zeroed. It can be checked that

$$
\begin{equation*}
\overline{\eta_{\psi}}\left(\mathbf{T}_{S A}, \mathbf{E}_{K A}\right)=0 \tag{C.10}
\end{equation*}
$$

thereby proving that the residual constitutive equation gap is solely located in these in-plane deformation components. The other strain components may thus be considered as accurate, even though the global error indicator (C.8) turns to be rather high.

## Appendix D. First strain gradient elasticity for the bending problem

Neglecting any term related to the second-strain gradient in Eq. (90) yields the characteristic equation

$$
\begin{equation*}
-\frac{t^{2} C_{x x x}^{x x x}}{12} \frac{\mathrm{~d}^{6} v}{\mathrm{~d} x^{6}}+K \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}=0 \forall x \in[0, L] \tag{D.1}
\end{equation*}
$$

One should first outline that as for bars, this differential equation is formally similar to the one obtained from a purely kinematic approach [47] in the absence of distributed loading :

$$
\begin{equation*}
g^{2} \frac{\mathrm{~d}^{6} v}{\mathrm{~d} x^{6}}-\left(1+c \frac{g^{2}}{t^{2}}\right) \frac{\mathrm{d}^{4} v}{\mathrm{~d} x^{4}}=0 \forall x \in[0, L] \tag{D.2}
\end{equation*}
$$

and the this work provides the definition

$$
\begin{equation*}
c=\frac{12\left(C_{x x y}^{x x y}-2 C_{x y x}^{x x y}\right)}{C_{x x x}^{x x x}} \tag{D.3}
\end{equation*}
$$

, again extending results obtained with a simplified constitutive equation [47, 43]. Looking for solutions of the form (73) yields

$$
\begin{equation*}
0=\alpha_{v}^{4}\left\{-\frac{t^{2} C_{x x x}^{x x x}}{12} \alpha_{v}^{2}+K\right\} \tag{D.4}
\end{equation*}
$$

whose non-trivial solutions read

$$
\begin{equation*}
\alpha_{v}= \pm \lambda_{V}^{-1} \tag{D.5}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda_{V}=t \sqrt{\frac{C_{x x x}^{x x x}}{12 K}} \tag{D.6}
\end{equation*}
$$

As seen in Fig.4, $C_{x x x}^{x x x}$ is found to be always positive, as well as $C_{x x y}^{x x y}-2 C_{x y x}^{x x y}$ (see Fig. 11). The term $K$ defined in Eq.(92) is thus always positive, so that $\lambda_{V}$ is always a real number. The displacement field therefore reads

$$
\begin{equation*}
v(x)=q_{0}+\sum_{i=1}^{3} q_{i}\left(\frac{x}{i L}\right)+\gamma_{F S G}^{+} \exp \left(\frac{x}{\lambda_{V}}\right)+\gamma_{F S G}^{-} \exp \left(-\frac{x}{\lambda_{V}}\right) \tag{D.7}
\end{equation*}
$$

6 boundary conditions are therefore necessary to set the solution. These are obtained from Eq.(68). Assuming the beam is clamped at $x=0$, these boundary conditions read

$$
\begin{aligned}
v(0) & =0 \\
\frac{\mathrm{~d} v}{\mathrm{~d} x}(0) & =0 \\
-\frac{t^{2} C_{x x x}^{x x x}}{12} \frac{\mathrm{~d}^{3} v}{\mathrm{~d} x^{3}}(0) & =0
\end{aligned}
$$

A bending force $F$ is applied at $x=L$, the work of external forces reads $\delta W^{\star}=F v^{\star}(x=L)$ so that

$$
\begin{aligned}
-\frac{t^{2} C_{x x x}^{x x x}}{12} \frac{\mathrm{~d}^{5} v}{\mathrm{~d} x^{5}}(L)+K \frac{\mathrm{~d}^{3} v}{\mathrm{~d} x^{3}}(L) & =-\frac{F}{b t} \\
-\frac{t^{2} C_{x x x}^{x x x}}{12} \frac{\mathrm{~d}^{4} v}{\mathrm{~d} x^{4}}(L)+K \frac{\mathrm{~d}^{2} v}{\mathrm{~d} x^{2}}(L) & =0 \\
-\frac{t^{2} C_{x x x}^{x x x}}{12} \frac{\mathrm{~d}^{3} v}{\mathrm{~d} x^{3}}(L) & =0
\end{aligned}
$$

Solving the linear system above yields the tip displacement

$$
\begin{equation*}
\frac{b t v^{F S G}(L)}{F}=\frac{12 \lambda_{V}^{2}}{C_{x x x}^{x x x}}\left\{\frac{L}{6 t^{2}}\left(2 L^{2}-3 \lambda_{V}^{2}\right)+\frac{e^{\frac{L}{\lambda_{V}}}-1}{e^{\frac{L}{\lambda_{V}}}+1}\left(\frac{\lambda_{V}}{2 t^{2}}\left(4 \lambda_{V}^{2}-L^{2}\right)+\frac{L^{2} C_{x x x}^{x x x}}{24 K \lambda_{V}}\right)\right\} \tag{D.8}
\end{equation*}
$$

It can be checked that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \frac{b t v^{F S G}(L)}{F}=\frac{4 L^{3}}{t^{2} C_{x x}^{x x}} \tag{D.9}
\end{equation*}
$$

which corresponds to the solution for Cauchy materials :

$$
\begin{equation*}
\frac{K_{V}^{F S G}}{K_{V}^{\text {Cauchy }}}=\frac{4 F L^{3}}{b t^{3} v^{F S G}(L) C_{x x}^{x x}} \tag{D.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \frac{K_{V}^{F S G}}{K_{V}^{\text {Cauchy }}}=1 \tag{D.11}
\end{equation*}
$$

It is also worth noting that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \lambda_{V}=\sqrt{\frac{C_{x x x}^{x x x}}{C_{x x}^{x x}}}=\lambda_{V}^{\infty} \tag{D.12}
\end{equation*}
$$

Considering the vanishing thickness limit, it is straightforward that $\lambda_{V}$ then scales as the thickness :

$$
\begin{equation*}
\lambda_{V} \underset{t=0}{\propto} t \sqrt{\frac{C_{x x x}^{x x x}}{12\left(C_{x x y}^{x x y}-2 C_{x y x}^{x x y}\right)}} \tag{D.13}
\end{equation*}
$$

## Appendix E. Material parameters for the reported results
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