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Abstract

Digital image watermarking has justified its suitability for copyright protec-
tion and copy control of digital images. In the past years, various water-
marking schemes were proposed to enhance the fidelity and the robustness of
watermarked images against different types of attacks such as additive noise,
filtering, and geometric attacks. It is highly important to guarantee a suffi-
cient level of robustness of watermarked images against such type of attacks.
Recently, Deep learning and neural networks achieved noticeable develop-
ment and improvement, especially in image processing, segmentation, and
classification. Therefore, in this paper, we studied the effect of a Fully Con-
volutional Neural Network (FCNN), as a denoising attack, on watermarked
images. This deep architecture improves the training process and denois-
ing performance, through which the encoder-decoder remove the noise while
preserving the detailed structure of the image. FCNNDA outperforms the
other types of attacks because it destroys the watermarks while preserving a
good quality of the attacked images. Spread Transform Dither Modulation
(STDM) and Spread Spectrum (SS) are used as watermarking schemes to
embed the watermarks in the images using several scenarios. This evalu-
ation shows that such type of denoising attack preserves the image quality
while breaking the robustness of all evaluated watermarked schemes. It could
also be considered a deleterious attack.
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Robustness, Fidelity

1. Introduction

Protection of digital contents was and still one of the most important top-
ics in scientific research. With the progression of internet technologies, unau-
thorized users illegaly duplicate, authenticate, and distribute digital contents.
Therefore, various watermarking methods have been studied for a wide range
of applications, such as broadcast monitoring, copyright protection, content
authentication, and copy control [1]. The embedded watermark could be a
single bit or multi-bit generated from a pseudo-random sequence, obtained
from a pseudo-random number generator. Also, this watermark could be a
binary image or a gray-scale image.
The watermarking schemes are generally classified as additive class known by
Spread Spectrum (SS) [2, 3, 4], and substitutive class known by Quantization
Index Modulation (QIM) [5]. Spread Transform Dither Modulation (STDM)
[6] is a special case of QIM, which has distinguished robustness against re-
quantization and random noise attacks. STDM combines the robustness of
SS and the effectiveness of QIM.
The watermarking algorithms are characterized by several properties such as
payload, robustness, and fidelity. Therefore, the transform domains such as
SVD, DCT, and DWT are usually used. The DCT domain is more robust
than the spatial domain. Especially against simple image processing opera-
tions like brightness, blurring, and low pass filtering [7]. Also, the DWT is a
very attractive transform which makes the watermarked images much more
robust. The DWT domain composes the image in different levels of reso-
lution and processed from high resolution to low resolution [8]. Hiding the
watermark with more energy in an image will enhance the level of robustness.
Furthermore, the Singular Value Decomposition (SVD) has been widely used
for digital image watermarking. The SVD preserves the visual perception of
the cover image and good robustness against most types of attacks [9, 10].
In the latest years, Artificial Intelligence (AI) and Deep Learning fields have
exploded as computers and servers get closer to delivering human-level capa-
bilities. Nowadays, companies around the world are looking to use their big
data sets as a training ground to develop programs that can interact with
the world in more natural ways, and extract from it useful information that
has never been done before. Deep Learning and Neural Networks currently
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provide a perfect solution to many problems in speech recognition, image
recognition, and natural language processing [11, 12, 13, 14]. Moreover, the
Convolutional Neural Network (CNN), which is a type of artificial neural
network, has been widely used for image processing, segmentation, classifi-
cation, and other auto-correlated data[15, 16, 17, 18]. Image denoising and
super-resolution are topics of great interest in image processing that can lead
to an improvement in image quality. Lately, the denoising accuracy is per-
formed by deep neural networks by creating a mapping between the clean
and noisy images [19, 20, 21, 22]. The successful results of CNN for image
denoising are assigned to its large modeling capacity and enormous advances
in network training and design. CNN with deep architecture effectively in-
creases the flexibility for exploiting image characteristics and improving the
training process and denoising performance. The advances are achieved with
the learning methods for training CNN, including batch normalization and
Rectifier Linear Unit (ReLU). This type of denoising could be harmful to wa-
termarked images since the embedded watermark is like a sequence of noise
embedded in the images.
Image filtering and denoising are a dangerous type of attacks in digital wa-
termarking since it recovers the original value for each pixel of the image
[23, 24, 25]. In this paper, we studied the effect of a Fully Convolutional
Neural Network (FCNN) against watermarked images. We evaluated such
type of denoising against SS and STDM watermarking schemes, and whether
it could be used as a new type of attack in digital watermarking.
The remainder of this paper is organized as follows. Related work of water-
marking attacks is presented in Section 2. Section 3 recalls some backgrounds
on STDM and SS watermarking schemes. Section 4 briefly presents the ar-
chitecture of the Convolutional Neural Network. The Fully Convolutional
Neural Network is presented in Section 5. The evaluation of the proposed
attack is presented in Section 6. Finally, in Section 7 we give our conclusion
and future work.

2. Related Works

The watermarked images could be affected by different types of attacks,
such as additive noise, lossy compression, geometric distortions, and im-
age filtering attacks [23, 24]. The most common types of noise attack are
salt&pepper noise and additive Gaussian noise attacks. Salt&pepper noise
alters the pixel value to 0 or 255 (black and white) for an 8-bit gray-scale
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image and the additive Gaussian noise reduces the visual quality of the im-
age.
Median, Wiener, Average, and Gaussian filters are part of image filtering
attacks that could destroy the watermark embedded in the watermarked
images. The median filter is a non-linear digital filtering technique, which
preserves the edges in the image while removing noise. Wiener filter is usually
used for removal of blur in images. The average filter reduces the amount of
intensity variation between pixels; each pixel value is replaced with the mean
value of its neighbors, including itself. The Gaussian filter usually used to
blur the image and to reduce contrast and noise.
Geometric attacks are geometric distortions to an image which include op-
erations such as scaling, rotation, cropping, and translation [26]. They are
classified basically into local and global geometric attacks. Local geometric
attacks affect portions of an image using such as the cropping attack, and
the global geometric attacks affect all the pixels of an image using such as
the rotation and the scaling attacks.
Several methods were proposed to improve the robustness against geometric
attacks. Enping Li et al. [27] presented a blind image watermarking scheme
using a wavelet tree quantization to enhance the robustness against geomet-
ric attacks such as rotation, scaling, and cropping. Liu et al. [28] introduced
a robust multi-scale full-band image watermarking based on the Singular
Value Decomposition (SVD) and the Distributed Discrete Wavelet Transform
(DDWT). This method has good robustness against cropping and rotation
attacks. Li [29] proposed a robust image watermarking scheme based on a
computer-generated hologram against geometric attacks, including transla-
tion, rotation, cropping, flipping, and scaling attacks. He et al. [30] proposed
an image watermarking algorithm based on histogram modification resistant
to geometrical attacks, including rotation, cropping, scaling, and transla-
tion attacks. Fazli and Moeini [31] presented a robust image watermarking
method based on DCT, SVD, and DWT for the correction of geometric at-
tacks. This method enhances the robustness against cropping, translation,
and rotation attacks.
JPEG compression and Fixed Gain Attack (FGA) are also a type of attacks
that could destroy the embedded watermark in the watermarked image. FGA
attack changed the brightness and darkness of watermarked images based on
a gain factor. Li et al. [32] improved the STDM watermarking scheme using a
perceptual model to enhance the robustness against JPEG compression. Lin
et al. [33] improved an image watermarking technique against JPEG com-
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pression. The watermark is embedded in the low-frequency coefficients after
applying the DCT frequency transform on the original image. Li and Cox
[34] improved the robustness of STDM against amplitude scaling and JPEG
compression using a perceptual model based on Watson’s model. Hatoum
et al. [35] proposed a blind image watermarking using Normalized STDM
robust against FGA attack, AWGN attack, and JPEG compression.
Recently, CNN was exploited for modeling images priors for denoising. Zhang
et al. [36] proposed an architecture called Deep network CNN (DnCNN) for
image denoising. This deep network is composed of layers with different con-
volutional blocks using a convolution kernel size of 3 × 3. The first layer has
Convolution + Relu, the intermediate layers have Convolution + BatchNorm
+ Relu, and the last layer has only Convolution. Using this architecture, the
networks of 17 and 20 layers that are trained for blind denoising with spe-
cific noise level for additive Gaussian denoising, slightly outperformed the
WNNM [37] and BM3D [38] denoising methods.
Another architecture called FFDNet was introduced by Zhang et al. [39] that
handles a wide range of noise levels. FFDNet has a similar CNN architecture
as of DnCNN, which is developed for fast and flexible denoising, and it does
not predict the noise. In this architecture, a reversible downsampling oper-
ator and a tunable noise level map transfer the input image to four-images
that will enter the CNN layers. In the end, we received four denoised sub-
images that will be upsampled to form the output image. The experiments
have shown that for AWGN removal, the DnCNN is better for low noise lev-
els, and FDDNet is slightly better when the noise level increases.
The robustness is one of the main properties in digital watermarking. Each
watermarking scheme survives a specific type of attacks based on the target
application. It is the first time that we propose Deep Learning to attack wa-
termarked images, and it could be a harmful type of attack for watermarked
images.

3. Watermarking Schemes

There exist a wide range of watermarking schemes for copyright protec-
tion and image authentication. They are generally classified as a substitutive
class or additive class. Part of it is developed to improve the fidelity, the pay-
load, or the robustness against specific types of attacks. In this paper, we will
focus on the STDM watermarking scheme, which belongs to the substitutive
class, and the SS watermarking scheme, which belong to the additive class.
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STDM [40, 41, 42], a special case of QIM [5], spreads the embedding-induced
distortion into a group of samples instead of one sample. The embedding
function of STDM is as follows:

y = x+ (Qm(xTp,∆)− xTp)p

= x+

(
round

(
xTp− dm

∆

)
∆ + dm − xTp

)
p, (1)

where ∆ denotes the quantization factor, round() represents the rounding
value to the nearest integer, and dm is the dither level based on the message
bit m ∈ {0, 1}:

d0 = −∆

4
and d1 =

∆

4
. (2)

The embedded message is extracted using the minimum distance decoder:

m̂ = arg min
m∈{0,1}

| yTp−Qm(yTp,∆) | . (3)

On the other hand, SS watermarking scheme could be applied in two ways,
specifically with additive SS and multiplicative SS [3, 43, 4]. In the additive
form, the watermarked image Y is formed by adding the watermark w to the
original image X as:

Yi = Xi + αwi, (4)

where α is the scaling factor. In the multiplicative form, the watermark is
embedded as:

Yi = Xi(1 + αwi). (5)

4. Convolutional Neural Network

Deep Learning (DL) is a subset of machine learning, inspired by the func-
tion and the structure of the brain [44]. DL architectures have been applied
in many fields, such as computer vision, image analysis, audio recognition,
and image classification [45]. Varieties of DL architectures such as Convolu-
tional Neural Network (CNN) have been studied and used by researchers for
a special use case data [15, 16, 17, 18]. CNN model is constructed with input
layers, output layers, and hidden layers in between. The major components,
as shown in Fig.1 are the convolution layers, pooling or subsampling layers,
activation functions, and fully connected layers.
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Figure 1: Convolutional Neural Network architecture.

CNN takes an input image, which passes through multiple convolutions and
subsampling layers. Each convolution layer includes a series of filters that
are presented as matrix numbers. A convolution product will be applied be-
tween these filters and previous image matrix to extract important features
known as output channels maps. After that, the pooling layers will reduce
the dimension of the input map and retain the important information. Max
pooling technique is one of the techniques of subsampling, which returns the
maximum value from a block. Besides, activation functions such as RELU
(Rectified Linear Unit) are usually employed to introduce the non-linearity in
the network. The RELU function round the negative values to zero. Noting
that, other non-linear functions could be used, such as sigmoid and hyper-
bolic tangent denoted as Tanh. Also, the Batch normalization could be used
when training the network to reduce the overfitting, and decrease the learn-
ing time.
CNN models are dominant in many computer vision tasks and have accom-
plished startling achievements across a variety of domains, such as face recog-
nition, image classification, self-driving cars, and many more.

5. Fully Convolutional Neural Network based Denoising

Nowadays, several types of noise affect the visual quality of digital images.
A deep network for image denoising can deal with different kind of noises such
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Figure 2: Schematic diagram of the Fully Convolutional Neural Network based Denoising
[19].

as speckle noise, and Additive White Gaussian Noise (AWGN)[19]. In this
network, the considered generator is the U-Net [46] version that corresponds
to an encoder-decoder, which has skip connections between the mirrored lay-
ers of the encoder and decoder as shown in Fig. 2. In this figure, each white
box denotes a set of feature maps arisen from an encoding layer, and each
blue box expresses a set of feature maps arisen from a decoding layer.
Notable features are extracted using the encoder, to remove the noise and
preserve the detailed structure of the image simultaneously. Besides, the de-
coder recovers successive image details and provides a clean version of the
noisy image. The skip connections transport directly the information from
the encoder layers to its corresponding decoder layers, to share the low-level
information between the noisy image and the clean image. Different levels
of details are recollected using the skip connections to be used during the
reconstruction of the output clean image. The interesting part of symmet-
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ric skip connections is that they improve image recovery and facilitate the
training of the network. Also, the vanishing gradient problem is solved using
the skip connections by directly back-propagating the signal.
The first layer of the encoder is a Convolution-ReLU layer, and the other lay-
ers are Convolution-BatchNorm-ReLU layers. The decoder is constituted of
transpose Convolution-BatchNorm-ReLU layers with a dropout rate of 50%,
and of transpose Convolution-BatchNorm-ReLU layers without dropout. In
the end, the denoised image is obtained by a transpose Convolution-Tanh
layer.
The operations of pooling and un-pooling are not used in this network, be-
cause the aggregation will induce some losses of details, and this would be
unsuitable in the image denoising context. Noticed that the convolutions and
de-convolutions use 4 × 4 kernels with stride 2. In this case, each encoder
and decoder layer will produce feature maps that are downsampled and up-
sampled by a factor of 2. The size and number of feature maps are provided
in each box in the encoding and decoding part as shown in Fig. 2. For
example, let us take the case 42× 512 × 2 in the decoder. This means that
we have 1024 maps of size 42. 512 maps out of 1024 are higher resolution
features map copied from the encoder, and the other 512 are the result of
the decoding of the bottleneck layer.
Each operation of the convolution is implemented using the respective Ten-
sorFlow module. The network is trained during 50 epochs using Adam op-
timizer [47] because it provides a faster training convergence of the encoder-
decoder network. The initial learning rate for adam is equal to 0.0002, and
the training time is about 5 hours. To notes that the computations were
completed on an NVIDIA Tesla Titan X GPU.
The loss function has a major impact during the training process. The choice
of the loss function is usually based on the L1 norm or the L2 norm, which
is the popular option. The main objective of image denoising is to amend
the visual quality of images, and the L2 norm is not correlated with this
desirable objective, as mentioned by Zhao et al. [48]. L2 does not capture
the intricate characteristics of the Human Visual System (HVS) that depend
on local structure, contrast, and luminance. However, Zhao et al. [48] shown
that a combination of L1–norm with MS-SSIM achieved the best results.
Therefore, we independently came up with the same idea by combining the
L1 norm and the Structural Similarity (SSIM) index, denoted by ζL1+SSIM ,
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which are defined as:

ζL1(x, y) =
1

N

∑
p∈P

|x(p)− y(p)|, (6)

ζSSIM(x, y) = 1− 1

N

∑
p∈P

2µxµy + c1
µ2
x + µ2

y + c1
· 2σxy + c2
σ2
x + σ2

y + c2
, (7)

where N is the number of pixels p in the patch P . x denotes the noisy image,
and y denotes the clean image. σ and µ represent the standard deviation and
the means that depend on a pixel p, which are computed using a Gaussian
filter with standard deviation σG. c1 and c2 are two constants � 1. σxy can
be estimated as [49]:

σxy =
1

N − 1

N∑
i=1

(xi − µx)(yi − µy). (8)

This fully convolutional network was introduced for image denoising. It can
remove AWGN and multiplicative speckle noise [19], and it could be a harmful
type of attack for watermarked images.

6. Evaluation

STDM and SS watermarking schemes are examined against the Fully
Convolutional Neural Network, which can be considered as denoising attack
(FCNNDA). A subset of 10000 gray-scale images of 512×512 pixels was used
as a data set provided by the BOSS database [50].
For this type of attack, 2000 images are used to train the network during 50
epochs, and 500 remaining images are used during the test. The watermarked
images were also tested against different attacks such as salt&pepper, Median
filtering, Gaussian filtering, Average filtering, and Wiener filtering. This
comparison will show the quality and robustness variation against each type
of attack. Structural Similarity Index Measure (SSIM) is used to compare the
quality of the watermarked images after applying the attacks. Bit Error Rate
(BER) is used to compare the level of robustness when a watermark in form
of bits is embedded in the original image. Normalized Correlation (NC) is
used to compare the level of robustness for a binary watermark. Normalized
Cross-Correlation (NCC) is used to measure the level of robustness of gray-
scale watermark.
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Also, the Standard Deviation (SD) is used to show the variation from the
mean value.

6.1. STDM and DCT based watermarking

The watermarks are embedded in the original images based on STDM
and DCT transform. Each image is divided into 16×16 blocks of pixels, and
the DCT transform is applied on each block to get the DCT coefficients.
The zigzag scanned order is used to select the middle-frequency components,
through which the watermark bit is embedded using the STDM watermarking
scheme. The embedding rate is 1/256, which allowed the embedding of 1024
bit into each image.
STDM is evaluated against FCNNDA with three different scenarios:

• Scenario 1: Embedding binary image watermark in the original image.

• Scenario 2: Embedding gray-scale watermark in the original image. In
this part, each gray-scale value is transformed to the binary form of
8 bits, and each bit is embedded into 1 block of the DCT transform.
In total, 1024 bits could be embedded into each image. Therefore, we
need 128 gray-scale values to be embedded in each image.

• Scenario 3: Embedding identical redundant bits (0 or 1) in the original
image. In this part, the robustness is tested in term of BER, and
we have also computed the percentage of faulty extracted bits using a
voting algorithm.

For a fair evaluation, the robustness of watermarked schemes is usually tested
using watermarked images with uniform fidelity [51, 52, 53]. Therefore, the
quantization step size ∆ was selected with a value close to 80 to get water-
marked images with a fixed SSIM close to 0.986. All the results presented in
the graphs and tables are the average results for 500 images extracted from
the BOSS database [50].

6.1.1. Scenario 1

In the first scenario, a binary image watermark such as the one presented
in Fig.3 of size 32×32 is embedded in the original image of size 512×512
based on STDM and DCT. After that, FCNNDA and other types of at-
tacks are applied to the watermarked images, to compare the quality and
robustness levels. Table 1 shows the level of robustness and the quality of
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Table 1: Robustness and quality of the attacked images, when binary image watermarks
are embedded in the original images with STDM-DCT watermarking (Scenario 1).

Attacks NC (SD) SSIM (SD)

Salt&Pepper (d=0.005) 0.951 (0.011) 0.868 (0.021)

Salt&Pepper (d=0.01) 0.890 (0.013) 0.770 (0.033)

Gaussian filtering (5 × 5) 0.998 (0.003) 0.976 (0.005)

Median filtering (3 × 3) 0.966 (0.027) 0.907 (0.051)

Median filtering (5 × 5) 0.870 (0.065) 0.813 (0.102)

Wiener filtering (3 × 3) 0.994 (0.008) 0.929 (0.037)

Wiener filtering (5 × 5) 0.917 (0.047) 0.861 (0.077)

Average filtering (3 × 3) 0.941 (0.028) 0.882 (0.005)

Average filtering (5 × 5) 0.820 (0.064) 0.775 (0.107)

FCNNDA 0.651 (0.142) 0.976 (0.007)

Figure 3: A binary image watermark of size 32×32.

the attacked images. STDM has good robustness against the additive noise
and the filtering attacks when the density of the noise is low, or the filters
window size is small. But the NC decreases when the noise density or the
filters window size increases. In parallel, the quality of the attacked images
is also affected after applying such type of attacks.
As shown in Table 1, the watermarks are affected against the Average filter-
ing (5×5), with a NC average close to 0.820. But the quality of the attacked
images is also affected with an SSIM average close to 0.775. On the other
hand, the FCNNDA disturbs almost all the watermarks, with a NC average
close to 0.651, while preserving a good quality of the attacked images (SSIM
= 0.976). The Standard Deviation (SD) values of NC and SSIM are low,
which means that most of the values are close to the average. Fig.4 presents
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(a)Watermar-
ked Image.

(b)Salt &
Pepper
(d=0.01).

(c)Median
Filtering
(5×5).

(d)Wiener
Filtering
(5×5).

(e)Average
Filtering
(5×5).

(f)FCNNDA.

Figure 4: Quality distortion of attacked image, when binary watermark is embedded in
the original image with STDM-DCT watermarking (Scenario 1).

(a)Salt&
Pepper
(d=0.01).

(b)Gaussian
Filtering
(5×5).

(c)Median
Filtering
(5×5).

(d)Wiener
Filtering
(5×5).

(e)Average
Filtering
(5×5).

(f)FCNNDA.

Figure 5: Extracted binary image watermark after applying the different types of attacks.

the quality effect of those attacks on the watermarked image. We have se-
lected the Lena photo out of the 500 images in this part because it is widely
used in image processing due to its detail, flat regions, shading, and texture.
Fig.5 shows the extracted binary image watermark after applying the differ-
ent types of attacks. With all the attacks except for FCNNDA, the binary
image watermark could be reconstructed using an algorithm of denoising.
With FCNNDA, the extracted binary image watermark is relatively differ-
ent from the extracted one. Therefore, it would be difficult and somehow
impossible to reconstruct the extracted binary image watermark after the
FCNNDA attack.
The Histograms in Fig.6 show the absolute difference between the pixels
values of the original images, watermarked images, and attacked images by
Average filtering (5×5), and by FCNNDA. 96% of the absolute difference
between the pixels values of the watermarked images and the original images
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Figure 6: Comparing the pixels values of the original images to the watermarked images,
and the attacked images by Average filtering (5×5) and FCNNDA, when the watermark
is a binary image of size 32×32, and the watermarking scheme is STDM-DCT.

are distributed between 0 and 3. 89% of the absolute difference between the
pixels values of the attacked images by FCNNDA and the original images are
distributed between 0 and 3. 68% of the absolute difference between the pix-
els values of the attacked images by Average filtering (5×5) and the original
images are distributed between 0 and 3. The attacked images by FCNNDA
are thus closer to the original images comparing to the attacked images by
Average filtering (5×5). Noting that, we have only compared the FCNNDA
to the Average filtering attack because they have the lowest NC values.
Moreover, we have visually interpreted the absolute difference between the
pixels values of the original images, the watermarked images, and attacked
images by FCNNDA and Average filtering. The results are presented in
Fig.7, where the watermark was embedded into the original image ”Lena”
using different projection vectors. We have used different projection vectors
with STDM during the test to study their impact on the effectiveness of the
FCNNDA attack. The first and the second columns in Fig.7 contains two
watermarked images ”Lena” with different projection vectors. The third and
the fourth columns present zooming to the same block of the first two im-
ages for more details. The first line presents the absolute difference between
the pixels values of the original image and the watermarked image. We can
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(a1) (b1) (c1) (d1)

(a2) (b2) (c2) (d2)

(a3) (b3) (c3) (d3)

Figure 7: Absolute difference (a1) between the pixels values of the original images and the
watermarked images, (a2) between the pixels values of the original images and attacked
images by Average filtering (5×5), (a3) between the pixels values of the original images
and attacked images by FCNNDA, (bi) presents the absolute difference with different
projection vector for STDM, (ci) and (di) present the details for (ai) and (bi) respectively.

recognize the patches in the images, and we can notice that the watermark
bits are embedded everywhere in the image. The second line shows the abso-
lute difference between the pixels values of the attacked images by Average
filtering (5×5) and the original images. All the edges are changed due to the
average filtering. The third line shows the absolute difference between the
pixels values of the attacked images by FCNNDA and the original images.
We can distinguish how the patches are changed in the images. The darken
parts, and the brighten parts of the images are also changed compared to the
original one. This variation destroys the watermarks that have been embed-
ded in the original images.
As shown in this section, the FCNNDA attack outperforms the other types
of attacks. During the training process of the FCNNDA network, notable
features are extracted from the encoder and shared with de decoder using
the skip connections to remove the noise and preserve the detailed structure
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Table 2: Robustness and quality of the attacked images, when gray-scale watermark is
embedded per image, and STDM with DCT is used as watermarking scheme (Scenario 2).

Attacks NCC (SD) SSIM (SD)

Salt&Pepper (d=0.005) 0.796 (0.073) 0.868 (0.021)

Salt&Pepper (d=0.01) 0.612 (0.086) 0.769 (0.032)

Gaussian filtering (5 × 5) 0.998 (0.005) 0.976 (0.005)

Median filtering (3 × 3) 0.878 (0.128) 0.907 (0.052)

Median filtering (5 × 5) 0.626 (0.234) 0.813 (0.102)

Wiener filtering (3 × 3) 0.975 (0.043) 0.928 (0.037)

Wiener filtering (5 × 5) 0.609 (0.212) 0.861 (0.077)

Average filtering (3 × 3) 0.836 (0.136) 0.881 (0.055)

Average filtering (5 × 5) 0.418 (0.225) 0.774 (0.107)

FCNNDA 0.259 (0.198) 0.974 (0.008)

of the image. The major impact during the training process is based on
the Loss function that has reflected the visual quality and fulfills the desired
objective.

6.1.2. Scenario 2

In the second scenario, a gray-scale watermark is embedded in each orig-
inal image. Each gray-scale value is converted to the binary form of 8 bits,
and each bit is embedded into 1 block of the DCT transform. The robustness
and the quality of the attacked images are tested in term of NCC and SSIM.
1024 bits could be embedded into each image. Hence, 128 gray-scale values
are embedded to each image based on STDM and DCT.
As shown in Table 2, the watermarks are affected against the Average fil-
tering (5×5), with a NCC average close to 0.418. But the quality of the
attacked images is also affected with an SSIM average close to 0.774. On the
other hand, the FCNNDA destroys the gray-scale watermark with a NCC
average close to 0.259, while preserving a good quality of the attacked im-
ages (SSIM = 0.974). The gray-scale watermark is highly affected comparing
to the binary image watermark because the gray-scale value is converted to
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(a)Watermarked
Image.

(b)Average Filter-
ing (5×5).

(c)FCNNDA.

Figure 8: Quality distortion of attacked images, when gray-scale watermark is embedded
per image, and STDM with DCT is used as watermarking scheme (Scenario 2).

     























 


Figure 9: Comparing the pixels values of the original images to the watermarked im-
ages, and the attacked images by FCNNDA and Average filtering (5×5), when gray-scale
watermark is embedded per image, and STDM with DCT is used as watermarking scheme.

the binary form of 8 bits. In this case, if one bit out of 8 bits is changed
after the attack, the gray-scale value will also be changed. The quality effect
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of Average filtering and FCNNDA attacks on the watermarked image are
presented in Fig.8. The absolute difference between the pixels values of the
original images, the watermarked images, and attacked images (by FCNNDA
and Average filtering) are presented in the histograms in Fig.9. 95% of the
absolute difference between the pixels values of the watermarked images and
the original images are distributed between 0 and 3. 87% of the absolute
difference between the pixels values of the attacked images by FCNNDA and
the original images are distributed between 0 and 3. 68% of the absolute
difference between the pixels values of the attacked images by Average fil-
tering (5×5) and the original images are distributed between 0 and 3. The
attacked images by FCNNDA are closer to the original images comparing to
the attacked images by Average filtering (5×5).

Table 3: Percentage of faulty bits and quality of the attacked images, when an identical bit
is embedded per image, and STDM with DCT is used as watermarking scheme (Scenario
3).

Attacks % Faulty Bits BER (SD) SSIM (SD)
Salt&Pepper
(d=0.005)

0 0.064 (0.007) 0.876 (0.003)

Salt&Pepper
(d=0.01)

0 0.132 (0.011) 0.779 (0.004)

Gaussian filtering
(5 × 5)

0 0.007 (0.002) 0.975 (0.008)

Median filtering
(3 × 3)

0 0.049 (0.002) 0.896 (0.004)

Median filtering
(5 × 5)

0 0.212 (0.011) 0.781 (0.001)

Wiener filtering
(3 × 3)

0 0.017 (0.001) 0.913 (0.005)

Wiener filtering
(5 × 5)

0 0.160 (0.003) 0.827 (0.003)

Average filtering
(3 × 3)

0 0.120 (0.002) 0.864 (0.003)

Average filtering
(5 × 5)

0 0.261 (0.011) 0.731 (0.008)

FCNNDA 48 0.481 (0.149) 0.970 (0.011)
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(a)Watermarked
Image.

(b)Average Filter-
ing (5×5).

(c)FCNNDA.

Figure 10: Quality distortion of attacked images, when an identical bit is embedded per
image, and STDM with DCT is used as watermarking scheme (Scenario 3).

6.1.3. Scenario 3

In the third scenario, a sequence of 1024 length 0 or 1 identical bit is
embedded in each original image. The robustness and the quality of the at-
tacked images are tested in term of BER and SSIM. We have also computed
the percentage of faulty extracted bits using a voting algorithm. If the ma-
jority of extracted bits per image are wrong, the voting value will increase by
1, and in this way, the percentage value will increase as well. By this way, we
could determine if the identical redundant bit could be extracted without er-
ror after applying the attacks. As shown in Table 3, the majority of extracted
bits per image are correct. For that the total result of voting algorithm was
equal to 0% faulty bits for all the attacks excepting FCNNDA. Conversely,
we have got 48% faulty bits when applied the FCNNDA attack; with 48%
of the images, the majority of extracted bits per image are incorrect. The
average of BER is close to 0.481, and the quality of the attacked images has
an SSIM value close to 0.970. The quality effect of Average filtering and
FCNNDA attacks on the watermarked image are presented in Fig.10. The
absolute difference between the pixels values of the original images, the wa-
termarked images, and attacked images (by FCNNDA and Average filtering)
are presented in the histograms in Fig.11. 96% of the absolute difference
between the pixels values of the watermarked images and the original images
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Figure 11: Comparing the pixels values of the original images to the watermarked images,
and the attacked images by FCNNDA and Average filtering (5×5), when an identical bit
is embedded per image, and STDM with DCT is used as watermarking scheme.

are distributed between 0 and 3. 85% of the absolute difference between the
pixels values of the attacked images by FCNNDA and the original images
are distributed between 0 and 3. 69% of the absolute difference between
the pixels values of the attacked images by Average filtering (5×5) and the
original images are distributed between 0 and 3. The attacked images by
FCNNDA are closer to the original images comparing to the attacked images
by Average filtering (5×5).
The extracted identical bit could be different from the embedded one with a
probability close to 0.5 after applying the FCNNDA attack. This is a high
value comparing to the other type of attacks, where the value of the faulty
extracted bits was equal to 0.

6.2. SS and DWT-SVD based watermarking

In this part of the experiments, the SS watermarking scheme was tested
against the FCNNDA attack. SVD and DWT were widely used with SS
to increase the level of robustness and fidelity [54, 55, 56]. Therefore, we
have embedded the watermark in the original images using the DWT-SVD
as follows:

• Perform 3-level DWT onto the cover image to get the four sub-bands
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(LL3, LH3, HL3, and HH3).

• Apply the SVD to LL3 sub-band (A = USV T ), and the watermark
(Aw = UwSwV

T
w ).

• Modify the singular values of LL3 by adding the singular values of the
watermark as: S ′= S+ αSw. Alpha is the scaling factor.

• Perform the modified LL3: LLnew = US ′V T .

• Finally, apply the inverse DWT to obtain the watermarked image Aw.

The watermark was extracted as follows:

• Perform 3-level DWT onto the watermarked image A∗W to decompose
it into four sub-bands (LL3, LH3, HL3, and HH3).

• Apply SVD to LL3: A∗ = U∗S∗V ∗T .

• Compute: S∗W= S∗−S
α

.

• Get the watermark as: S∗W = UwS
∗
WV

T
w .

The tested images are watermarked using a uniform fidelity. The scaling
factor α was selected with a value close to 0.15 to get watermarked images
with fixed SSIM values close to 0.986.
SS is evaluated against FCNNDA with three different scenarios:

• Scenario 1: Embedding gray-scale watermark of size 64×64 in the orig-
inal image.

• Scenario 2: Embedding binary image watermark of size 64×64 in the
original image. (To apply the SVD on the binary watermark, we have
multiplied the binary values by 255).

• Scenario 3: Embedding identical redundant bits (0 or 1) in the original
image. The redundant bits are grouped in a matrix of 64×64, and the
bits 0 are replaced by 64, and the bits 1 are replaced by 192, to apply
the SVD on the matrix.
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Table 4: Robustness and quality of the attacked images, when gray-scale watermarks are
embedded in the original images, and SS with DWT-SVD is used as watermarking scheme
(Scenario-1).

Attacks NCC (SD) SSIM (SD)

Salt&Pepper (d=0.005) 0.952 (0.064) 0.879 (0.018)

Salt&Pepper (d=0.01) 0.875 (0.143) 0.778 (0.032)

Gaussian filtering (5 × 5) 0.985 (0.021) 0.984 (0.006)

Median filtering (3 × 3) 0.968 (0.044) 0.914 (0.052)

Median filtering (5 × 5) 0.861 (0.118) 0.816 (0.102)

Wiener filtering (3 × 3) 0.969 (0.037) 0.934 (0.038)

Wiener filtering (5 × 5) 0.851 (0.127) 0.862 (0.078)

Average filtering (3 × 3) 0.888 (0.128) 0.889 (0.056)

Average filtering (5 × 5) 0.518 (0.227) 0.776 (0.107)

FCNNDA 0.136 (0.152) 0.986 (0.034)

Figure 12: Gray-scale watermark of size 64×64.

Structural Similarity Index Measure (SSIM) is used to compare the quality
of the watermarked images after applying the attacks. Bit Error Rate (BER)
is used to compare the level of robustness when a watermark in form of bits
is embedded in the original image. Normalized Correlation (NC) is used to
compare the level of robustness for a binary watermark. Normalized Cross-
Correlation (NCC) is used to compare the level of robustness of gray-scale
watermark. All the results presented in the tables are the average results for
500 images extracted from the BOSS database [50].

6.2.1. Scenario 1

In the first scenario, a gray-scale watermark like the cameraman presented
in Fig.12 of size 64×64 is embedded in the original image using the SS and
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(a)Watermarked
Image.

(b)Average Filter-
ing (5×5).

(c)FCNNDA.

Figure 13: Quality distortion of attacked images, when gray-scale watermark is embedded
in the original image, and SS with DWT-SVD is used as watermarking scheme (Scenario-
1).

(a)Salt&
Pepper
(d=0.01).

(b)Gaussian
Filtering
(5×5).

(c)Median
Filtering
(5×5).

(d)Wiener
Filtering
(5×5).

(e)Average
Filtering
(5×5).

(f)FCNNDA.

Figure 14: Extracted gray-scale watermark after applying the different types of attacks.

DWT-SVD based watermarking. After that, FCNNDA and the other types
of attacks are applied to the watermarked images, to compare the quality
and robustness levels.
As shown in Table 4, the extracted watermark is affected when the Average
filtering (5×5) is applied to the watermarked images, where the average of
NCC value is close to 0.518. In parallel, the quality of the attacked images is
also affected, where the average of SSIM values is close to 0.776. Conversely,
the extracted watermark is highly affected by the FCNNDA attack, where
the average of NCC is close to 0.152. Also, the quality of the attacked images
is preserved, where the average of SSIM values is close to 0.984. The quality
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Table 5: Robustness and quality of the attacked images, when binary image watermarks
are embedded in the original images, and SS with DWT-SVD is used as watermarking
scheme (Scenario-2).

Attacks NC (SD) SSIM (SD)

Salt&Pepper (d=0.005) 0.989 (0.051) 0.879 (0.017)

Salt&Pepper (d=0.01) 0.957 (0.125) 0.778 (0.32)

Gaussian filtering (5 × 5) 0.999 (0.001) 0.986 (0.006)

Median filtering (3 × 3) 0.992 (0.047) 0.914 (0.051)

Median filtering (5 × 5) 0.898 (0.114) 0.816 (0.102)

Wiener filtering (3 × 3) 0.996 (0.011) 0.934 (0.038)

Wiener filtering (5 × 5) 0.896 (0.097) 0.862 (0.077)

Average filtering (3 × 3) 0.941 (0.081) 0.888 (0.056)

Average filtering (5 × 5) 0.589 (0.207) 0.776 (0.107)

FCNNDA 0.211 (0.157) 0.985 (0.007)

effect of Average filtering and FCNNDA attacks on the watermarked image
are presented in Fig.13. FCNNDA destroys the embedded watermark while
preserving a good quality of the watermarked image.
Fig.14 shows the extracted gray-scale watermark after applying the different
types of attacks. With all the attacks except for FCNNDA, the gray-scale
watermark could be repaired using an algorithm of denoising or filtering.
With FCNNDA, the extracted gray-scale watermark is relatively different
from the extracted one. Hence, it would be tricky and somehow impossible
to reconstruct the extracted gray-scale watermark after the FCNNDA attack.

6.2.2. Scenario 2

In the second scenario, a binary image watermark of size 32×32 is em-
bedded in the original image of size 512×512 based on SS and DWT-SVD.
SVD is applied to the binary watermark after multiplying the binary values
by 255.
Table 5 shows the level of robustness and the quality of the attacked images,
when binary watermarks are embedded in the original images. In this sce-
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(a)Watermarked
Image.

(b)Watermarked
Image (Zoom)

(c)FCNNDA (a)FCNNDA
(Zoom)

Figure 15: Quality distortion of FCNNDA, when Binary watermark image is embedded in
the original image, and SS with DWT-SVD is used as watermarking scheme (Scenario-2).

(a)Salt&
Pepper
(d=0.01).

(b)Gaussian
Filtering
(5×5).

(c)Median
Filtering
(5×5).

(d)Wiener
Filtering
(5×5).

(e)Average
Filtering
(5×5).

(f)FCNNDA.

Figure 16: Extracted binary image watermark after applying the different types of attacks.

nario SS watermarking scheme achieved good robustness against the additive
noise and the filtering attacks. But the NC decreases with the Average fil-
tering (5×5) attack with a NC average close to 0.589. But the quality of the
attacked images is also affected with an SSIM average close to 0.776. On
the other hand, the FCNNDA disturbs almost all the binary image water-
marks, with a NC average close to 0.211, while preserving the quality of the
attacked images (SSIM = 0.985). The SD values of NC and SSIM are low,
which means that most of the values are close to the average. Fig.15 presents
the quality effect of FCNNDA attack on the watermarked image.
Fig.16 shows the extracted binary image watermark after applying the dif-
ferent types of attacks. With all the attacks except for FCNNDA, the binary
image watermark could be reconstructed using an algorithm of denoising.
With FCNNDA, the extracted binary image watermark is relatively differ-
ent from the extracted one. Therefore, it would be difficult and somehow
impossible to reconstruct the extracted binary image watermark after the
FCNNDA attack.
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Table 6: Percentage of faulty bits and quality of the attacked images, when an identical
bit is embedded per image, and SS with DWT-SVD is used as watermarking scheme
(Scenario-3).

Attacks % Faulty Bits BER (SD) SSIM (SD)
Salt&Pepper
(d=0.005)

0 0.045 (0.182) 0.876 (0.019)

Salt&Pepper
(d=0.01)

0 0.051 (0.192) 0.775 (0.031)

Gaussian filtering
(5 × 5)

0 0.033 (0.151) 0.984 (0.007)

Median filtering
(3 × 3)

0 0.013 (0.099) 0.912 (0.051)

Median filtering
(5 × 5)

0 0.034 (0.162) 0.815 (0.103)

Wiener filtering
(3 × 3)

0 0.042 (0.161) 0.932 (0.037)

Wiener filtering
(5 × 5)

) 0 0.051 (0.183) 0.860 (0.076)

Average filtering
(3 × 3)

0 0.032 (0.098) 0.886 (0.055)

Average filtering
(5 × 5)

0 0.072 (0.234) 0.774 (0.106)

FCNNDA 32 0.342 (0.241) 0.987 (0.008)

6.2.3. Scenario 3

In the third scenario, a sequence of 1024 length 0 or 1 identical bit is
embedded in the original image. The redundant bits are grouped in a matrix
of 64×64, and the bits 0 are replaced by 64, and the bits 1 are replaced
by 192, to apply the SVD on the matrix. The robustness and the quality
of the attacked images are tested in term of BER and SSIM. We have also
computed the percentage of faulty extracted bits using a voting algorithm.
If the majority of extracted bits per image are wrong, the voting value will
increase by 1, and in this way, the percentage value will increase as well.
Based on this scenario, we could determine if the identical redundant bit
could be extracted without error after applying the attacks. As shown in
Table 6, the majority of extracted bits per image are correct. For that, the
total result of the voting algorithm was equal to 0% faulty bits for all the
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(a)Watermarked
Image.

(b)Watermarked
Image (Zoom)

(c)FCNNDA (a)FCNNDA
(Zoom)

Figure 17: Quality distortion of FCNNDA, when identical bit is embedded per image, and
SS with DWT-SVD is used as watermarking scheme (Scenario-3).

attacks excepting FCNNDA. Conversely, we have got 32% faulty bits when
the FCNNDA attack is applied; with 32% of the images, the majority of
extracted bits per image was incorrect. The average of BER is close to 0.342,
and the quality of the attacked images has an SSIM value close to 0.987. The
identical embedded bit has a probability close to 0.3 to be extracted with
error after applying the FCNNDA attack. This is a high value comparing
to the other type of attacks, where the faulty extracted bits was equal to
0%. The quality effect of watermarked image and FCNNDA attack on the
watermarked image are presented in Fig. 17.

7. Conclusion and Future Work

In this paper, digital image watermarking are evaluated against a Fully
Convolutional Neural Network Denoising Attack (FCNNDA). STDM and SS
watermarking schemes are examined against FCNNDA using different sce-
narios in the frequency domain. Several types of watermarks are embedded
during the test such as binary watermarks, one redundant bit, and gray-
scale watermarks. FCNNDA was also compared to other types of attacks
to show the difference in term of quality and robustness. The experimental
results confirmed that the FCNNDA could be considered as a harmful at-
tack. FCNNDA outperforms the other types of attacks because it destroys
the watermarks while preserving a good quality of the attacked images.
As for future work, we plan to integrate deep learning with digital water-
marking to enhance the robustness against such type of attacks.
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[50] P. Bas, T. Filler, T. Pevný, ”break Our Steganographic System”: The
Ins and Outs of Organizing BOSS, in: T. Filler, T. Pevný, S. Craver,
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