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Abstract— In this paper, we present a new contention access method for scalable wireless sensor networks. In these networks, the traffic levels are often variants, particularly in monitoring applications. Sensors do not regularly have much data to send. However, when an event occurs, every sensor in a given area will send its alert to the access point simultaneously. Hence, this network suffers a huge number of communications at the same time. In fact, at an instant, only one transmission is permitted among interfering nodes. If there are more than two transmissions at the same time, there will be a collision. Therefore, this variant communication of wireless sensor networks leads to an increase in collision and energy consumption. Traditional wireless network uses an exponential back-off scheme to react to collision. However, this scheme is designed for traditional wireless networks and is not well adapted to wireless sensor networks. Our proposal uses a dynamical change of channel access probability which can reduce the number of contention times and collisions. Moreover, it can be used in any existing MAC protocol of wireless sensor network.
Index Terms— Ad-hoc, Contention access, Collision avoidance, Energy efficient, MAC protocol, Scalable, Sensor networks.
I. INTRODUCTION
O
ver the past few years, we have observed a boost in the development of wireless network techniques. Since the advent of mobile network, WIFI and ad-hoc network, research in wireless networks has focused much more on wireless sensor networks. A wireless sensor network is a network composed of hundreds to thousands of communicating sensors and deployed in an area in order to collect environment events. In a sensor network, each node is a small sensor with a low capacity of processing, storage and energy. The sensors are normally battery powered and we expect a lifetime of several months to several years. The major difference between the components of the sensor network and the components of the traditional wireless network is that in a sensor network, it is difficult (even impossible in certain cases) to change the battery. In the future, when sensor manufacturing becomes massive, sensor price will be much lower and it is preferable to change sensors rather than batteries after use.

These particular characteristics of the sensor network change its performance policy in comparison to that of traditional wireless networks. In traditional wireless networks, the most important performance criterion is fairness. The objective is to guarantee that all the nodes in the network are equal and have the same probability of accessing the channel. On the contrary, in the wireless sensor network, since we want to maximize the network’s lifetime, energy consumption becomes the primary concern while the other criteria, like fairness, throughput and band-width become secondary conditions. Energy consumption is used mainly for communicating and processing data. According to [1], communicating 1 KB of data by 100m consumes as much energy as processing 3 million instructions. So, it is preferable to process the data locally rather than to communicate between sensors. 
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Normally, a sensor radio has 4 operating modes: transmission, reception, idle listening and sleep. MICA [7] is a typical example, whose levels of energy consumption are illustrated in table 1. In many cases, energy consumption in listening mode and idle mode is a half of transmission mode and their energy consumption is approximately equal. However, energy consumption in sleep mode is much lower. Hence, the sensors should put the radio into sleep mode as much as possible. 
In wireless networks, every interfering node shares the medium where there is only one transmission at any one moment. When a transmission occurs in the medium, all the interfering nodes which do not relate to this transmission have to keep silent. If one of them transmits during this transmission, there will be a collision. The MAC layer of wireless network is used to manage transmission of interfering nodes. So that they do not transmit when there is already a transmission in the medium.
In an event-driven wireless sensor network, there are often hundreds to thousands of nodes deployed in an area. When an event happens, many nodes will observe this event and send it to the sink. Hence, many communications occur at the same time which implies an increase in the number of collisions. On the contrary, when there are no events, there are few communications. A simple illustration for this problem is a football stadium. Normally, when there is no football match, nobody wants to go to the stadium. However, if there is an interesting football match, many people want to go to the stadium at the same time. The door entrance is narrow and if many people want to enter the stadium at the same time, there will be a collision. So they have to line up in order to enter the stadium without collision. 
This paper presents a novel contention access method to avoid collision for medium access control with the following characteristics: 
· An efficient method to react to collisions
· Reduce contending time for sensors
· Reduce the number of contending nodes in high traffic
· Adapt to scalable sensor network
In section 2, we present related works about MAC layer. We describe a traditional technique to react to collisions in section 3. After that, we describe our contention access method for wireless sensor network in section 4. Next, we show the effectiveness of our approach in comparison with other existing work in section 5. Lastly, in section 6, we conclude and present some perspectives of our work.
II. RELATED WORKS
Today, research on medium access control (MAC) of wireless sensor networks is very fertile. There is a clear attempt to improve MAC protocol management of communication time between sensors, which consumes the most energy. Based on various characteristics, we classify MAC protocol into two different types: Contention-Based and Contention-Free. 
Contention-free MAC is based on reservation and scheduling. Here, each node announces a time slot that it wants to use to the coordinator of the network. This coordinator schedules the request and allocates other nodes to their respective time slots. In this way, a node can access the channel without colliding with others because it is the only node which can transmit during its time slot. Bluetooth [3], TRAMA [4] and LEACH [5] are examples of this type of MAC.

This technique guarantees low energy consumption because each node in the network works only in its time slot without collisions. However, the major disadvantage of this technique is that it is not well adaptable to topology change and is therefore non-scalable. Any insertion or suppression of a node implies a time slot reallocation for all the nodes in the cluster. Moreover, the nodes must be well synchronized among them (about several µs), which is not easy to achieve in the widely distributed and scalable environment of a sensor network. 
Unlike this technique, contention-based MAC is a protocol where every node accesses the channel in competition. Before transmitting a message, a node listens to the channel to see whether there is already a transmission in the medium. If the channel is busy, it waits for a random time and retries to detect it later. If the channel is free, it transmits the message. Collision occurs when two nodes observe that the channel is free at the same time and so they transmit their message to one recipient simultaneously. In this case, the recipient receives a noise which does not contain any information and that implies a retransmission. 
The most well-known example of this technique is protocol IEEE 802.11 [6] for wireless LAN network. Indeed, this technique works well when the communication occurs between personal computers or pocket PCs, where energy consumption is not a critical problem. This protocol does not take into account methods to save energy. However, in a sensor network, the devices are small and very sensitive to energy consumption. Then, the MAC technique of IEEE 802.11 is not suitable for sensor network.
As stated earlier, the idle mode of sensors consumes energy as much as the reception mode. Many research projects have been carried out to optimize the existing MAC methods and better adapt them to sensor networks. S-MAC [8] is considered to be the first MAC protocol proposal for sensor networks which tries to reduce energy consumption. In S-MAC, the nodes are periodically set in listen and sleep mode, where the listen time is approximately 10% of the sleep time. In sleep mode, the sensors switch off the radio to save energy. Hence, they can save up to 90% of energy compared to the previous protocols. Sensors synchronize their communication during the listen period. If a node does not have any messages to send, it switches its radio off during the sleep mode. On the contrary, it switches its radio on to transmit or receive messages. Sensors access the channel during the listen time by using the carrier sense multiple access with collision avoidance method (CSMA/CA). A collision occurs if two nodes choose the same time slot to transmit a message. Indeed, the number of collisions is proportional to the number of transmissions. The more communications there are at the same time, the more collisions there are in the network.

T-MAC [13] extends S-MAC by changing the duration of the listening time between two active periods. T-MAC also reduces the inactive time of the sensors compared to S-MAC. Hence, it is more energy efficient than S-MAC.

B-MAC [14] is a modular and flexible channel access method which reduces the idle time of the sensors. Like S-MAC and T-MAC, nodes in B-MAC switch their radio on and off periodically. However, there is no synchronization between sensors. In order for the nodes to communicate, packages are sent with a longer preamble than the idle time of the sensor. 
Observing these proposals, we can state that they all use a fixed contention window which limits the number of simultaneous transmissions in the network and the network does not scale. Moreover, these protocols use a retransmission in case of collisions. With the same traffic level and the same contention window, the probability of collisions is unchanged. 
To reduce the number of collisions and latency in the monitoring application where there are many communications simultaneously, SIFT [9] has been proposed. The main objective of SIFT is to guarantee successful transmission of R/N (R<N) messages with the shortest delay. Indeed, in the monitoring applications, we are not often interested in all the messages sent by the sensors in the network but just the first R messages sent. Like S-MAC, T-MAC, B-MAC, the contention window of SIFT is fixed. However, SIFT chooses the time slot to access the channel in a non-uniform way. The probability of lower time slot is lower than higher time slot. Hence, the probability that two or more nodes choosing the lower time slot is reduced. However, the drawback of this technique is that it is sensitive to the change of the number of nodes in the network. In fact, the distribution function is based on the number of interfering sensors in the network. This number is not easy to predict and it changes from one area to another. Hence, if we do not choose the good non-uniform probability, there are perhaps more collisions, and sensors consume even more energy. The non-uniform distribution works well in case of a stable and dense traffic, but when the traffic level is reduced, there is more probability of collisions because the probability that two nodes choose the same slot is higher. Based on the same principle, CSMA/p * [12] is proposed where p* is also a non-uniform distribution in order to minimize latency.

III. BINARY EXPONENTIAL BACK-OFF
In this section, we review a traditional contention access technique to reduce collisions in networks. In traditional networks like Ethernet [11], WiFi [1], when there is a collision; nodes apply the Binary Exponential Backoff technique (BEB) to reduce collisions. The BEB technique works as follows.
At the first transmission, every node chooses a random slot in the interval [1; CWmin] where CWmin is the minimal size of the contention window. Every node contends to access the channel. During the contention time before the selected slot, every node uses a carrier sense to see whether it is the winner of the channel. The node which chooses the first slot wins the channel and transmits its package. The other nodes choose the later slot; they know that the channel is occupied, so they wait to retransmit their packet later. 
Fig. 1a illustrates a normal contention period between two nodes. At the beginning, there is no transmission. The channel is free. Node 1 and 2 go to contention period and node 1 chooses a time slot before node 2. So, it wins the channel and transmits its package. Node 2 chooses a time slot after the time slot of node 1. It loses the channel and retries to transmit its package later. Collision occurs if two nodes choose the same first slot to transmit (Fig. 1b). Node 1 and 2 think that they are the winner of the channel. So they transmit their packet simultaneously. This creates a collision in the channel and two nodes must retransmit their package later. The more contending transmissions there are in the channel, the more collisions there are in the network. 
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In wired network, it is easy to detect a collision because a node can listen to a transmission from any nodes. Otherwise, in wireless networks, it is easy to detect whether the channel is busy or idle, but it is not easy to detect a collision. The solution to detect collision of WIFI is that, after sending a packet RTS, the transmitter waits for a certain period of time, and if it does not receive the packet CTS, it considers that its transmission was finished with collisions. 

In fact, with the same traffic level, if nodes use the same contention window to retransmit after collision, the probability for the new collision is the same. The solution of BEB technique is that once a node detects a collision, each node doubles its contention window size and uses this new contention window to choose its slot (Fig. 1c). If collisions occur again, nodes continue to double their contention window until they reach the maximum contention window length. 

By increasing the contention window size, the probability of collision is reduced and the network can adapt to a new traffic level. Let us suppose 2 transmissions with a contention window CW=4. Collisions occur when 2 nodes choose the same time slot. Hence, the collision probability is 4/42=25%. After the first collision, they double their size of contention window CW= 4*2 =8. So, the collision probability is decreased to 8/82=12.5%. After a successful transmission, all nodes set their contention window to the initial size to start the next transmission. 
BEB scheme is used in the Ethernet and WIFI networks. By changing the size of the contention window, the network can adapt to different traffic levels. If the traffic level is high, the contention window is increased to reduce the probability of collision. Otherwise, if the traffic is low, the contention window is set to be the initial value to reduce the contending time. 

In fact, BEB technique is invented for Ethernet and WIFI where fairness is the most important criterion. BEB ensures the same channel access probability for every node in the network. However, this technique does not take the criterion of energy consumption into account. As stated earlier, the performance criterion of sensor networks is different to that of traditional networks. In sensor networks, the criterion of energy consumption is the most important. So if we apply BEB scheme to sensor networks, there might be following problems:
· It takes time for the contention window to increase to an optimal value adaptable to the current network traffic level. During this time, many transmissions end with collisions and nodes waste energy to retransmit their packets. 
· By increasing the size of contention window, all nodes have to wait longer to access the channel. As there are many contending transmissions simultaneously, each node has a little opportunity to access the channel. In one period, only one node wins the channel and transmits its packet. Other nodes lose the channel and they have to wait to retransmit their packet later. Hence, they waste energy contending for the channel.
· Many existing MAC protocols for sensor networks use a periodical listen/sleep scheme to reduce energy consumption. By switching from sleep to listen mode, nodes consume wake-up energy. Wake-up energy is energy dissipation during the time node switch from sleep mode to listen mode. During this time, sensors start and stabilize their microcontroller, configure and power up their transceiver. Energy dissipation in this period is different from one sensor to another, but it is important. Hence, when a node is switched to listen mode to contend the channel and it loses the channel, it is an obvious energy waste, which is to be avoided.
With these problems, we find that BEB is not well adapted to sensor networks. These networks require a new technique which is not only collision avoidant but also energy-efficient.

IV. OUR PROPOSAL
In this section, we describe our new contention access scheme to reduce collisions in a scalable sensor network. Let us suppose that there is a dense sensor network, with several hundreds to thousands of sensors deployed in an area to detect an event relating to environment: temperature, moisture, pressure etc. If there is no event, sensors send only a small amount of data to the sink. This data can be a notification message if sensors work normally, so that the sink knows the actual population of nodes in the network. When an event occurs, a lot of sensors will detect this event and will send an alert message to the sink.

For example, a sensor network which monitors a machine by detecting its vibrations. If the machine works normally, sensors sense normal vibration and do not send any alerts. Otherwise, if there are problems with the machine, it will vibrate faster or slower than usual. All the sensors on the machine collect this event and send an alarm to the sink. We can see that the traffic level of the network changes, passing directly from the state where there is a small amount of data to send, to the state where there is a lot of data to send at the same time. In this case, the network suffers from a fast change of traffic level. As stated earlier, this change generates collisions in the network.

To avoid this kind of collision, we propose an efficient contention technique to access the channel for sensor networks. Our technique offers collision avoidance (as BEB) and is energy-efficient. 
A. Probability of collisions
At first, we start with the computation of the collision probability of a given contention window. Let us recall that a collision occurs if two or more nodes choose the same first slot. Consider a contention window CW, the probability that each node chooses a slot is 1/CW. A successful contention period is that one node chooses the first slot, and all other nodes choose later slots. The probability of collisions is in conjunction with the probability of success. Hence, if there are N transmissions at the same time, the probability of collision is thus:
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Observing this expression, we find that the probability of collision is proportional to the number of contending transmissions. When we fix the size of the contention window CW, if the number of contending transmissions N is increased, the probability of collision is increased too. 
Table 2 shows the probability of collisions when we fix the contention window CW=4 and vary the number of contending transmissions N.
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When there is only one transmission, there is no collision because the contending node has all the choice to choose its time slot. Collision occurs from 2 simultaneous transmissions, and increases as the number of transmission is increased. We can see that with the number of transmissions N = 4, the probability of collisions is already very high, even unacceptable in certain applications. A collision implies a retransmission of package and so it is a source of energy waste. Hence, we have to find a method to reduce collisions as much as possible.
B. A new contention access method for MAC layer of sensor networks
As presented earlier in the related works, the MAC proposals for the sensor networks like S-MAC, T-MAC, B-MAC use a fixed contention window. When there is a collision, the only solution of them is to retransmit the packet with the same contention window. Hence, the collision probability is unchanged. With a high traffic level, the number of collision remains high after retransmission.  
BEB technique is used to reduce collisions, but it cannot be applied to existing MAC protocol of sensor networks because they all use fixed contention window, and they cannot change the size of their contention window. 
Let us consider a sensor network deployed in an area. All nodes in the network are synchronized, so that they work periodically at the same time as illustrated in Fig. 2. 
Our approach works as follows. When a node wants to transmit a data, it senses the channel. If the channel is free, it transmits a RTS packet. While it is transmitting its packet, the other sensors find the channel busy. If they are not receiver, they switch their radio off to save energy. The receiver replies to the transmitter with a CTS packet. After receiving CTS packet, the transmitter starts to transmit its data. If there is a problem with the transmission of RTS or CTS packet, the transmitter considers that there is a collision in the medium. This collision occurs when two or more nodes sense the free channel at the same time and they send their packets simultaneously. The probability of collisions is proportional with the number of contending transmissions at the same time. Hence, when there is a collision in the network, it means that there are many contending transmissions in the network. In the next contending period, if every node wakes up to contend to the channel, there would be two problems. First, the collision probability stays the same. Second, only one node can win the channel, the other nodes waste energy to wake-up and to sense the channel. 
To avoid these problems, when there is a collision, all contending sensors reduce its contending probability to a half. Contending probability is the probability that sensors wake-up and go to contention period. Therefore, after a collision, a half of the contending sensors will not contend the channel in the next period. They can save wake-up energy. Consider p as the contending probability of a node. This probability is always initialized to 100%, which means that when a node wants to transmit a packet, it always switches its transceiver on to sense the channel. With the contending probability p, when a node wants to send a package, it has the probability p to wake-up and contend the channel and a probability 1-p to stay sleeping to wait for the next period. By reducing the probability p by half, there will be only one half of the contending sensors taking part in the contention period. The remaining half will keep their transceiver in sleep mode to save energy. In fact, even if they wake up to contend the channel, they do not have many chances to access the channel because there are actually many contending sensors. Moreover, they create the congestion in the network and waste energy for carrier sense.
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Fig. 2 illustrates a simple scenario transmission by using our contention method. At the first period, node 1 and 2 want to send data to node S. If node 1 and 2 choose the same time slot to send RTS packet, there will be a collision. Node S will not send CTS packet. In CTS interval, node 1 and 2 do not receive CTS packet, they know that there is a collision in the transmission. Hence, they go to sleep right after to wait until the next period. In the next period, each node reduces the contending probability by half. With probability, node 1 wakes up to contend the channel, while node 2 does not wake up to contend the channel but it continues to sleep to save energy.

After reducing the contending probability, if nodes succeed to access the channel, it knows that the traffic level of the network is decreased. Hence, it doubles its probability to adapt to the new traffic level. 
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Fig. 3 illustrates the contending probability corresponding to the number of collisions. The horizontal axis is the number of collisions and the vertical axis is the contending probability. At the beginning, the probability p is initialized at 100%. If nodes find a collision, they will divide their contending probability by two to 50%. If they still find the second collision, they will continue to divide their probability p by two to 25% and so on. For each successful transmission, they multiply their probability p by two up to the maximum value 100%.

By reducing the contending probability, the nodes can adapt to various traffic levels of the network. If the traffic is light, the nodes will use their highest probability to transmit. If the traffic is heavier, the nodes will reduce their contending probability in order to reduce contention and collisions in the network.

In monitoring WSN application, sensors are often deployed densely and redundantly. The information flow is one-way: from sensors to the sink. Moreover, the information sent by sensors is complementary. Sensors help each other to send complete information to the base station. It is not necessary for all the nodes to contend the channel to send the same information to the base station. Sensors are less hurry to transmit when there are a lot of contending nodes. By reducing the contending probability, sensors leave the chance to access the channel to their neighbors. This reduces contention level, sensors save energy and the sink always has enough information about the environment.
Our proposal is simple and very easy to apply for the sensors. The probability computation is simple and it does not require as much energy and memory as other proposals like SIFT [9] where every node has to compute an exponential function for the non-uniform contention window in each transmission. Moreover, our approach can adapt to all traffic levels of the network independent to the population of the network.
V. PERFORMANCE EVALUATION
In this section, we prove the effectiveness of our proposal. Consider a dense sensor network with N interfering sensors. When an alarm occurs, all N sensors send a message to the sink at the same time. Only one node can transmit at any one moment. If two nodes transmit at the same time, there will be a collision. We measure and compare the number of collisions between CSMA/CA and our proposal. Here, we fix the contention window CW=32.

A. Theoretical analysis
We start with a theoretical analysis of our proposal. According to the probability of collision expression (1), we have the Table 3 illustrate the number of collisions by using CSMA/CA.
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N is the number of contending transmission at the same time. We vary the value N from 8 to 512 to see the scale effect of the network. As we use a fixed contention window, the probability of collisions remains fixed all the time. Nodes waste energy retransmitting the messages when the probability of collisions always stays the same. We can see that this approach is not scalable because the more contending transmissions there are, the more collisions there are in the network. The system works with an acceptable probability of collision with only a small number of contending transmissions (<16). When the number of contending transmissions is higher than 32, the system will break down because the majority of the transmission ends in collisions (>40%)
Figure 4 illustrates the probability of collision by using our proposal. The horizontal axis is the number of contending periods. The vertical axis is the probability of collisions for each contending period. We can see that our approach reduces the number of collisions after a few contending periods. At the first period, the probability of collision is the same as CSMA/CA. But, after each collision, the nodes reduce their contending probability p, so that the number of contending transmission is reduce which implies a reduction of collision number. For example, in the case of 16 transmissions at the same time, it takes maximum 4 periods for a non-collision transmission. By observing the curves, we can see that our approach guarantees the scale criterion of the network because the number of contending transmissions does not influence the operation of the network. In different traffic level, our approach can guarantee transmissions without collisions after a few contending periods. 
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B. Simulation analysis
We use OMNet++ [15] to simulate our approach. OMNeT++ is a public-source, component-based, modular and open-architecture simulation environment. In order to simulate the MAC layer, we used the module MAC Simulator 0.2.2 [16], a module open-source of OMNet++. We vary the number of contending nodes between 8 and 512 to see the scale effect of the network. All nodes want to send a message at the same time to the sink every 100 seconds. The test is finished when the sink receives 1000 messages. We compute the number of collisions for each contention access method.
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Fig. 5 illustrates the number of collisions by comparing CSMA/CA with a fixed contention window and our proposal. The horizontal axis illustrates the number of nodes contending the channel. The vertical axis illustrates the number of collisions. As the number of contending nodes is increased, the number of collisions is increased, too. However, we can easily find the difference between our proposal and the CSMA/CA. The number of collisions in our proposal is increased, but it is much lower than the number of collisions in CSMA/CA especially in a heavy traffic. For example, with 128 simultaneous contending transmissions, CSMA/CA with the fixed contention window has more than 20 times of collisions than the obtained result of our proposal.
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As stated earlier, in order to reduce the number of collisions in a heavy traffic, the majority of traditional CSMA/CA techniques use BEB. Here, we compare the performance of our proposal to CSMA/CA with BEB to prove the effectiveness of our proposal. Fig. 6 illustrates this comparison. In comparison to the CSMA/CA without BEB (Fig. 5), CSMA/CA with BEB reduces obviously the number of collision. However, our proposal is always better than CSMA/CA with BEB. By observing this figure, we see that in a light traffic, two techniques have approximately the same performance. When the traffic becomes heavier, our proposal overpasses CSMA/CA with BEB in reducing the number of collisions.
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The previous results show that our proposal can reduce the number of collisions in case of heavy traffic, and it overpasses the performance of CSMA/CA with BEB. As our proposal is designed for sensor network, and the objective is to reduce energy consumption. Hence, the last experimental result is to prove energy efficiency of our system. Fig. 7 illustrates the number of contending period that nodes can avoid by varying the number of contending nodes. The horizontal axis is the number of nodes contending the channel. The vertical axis is the number of avoided contending period. As stated earlier, each time a sensor find a collision, in the next period, it reduces its contending probability by half to avoid useless contending period. Hence, if it does not contend the channel in the next period, it can avoid wake-up; it continues to sleep and saves energy. We call the contending period that it avoids as avoided contending period. As the number of contending nodes is increased, the number of collisions is increased, too. Our proposal reduces collisions by reducing the contending probability. Therefore, when we increase the number of contending nodes, the avoided contending period is increased. Here, we do not measure the exact energy consumption because each type of sensor has a different energy consumption level. However, as we know the number of avoided contending period, we can see how much energy we save with a specific sensor. The more avoided contending period there are, the more energy we can save. 

By using our proposal, sensors can maximize their sleep time, minimize the idle time and therefore network lifetime lasts longer. This result proves that our proposal is a good candidate to avoid collision and is energy efficient in sensor networks.
VI. CONCLUSION AND FUTURE WORKS
In this paper, we have presented and analyzed a new contention access method to reduce collisions in scalable sensor network. Our method uses a fixed contention window, and changes the contending probability, which makes it possible to be integrated into any other existing MAC in sensor network. 
By theoretical analysis and experimental results, we have proved that our proposal clearly improves the number of collisions in comparison with BEB. Moreover, our proposal is also energy efficient which is a very important criterion for sensor network. These characteristics prove that our contention method is a good candidate to reduce collision in an energy efficient way in wireless sensor network. 
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TABLE 2: Probability of collisions
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Fig. 2: Collision avoidance with two nodes





2





3





N�
8�
16�
32�
64�
128�
256�
512�
�
Pcollision�
.12�
.23�
.42�
.69�
.93�
.99�
.99�
�






TABLE 3: Probability of collisions of CSMA/CA
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