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ABSTRACT

Prognostics and health management (PHM) approach, and
theoretical models have had great success for industrial sys-
tems. Therefore, this motivates us to think about implement-
ing PHM approach for an intelligent remote dual-valve (IRDV)
system. Several tool failures during operations occurred, for
which the electronics subsystem of IRDV was suspected with-
out being able to reproduce the issue during failure analysis.
The aim of this paper is hence to develop a health analyzer
for the electronics subsystem of IRDV. This will help the
field users identify if the electronics behaved as expected or
not using existing job data, classified as healthy or unhealthy
from an electronic point of view. Numerical results using real
datasets are provided and discussed.

1. INTRODUCTION

PHM has been applied for industrial system reliability. PHM
is an engineering discipline that allows the assessment of the
reliability of a system under its actual application conditions
to determine the advent of failure and mitigate system risks
(Cheng, Azarian, & Pecht, 2010). It is defined as a set of tools
to monitor the heath state of a system, to predict its future evo-
lution, and to optimize the associated decisions. Recall that
PHM is decomposed in three main steps (observation, anal-
ysis, and decision) which are detailed in several pillars: data
acquisition, data processing, condition assessment, diagnos-
tic, prognostics, and decision making (Atamuradov, Medja-
her, Dersin, Lamoureux, & Zerhouni, 2017). Many works pi-
loted in PHM research focus on designing reliable and robust
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models for assessing components health state for different ap-
plications, to support decision making ((Gouriveau, Medja-
her, & Zerhouni, 2016), (Chebel-Morello, Nicod, & Varnier,
2017)).
IRDV tools are used to open and close two valves downhole
in a well. Such tools operate in extreme environment condi-
tions, such as elevated temperature, shocks, vibrations, and
pressures. Such conditions can lead to an increased degrada-
tion rate of different subsystems in these tools and failures.
Consequently, operations may be compromised, as the tools
may provide inaccurate information, deliverables maybe be
delayed until the tool is repaired, or the whole operation may
be cancelled (Shumakov et al., 2019; Gramcko Contreras et
al., 2013). This leads to nonproductive time and financial
losses.
To avoid such failures, field engineers are required to check
the tool condition after each run by analyzing sensor signals
recorded during tool operation and determine if the tool is
ready for the next run or if it is faulty and should be sent to
maintenance. A reliable analysis, however, is extremely diffi-
cult to perform due to the immense number of data channels
generated at a record rate, which results in millions of data
points from a single run. A manual analysis of this data is
extremely time consuming in an environment that can be ex-
tremely time critical, and the complexity of the signals limits
the effectiveness of manual analysis.
An alternative approach is to identify critical subsystems in
the tool and allow a domain expert to identify the channels
that contain information about the tool condition and possible
degradation of each subsystem (Mosallam, Laval, Ben Youssef,
Fulton, & Viassolo, 2018). Statistical features are extracted
from channels that indicate degradation of the system with
time. Later, these features can be used to build machine learn-
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ing models that estimate the tool condition from the recorded
data. In this tool, an electronics subsystem was identified as
the most critical component in the Pareto chart, and thus it
was decided to develop a fault detection algorithm to help
the field users identify whether the electronics behaved as ex-
pected or not.
In this work we present a data-driven fault detection method
for electronic boards in an IRDV system. Data used to build
this model consists of electronic sensor channels monitored
over time. Characteristics and distribution of the data were
analyzed through exploratory data analysis. The method is
based on extracting relevant features from multiple channels.
Classification prediction modeling is done on these features,
and the features are used to build a support vector machine
model that monitors and estimates the health status of the
IRDV system after a particular job to learn patterns.
The remainder of the paper is as follows: Section 2 describes
the IRDV system. In Section 3, the health analyzer method-
ology is presented. The numerical results are then provided
in Section 4. The conclusion is in Section 5.

2. INTELLIGENT REMOTE DUAL-VALVE SYSTEM DESCRIP-
TION

The use of downhole tools to fulfill specialized functions that
are required in a production test extends the range and flex-
ibility of the tests. The basic equipment for a drill stem test
(DST) consists of a string (tubing or drillpipe), a packer, a
tester and a circulating valve:

• The string channels the flow to surface;

• The packer is a rubber element to isolate the zone to be
tested;

• The tester valve provides a method of controlling the
well near the reservoir;

• The circulating valve provides communication between
annulus and tubing.

The IRDV is a tool used to open and close two valves down-
hole in a well. As mentioned above tester valve is aimed to
control the flow from the formation being tested into the pipe
string to the surface. Circulating valve is aimed to control
the flow between the annulus and the ID of the test string
(Gramcko Contreras et al., 2013). Both valves are activated
in the same manner, using a power piston that responds to
the pressure applied on its lower side (cylinder area) by the
hydraulic actuator, and is forced up or down to operate the
attached valve. The lower section of the tool is the actuator
assembly, comprising a hydraulic section and an electronic
section (see Figures 1, 2 and 3).

The electronic section responds to annulus pressure commands
and drives the hydraulic section to distribute hydraulic pres-
sure to the valves.

The electronics section is made of three electronic boards, a

Figure 1. Dual-valve tool.

pressure sensor, a block of capacitor bank, four solenoids ac-
tivating the two valves (one to open and one to close each
valve), and a battery pack. The electronic boards interpret
pressure variations from surface into commands, run the solenoid
activation sequence corresponding to the recognized command
and monitor and record all electrical channels in memory.

2.1. Problem statement

Since the commercialization of the IRDV, there were several
tool failures during field operations for which the electronics
sub-system was suspected without being able to reproduce
the issue during failure analysis. Thus, it was decided to de-
velop a health analyzer for the electronics sub-system to help
the field users identify if the electronics behaved as expected
or not, using existing job data, classified as healthy or un-
healthy from an electronic point of view.

3. DATA-DRIVEN FAULT DETECTION APPROACH FOR IRDV

We here present the data-driven fault detection methodology
to analyze health of the IRDV. Following the proposed strat-
egy (Omri, Al Masry, Mairot, Giampiccolo, & Zerhouni, 2020)
to conduct data-driven PHM projects, the first step of propos-
ing a data-driven fault detection approach for the IRDV is to
start with the data inventory. This step allows regrouping data
around IRDV from different services. Then, the second step
is the scope identification and particularly the problem selec-
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Figure 2. IRDV principle overview.

tion. Many issues could be associated to IRDV failure such
as electronic damages due to the environment, mechanical is-
sues, and so on. The subject-matter experts (SMEs) started by
selecting the critical problem in terms of priority. Once done,
some PHM metrics such as profitability are evaluated to pro-
ceed with the analysis. Based on that, the electronic damages
issue was selected, and the associated health analyzer is then
developed. The details of each processing stage are described
in the subsequent sections.

3.1. Data description

IRDV has two kinds of operating channels, slow channels and
activation channels, with corresponding different components
associated with them. Modeling is done on both channels to
provide a segregated classification. Data is collected in the
form of binary memory files, and data related to monitoring
channels (see Figure 4) is parsed to be used in modeling for
fault detection. Each of the memory files contains data related
to field operations the IRDV was part of. We’ll be referring
to field operations as jobs in rest of the paper. There could
be multiple jobs present in a memory file. Individual jobs are
isolated using operation time parameter logged into memory
files.
During each job, information is recorded into the tool’s mem-
ory. There are mainly two types of records:

Figure 3. System description.

• The slow channels are recorded on a regular basis (every
5, 15, 60 minutes, and so on) to enable monitoring of the
tool’s battery voltage, internal voltages, environmental
temperature and pressure.

• The activation channels are recorded when an event oc-
curs (command recognition, activation report, software
information, messages, etc.).

Real jobs have high temperature and pressure characteristics
that differentiates it from lab data. Therefore we use tempera-
ture and pressure data to detect real job data from lab data and
only job data is correspondingly used for developing model.

3.2. Data labeling and processing

SMEs analyze the job data and is labeled based on the status
of job. Channels in the data are used as attributes and fea-
tures to develop models. Due to limited amount of labelled
job data we need to build features for each label using domain
knowledge and an understanding of data specific to the IRDV.
These refined features are used for training the models to de-
tect fault in the IRDV after consecutive jobs. Any missing
values are imputed using the mean nearest neighbor.

3.3. Feature engineering

We transform the original channels and raw data to features
that represent a job to be analyzed. There are 31 channels for
each job that are monitored over time. Some of the features
are generated using relations such as correlation between dif-
ferent channels and computing summary statistics of each
channel. Not all features are created equal. Based on the
domain knowledge and statistics of the channels we select
features that are relevant to our analysis (see Figure 5). There
will be some features which will explain data more than oth-
ers and some features that will be redundant in the context of
other features. A subset of features that are most useful to our
problem is selected.
In Figure 6 we analyzed slow channel features using correla-
tion heat-maps and removed features that were highly corre-
lated in both health and unhealthy IRDVs and selected cor-
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Figure 4. Electrical channels

Figure 5. Feature analysis

relation between features that can be an indicator between
IRDVs. Also we used SelectKBest (Heiman, 2001) which
uses univariate statistical tests to score features and feature
importance based on statistical correlation scores to select the
three most relevant features for our analysis.
Features are selected using algorithms which rely mostly on
statistical information and are reviewed with the SME for
physical significance. Based on the electronic architecture,
the SME determines if there is a meaningful relation between
suggested features or if they are electrically uncorrelated and
should not be compared to each other. This helps in making
features coherent with understanding of IRDV circuit board
and to make sure diversified features are included to enrich
models and compensate for limited amount of data.

3.4. Modeling health analyzer

Features and corresponding labels are used to develop two
models, one each for activation and slow channels. Models
are trained separately for both the channels as these two give
a detailed insight of components to be targeted for fault de-
tection. We developed models for classification prediction
to detect the state of IRDV; for that, support vector machine
(SVM) (Pedregosa et al., 2011) is used for both models. In
SVM, hyperplane is constructed in a high dimensional space
to be used for classification, and it uses a subset of training
points in the decision function. We use grid search to evalu-
ate the models and correspondingly tune the hyperparameters
based on model performance. F1-score is used to evaluate
models due to imbalanced class distribution, and it is calcu-
lated as follows:

F1-score = 2.
precision . recall

precision+ recall
(1)

where:

precision =
True Positive

Total Predicted Healthy

recall =
True Positive

Total Actual Healthy

(2)

In Equation 2, True Positive is number of outcomes where
the model correctly classify IRDV as healthy.
As a result, we have two trained models that have different
parameters and hyperparameters. Modeling also involves an-
alyzing thresholds and provides visibility about out of bounds
channels and the need to take necessary preventive or main-
tenance steps. Analysis of activation channels also includes
measuring ratio between activation actions and signals; low
value of this ratio is an indicator of unhealthy IRDV.
Figure 7 depicts a trained SVM model with a correspond-
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Figure 6. Feature selection: correlation analysis

Figure 7. Separating hyperplane for feature set

ing hyperplane on a set of features after statistical analysis.
Healthy and unhealthy IRDVs are indicated by green points
and red points, respectively. The clustering of the data was
not significant and hyperplane seems to be over-fitting. There-
fore, we did the same analysis with multiple set of features for
both slow channel and activation channels. Out of 31 chan-
nels, a subset of these corresponds to activation and some to
slow channels and each subset goes through feature engineer-
ing process to be used for training our model.
These models are converted into byte stream and saved along
with data parsing pipeline to be used in real time environment
to analyze IRDVs.

4. NUMERICAL RESULTS

Job-related data for 31 IRDV was acquired, of which 8 were
faulty and 23 were functional. The model training was done
on 21 jobs data, and models were validated on the remaining
10 IRDVs’ job data. Two models were trained: the Model
1 on slow channels and the Model 2 on activation channels.
The results of healthy and unhealthy prediction are presented
in Tables 1 and 2. Model 1 and Model 2 attained F1-scores of
0.9 and 0.89 respectively on training data.

Table 1. Train data results for Model 1: slow channels.

Predicted healthy Predicted unhealthy
Actual healthy 14 1

Actual unhealthy 2 4

Table 2. Train data results for Model 2: activation channels

Predicted healthy Predicted unhealthy
Actual healthy 12 3

Actual unhealthy 1 5

Based on the selected features using the above-mentioned
steps, the Series 13 and 18 were misclassified as healthy (see
figure 8). Upon further analysis, the channels of Series 13
and 18 had erratic values which were not affecting the tool
behavior, and the SMEs reconfirmed those two samples were
initially misclassified as faulty IRDVs.

Thereby these models helped in troubleshooting the IRDV.
For testing of models we used 10 job related data with 8
healthy and 2 unhealthy IRDV, F1-scores of both Model 1
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Figure 8. Analysis of clustering using slow channel

and Model 2 on test data were 0.9. We are combining predic-
tion from both these models to conclude on IRDV status.

Table 3. Test data results for Model 1: slow channels

Predicted healthy Predicted unhealthy
Actual healthy 7 1

Actual unhealthy 0 2

Table 4. Test data results for Model 2: activation channels

Predicted healthy Predicted unhealthy
Actual healthy 7 1

Actual unhealthy 0 2

In order for prediction of IRDV to be healthy, both mod-
els should have healthy prediction. Therefore, we ensemble
Model 1 and Model 2 using ‘and’ logic, refer Table 5.

Table 5. Ensemble model using Model 1 & Model 2

Model 1 Model 2 Ensemble model
healthy healthy healthy

unhealthy healthy unhealthy
healthy unhealthy unhealthy

unhealthy unhealthy unhealthy

Tables 3 and 4 shows performance of Model 1 and Model 2,
respectively; whereas Table 6 shows performance of ensem-
ble model using both the models before mentioned. We use
ensemble model combining models for slow channels and ac-
tivation channels for the final predicted state of the IRDV and

Table 6. Test data results using the Ensemble model

Predicted healthy Predicted unhealthy
Actual healthy 6 2

Actual unhealthy 0 2

this model was able to detect the state of IRDV with F1-score
of 0.8.

5. CONCLUSION

This paper presents a data-driven method for fault detection
of the IRDV system. The IRDV system has two operating
channels slow channels and activation channels with corre-
sponding different components associated with them. Mod-
eling is done on both channels to provide a segregated classi-
fication. Characteristics and distribution of the data of elec-
tronic sensor channels were analyzed through exploratory data
analysis. The method is based on extracting relevant features
from multiple channels.
Classification prediction modeling is done on these features
and these features are used to build a support vector machine
model that estimates the health status after a particular job,
to learn patterns and monitor the health status of the IRDV.
The model was validated using operation data that was not
used to train the model. The model demonstrated excellent
value for maintenance and field engineers, because in a few
minutes, the physical condition of the IRDV electronics sub-
system can be determined using run data. This work is part
of a long-term project aiming to construct a digital fleet man-
agement system for downhole testing tools.
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