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Abstract

The future sensor networks are usually scale to size of thousands to millions of sensors deployed in an area to sense events. Hence, they usually have a huge amount of data to manage. The way how to store data can influence the response time and the lifetime of the network. One of the existent work in this domain is called Data-Centric Storage (DCS), and it is a recent research tendency in wireless sensor network. DCS has to face with two problems. First, it uses hash function to determine which node to store data. When the hash value does not match the position of a node (which is very frequent), DCS has to search for the nearest node of the hash value to store the data. This process is an energy waste needed to be avoided. Second, in a sensor network, there are often mobile nodes, and they are one of the causes of routing errors in the network. Routing errors implies retransmissions and information lost. Hence, they are also an energy waste. In this paper, we try to solve those two problems. We propose an enhancement of DCS called C-DCS (Clustered Data-Centric Storage) which avoid the search for the nearest node to the hash value and minimize the mobility effect of mobile nodes in sensor network. Besides, we take advantage of clustered architecture to propose a new data aggregation method to reduce the number of communication in the network. By theoretical and simulation result, we prove that the number of transmission is reduced. Therefore, we can improve the network lifetime.
1
Introduction

For the last few years, we can observe a boost development of the wireless networks techniques. From mobile network, WIFI and ad-hoc network, today, research in wireless networks has been much focused on the wireless sensor networks (WSN). A wireless sensor networks is a network composed of thousands to millions of wireless communicated sensors. They are deployed in an area to collect environment events. This network often produces an enormous number of data observed by the sensors. This requires new methods to store and manage these data in an effective way which guarantees not only low energy consumption but also a uniform load distribution over the network. In a sensor network, each node is a small electronically component with a low processing capacity, storage, communication and energy. Hence, sensors are very sensitive with energy consumption and it is necessary to minimize the number of communication between sensors in order to increase the lifetime of the network. 

Indeed, the lifetime of a sensor network is defined by various criteria [1] and the most important criterion is the percentage of nodes alive in the network. For example, a network is considered operational if 80% of nodes are alive. Thus, it is necessary to distribute the load over all the nodes in the network, so that every node consumes the same energy level and they drain their energy almost at the same time. A static hierarchical topology often does not optimize the lifetime of the network because the node nearer to the base station have to work more (sense the environment and route the messages of the others). Hence, they consume more energy and become exhausted more quickly than the further nodes. In a sensor network, since we want to maximize the network lifetime, the energy consumption and load distribution become a fundamental problem needed to be resolved. 

In some scenarios of sensor network, we are not interested in the identifier of each sensor but just the general sensed information of the physical environment. In this case, we refer to a data-centric scenario where we are interested in an event in an area but not the exact identifier of the sensor which detected this event. For example, a sensor network is deployed in a forest to detect the fire. Whenever there is a fire, it is enough to know whether there is a fire in an area of the forest, but we do not need to know exactly which sensor had detected this event. The research of data-centric includes 3 paradigms: the data-centric routing, the data-centric aggregation and data-centric storage (DCS). Our work focuses on the last paradigm where we want to distribute the load in an effective and intelligent way on the sensor network.

The main idea of DCS is to uniformly distribute all the data of the network over every node. Hence, each node will keep the same number of data, and have to route the same number of data. This approach avoids hotspot and prolongs the lifespan of the network. However, existing works of DCS [6, 8, 9] have to face with two problems. First, it uses hash function to distribute the data over every node. The hash function guarantees a uniform distribution of key, but it does not guarantee that the key matches a position of a node. Hence, when the key does not match a position of a node, DCS has to search for the nearest node of the key, which is an energy waste. Second, sensors are often mobile. When a mobile node moves from one position to another position, it might change the topology and routing information of the network. Thus, this node might become unreachable and we loose all the packet sent via this node and data stored at this node. However, DCS does not really take into account the mobile effect of mobile node in the network. Actually, they simulated a mobile network with small mobile rate. The performance result is less interesting than a static network but they have not proposed any methods to resolve this problem. 

In this paper, we try to resolve these problems of DCS and propose a new aggregation method to reduce the number of transmissions in the network. Our paper proposes three major contributions:

· A clustering architecture which avoid the search for non-matching between key and node position.

· Minimise the bad effect of mobile nodes to the network.

· Taking advantage of the clustering architecture to propose a two-level data aggregation which reduces obviously the number of transmission in the network and the load at the hotspot.

In section 2, we present related works. We show in detail problems of DCS in section 3. In section 4, we describe our proposal which resolve problems mentioned in section 3. Then, we show the effectiveness of our approach by comparison with other existing techniques by theory and by simulation in section 5. Lastly, we conclude our work and present some perspectives in section 6.
2
Related Work
When a sensor detects an event, it can react in different manners. For example, it can send this event to the sink or store it locally. Depending on the reaction of nodes, authors of GHT [6, 16] have shown 3 principal scenarios: Local Storage (LS), External Storage (ES) and Data-Centric Storage (DCS). 

In LS, sensors store detected events locally. Normally, sensors do not have to send messages to the base station. They send messages only when they receive a query for the event stored in their memory. When there is no query, sensors do not send any data. However, once there is a query, this query has to be flooded to all nodes in the network. 

In ES, sensors send all detected data to the base station. Data is processed in the base station. There is no cost at queries but there may be detected events which are not interested to users. 

Data-centric storage in the sensor network is inspired from the idea of data distribution and files sharing of structured peer to peer network, such as CAN [2], Chord [3], Tapestry [4], Pastry [5]. A structured peer to peer network is built upon a distributed hash table (DHT) and is a kind of overlay network. The distributed hash function allows nodes to uniformly distribute data over the network, so that each node is responsible to a part of the overall data of the network. So, every node is equal and no node has to work harder than the others. To search a data in the network, a DHT applies an intelligent routing to route the requests to the nodes responsible for the requested data. The result is obtained after a certain number of hops (O(logN) for the majority, where N represents the number of nodes in the network). With these characteristics, the DHT becomes a good candidate to apply to the data distribution in the sensor network. 

However, the architecture of sensor network and peer to peer network are different. The peer to peer network is built upon the standard of IP network and it does not take the real distance between nodes into account. Here, two nodes are considered close if they are close semantically in the overlay network. Two nodes which are very close in the geographic distance might be very far in the overlay network and vice versa. This assumption is unacceptable for the sensor network because this network strongly rely to the physical position of the nodes. Hence, the network lifetime of sensor network strongly depends on the number of hops of the communications between nodes. In order to apply DHT to the sensor networks, it is necessary to take into account this difference for better adapting to the mobile and sensitive environment of the sensor network. 

Geographic Hash Table (GHT) [6, 16] is the first work to deal with this problem for the sensor network. The authors show the situations where the DCS is preferable and propose a new technique of data distribution adaptable to the sensor network. GHT applies DHT and offers the same service: each node is responsible for a part of the over all data of the network, it stores and replies for all the queries for these data. Every node observes events and when they find any events, they hash this value to obtain a key and store it on a node responsible for this key. When a node wants to search for an event, it hashes this event to obtain a key and route the query to the node responsible for this key.

However, the routing technique in GHT is not the same as the DHT. Since it can not directly apply the routing technique of DHT as the reasons mentioned above, GHT uses GPSR [7] a stateless routing geographical algorithm in the wireless network multi-hop. GPSR uses geographical position of nodes to route packet. Once a node has a packet to send, it searches for the nearest neighbour to the destination to the forward the packet. This process is repeated until the packet reaches the destination. Indeed, GHT changes GPSR to better adapt to its routing algorithm. This modification forces the nodes to replicate data at many nodes and so they consume more energy. Moreover, every node requires a device (a GPS for example) to know its geographical position. This requirement is not always easy for the sensors because the GPS are normally expensive and are not very precise. We will analyze more in detail the problems of this protocol in section 3.

GEM [8] is also a well-known proposal of data-centric storage. GEM is better than GHT at the fact that the sensors do not need to know their geographical position. Here, they build a virtual coordination space to facilitate the routing in the network. This protocol is a good candidate for data-centric storage in a static topology. However, there are always differences between the physical position and the virtual position in virtual coordination space. Moreover, this space should be updated periodically, which increases the overhead of the network. This protocol will become heavy if there are mobile nodes in the network because the node looses their virtual connection between them and many other nodes have to update their virtual space. 

In [9], the authors propose a scalable replication method which improves the response time for the summary type query. Here, the network is divided into Z zone. In each zone, there is a monitor node for each event-type. Each monitor node store and exchange summary information with all other monitor nodes. The monitor node has to know global information which limits the scalability of this approach. Moreover, this communication creates overhead for the network. Authors do not describe when and how to elect a replica node. In case of replica node is the same as monitor node, if it fails, we lost all information stored in this zone. They do not describe how to construct the logical ring to exchange information between monitor nodes, especially with a high number of nodes. Moreover, the information exchange between monitor nodes cannot be done frequently. The response for summary result could be inaccurate.
3
Problems of DCS with sensor network
In the previous section, we have talked briefly about the two problems of DCS. In this section, we will describe these problems in details in order to clarify our proposal in the next section. 

Indeed, DCS techniques use the GPSR [7] for the routing in the network. In order to work, the GPSR requires that all nodes in the network must know the addresses of its neighbours with 1-hop. Moreover, the GPSR is designed for the routing where the source address and the destination address are known. However, DCS method uses a hash function to distribute uniformly data over the network. The hash function guarantees the uniform distribution of key in the network, but it does not guarantee the match between key value and a node position. When a node has an event to store, it hashes this event to obtain a key (a position). Then, it routes a message to this position. However, as the network is deployed randomly, we are not sure that there will be a node at the position of the key. The solution of GHT [6, 16] is to search for the nearest node of that key. In fact, the first time that the nearest node receives a message for a position, it does not know whether it is the nearest node. Hence, it continues to forward the message in a perimeter until it receives the same message. Now, it knows that it is the nearest node of the key. The nearest node becomes "home node" and itinerary that the message passed is called "home perimeter". In fact, by crossing several nodes around the home perimeter before finding a home node to store the data is a communication waste need to be avoided. 

Fig. 1 illustrates the case when node A wants to store an event at position Y=Hash(event). Node A uses GPSR to send a message to the position Y and hopes that there is a node at the position Y. However, there is no node in the position Y. Node A forward the message to node D via nodes B and C. At the node D, because it does not know any node at position Y, it continues to forward the message around Y until it finds the same message. In this case, it knows that it is the nearest node to the position Y and decides to be "home node" for Y. It stores the data for position Y. We can easily find that the node D wastes energy to forward the message in the "home perimeter". 


In sensor networks, there are often mobile sensors. They are sensors deployed in mobile objects: an animal in a forest, a robot in a factory etc. In some cases, we do not know whether a node is mobile or stable before the deployment. In a mobile sensor network, the fact of using GPSR can generate another problem illustrated in Fig. 1. When node A wants to send a message to the node D, it knows that B is the nearest neighbour to D, so A sends a message to B, and the node B forwards the message to C and D. The problem occurs if B is a mobile node. If the node B moves to the new position B' out of the radio range of A, and A is not aware of this movement, A sends a message to B, but when B is out of the radio range of A, this message never reaches the node B. The same problem will occur if B is the storage node of the data. In this case, A cannot retrieve the data stored in the node B. Therefore, mobile nodes are less interested to store or to forward packet because once they move around, the stored data in these nodes will be lost. 

4
C-DCS
In this section, we will describe in detail our proposal which enhances the data-centric storage for scalable sensor network to avoid the two problems mentioned in section 3. Furthermore, we would like to propose a new aggregation level, which can reduce the number of transmission in certain scenario. We assume a sensor network randomly deployed, which means that the nodes are distributed uniformly in an area. At the beginning, all sensors have the same capacity and the energy level. By using a service support [10, 11, 12], every node knows its position in the network. 

In section 4.1, we describe how to organise the network into clusters. Then, we show how nodes enhance the data storage and retrieval in section 4.2. In section 4.3, we take advantage of clustered network to propose a two-level aggregation in order to reduce the number of communication in certain scenario. Finally, we discuss how to guarantee fault tolerance by replicating data and alternating cluster-head role in section 4.4 and 4.5.

4.1  Network organization:
In our proposal, we organize the network in clusters. We divide the network space into C clusters with the same size (Fig. 2). We estimate the size of cluster in order to have at less one sensor in each cluster. Since every node knows its position, it knows exactly the cluster it belongs to. In each cluster, one node is elected to be the cluster head, and it becomes the manager of the cluster. Many clustering methods have been proposed recently [13, 14]. Each method has specific criterion to elect cluster head. But, since we consider the mobile node as a source of disturbance of the network (section 3), we choose the clustering method based on the mobility of sensors. 

We classify the node into two principal types: stable node and mobile node. Now, the problem is how to know whether a node is stable or mobile. In case when each node has been equipped a service support which enables them to know its position in the network at any time, by measuring the change of its position to the time, a node can know its mobility level. When the mobility level overpasses a certain threshold, a node knows that it is a mobile node and vice versa. 

However, as the location service support is often expensive, we can assume a sensor network without this device. First, when sensors are deployed in the network, they do not know their position. Then, we let a mobile object with a location service support walk in the network, and broadcast its actual position. This can be done by someone walking with a GPS, or a plane flying over the forest. After received the position signal, sensors are aware of their position, but they cannot know whether they are mobile node. Now, nodes can use MOBIC [15] to calculate its mobility level. In MOBIC, the node measures the level of signal strength emitted from its neighbours. The mobility level of a node is defined from the difference of the level of signal strength between different moments. When the node moves, the level of signal strength changes, and it is inverse proportional to the distance that the node moves. A high difference means a long movement of the node and vice versa. Hence, when this difference overpasses a certain threshold, we consider this node as a mobile node. 

In fact, the measurement of mobility level is relative and it depends on each type of application. For each application, there are different mobility level threshold. For example, in a forest monitoring application, we can define a threshold: a sensor which changes its positions continuously during more a half of the day is considered as mobile node. Hence, the sensors on the body of animal are considered as mobile node as its position changes all the time when animal are awake. 

After the deployment, each node measures its mobility level in order to know whether it is a mobile or stable node. After that, sensors in a cluster elect between them a cluster head. As mentioned above, mobile nodes are the cause of routing errors; they do not take part in this election process. Only stable nodes are permitted to participate in this election procedure. Mobile nodes do not have the right to elect. Here, we apply the same election rules of CLA [13], where each node chooses its identifier and the node with the smallest identifier becomes the cluster head. At the deployment phase, when the energy level of every node in the network is the same, each node chooses randomly its identifier to be the cluster head. Then, when the energy level of nodes in the cluster becomes different, we force the node to choose its identifier according to its remaining energy level. A node which has much energy will choose a small identifier and vice versa. So the node which has the smallest identifier in its cluster is the node which has much energy so it will be elected as a cluster head. 
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In [6, 16], authors propose a structured replication to achieve load balancing. They just divide the hotspot node into many positions so that each node stores a portion of an event type. R-DCS [9] improve GHT with the logical ring. They do a trade-off between summary queries with information exchange between nodes in the logical ring. The objective of clustering in R-DCS and GHT is different to our proposal. Our objective of clustering is to avoid the search for non-matching between key and node position and to do a new data aggregation level in each cluster
4.2  Data storage and retrieval in the network
In this section, we will describe how nodes store and retrieve data while avoiding problems mentioned in the section 3. 

4.2.1   Data storage

In our approach, mobile nodes do not take part in the routing and storage protocol. There are only stable nodes which participate in this process. Each node keeps a list of its neighbouring nodes except the mobile node. 

When a stable node wants to send a data, first, it hashes the value of this data to obtain the destination address. Then, it searches among its neighbours the nearest stable node to the destination and sends the packet to this node. As stated earlier, the problem arrives when the destination address does not match any node address. By organising nodes in clusters, we can avoid this problem. We apply GPSR until it reaches any nodes in the cluster of the destination. This node is not at the destination address, but it will not search for the node at that position. In place of that, it forwards directly to the cluster head. The cluster head is responsible for every value in its cluster, but not only the value in its position. Even the destination address does not match any node addresses; we do not have to search for the nearest node with that destination. Hence, we can avoid energy waste in this process.
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Fig. 3 illustrates this procedure with a network deployed in a square zone 10*10. When node A detects an event X (Ex: temperature=100°C), it hashes the value X. Suppose that the result of hash function Y = hash(“temperature=100”) = (7,2). The node A forwards the message to its nearest neighbour to Y and so on. It follows the arrow label 1. Recall that there is no node at the position Y = (7, 2). The approach of GHT is to cross the "home perimeter" to know the home node to store the value Y. In our approach, once the message arrives to the node B, it will not search for the node at position Y=(7,2). Since it is in the cluster C4, it knows that the value (7, 2) is responsible by the cluster head C (everyone knows their cluster head address), so B forwards the message directly to its cluster head without crossing any home perimeter. 
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Until now, we have not discussed about the work of mobile nodes. We consider that these nodes do not participate in the routing and storage data. But, as they are in the network to observe events, they must share the information which they observed. Indeed, when a node is mobile, it does not even need to know the address of its neighbours because if they keep a list of its neighbour’s address, it has to update this list all the time when it moves and it is an energy waste. Thus, we design the advertising protocol for mobile node a little more complicated than the stable node. Figure 4 illustrates a case when a mobile node wants to send a data. As in a normal case, when a mobile node M detects an event X, it hashes the value X to obtain a hash value Y. Then, it broadcasts a request message REQ (REQUEST) around it to know which the closest node to Y is. When the nodes around M receive REQ, if they are ready to help the node M, they send to M a message APV (APPROVE) with their position. The node M receives APV; it chooses the nearest node to Y to send the message. In Fig. 4, it chooses the node S to forward the message. The next routing is the same as a routing between the stable nodes as mentioned above.

4.2.2   Data retrieval

The data retrieval procedure is the opposite of the storage procedure and is illustrated in Fig. 3. An access point is placed somewhere in the network to make the query. When a user wants to search for the value X (Ex: when and where the temperature was 100°C), the access point will hash the value X to obtain the hash value Y = hash(“temperature=100”) = (7, 2). The access point applies the routing described above and sends the query to the cluster head of the position Y. This message follows the arrows label 2 and arrives at the cluster head of C4. The cluster head uses the reverse trajectory label 3 to send the response to the access point. By using the hash function with the routing above, the access point knows exactly which node keeps the information correspond to the query in order to send the query to this node. 

In fact, in a sensor application, a mobile node often stays mobile for its lifetime. For example, a sensor which is attached to the body of an animal, or in a robot is always mobile. However, as we classify sensors in two different types: stable node and mobile node, we can consider the case when sensors change their status from stable to mobile and vice-versa. When a node changes its status from mobile to stable node, it simply changes its property and announce to its neighbors about this change. From now, it participates in the routing, storage data and election of cluster head. On the contrary, when a node changes its status from stable to mobile node, the situation is a bit more complicated. If the stable node is a normal node, it simply announces to its neighbors that it becomes mobile node and it does not route or store data. If the stable node is a cluster head, to guarantee the integrity of the system, it has to find a node to replace its role. Then it transfers all of its data to this node. Now it can move freely without disturbing other nodes. 
4.3    Two-level aggregation

In previous section, we have described our proposal which avoids two problems of DCS with sensor network. In this section, we want to take advantage of the clustered architecture to propose an addition level of data aggregation in sensor network. In fact, in certain application, users are interested in only aggregation information of the events: the total, max, min, average value etc. Example: a user wants to know only the maximum temperature of the network. In this case, we do a slight modification of the routing protocol in comparison with the previous section. We force the nodes in a cluster to send message via the cluster head. And the cluster head is the only one who has the right to forward the message to others. Here, we can apply a two-level data aggregation in order to reduce the number of communication.

The first level is the aggregation in each cluster. After received a list of data from the children, the cluster head aggregates the data and sends only the aggregated result. Suppose that there are 5 nodes in a cluster. So in stead of sending 5 packets to the responsible node, the cluster head aggregates the data and sends only one aggregated packet. So in one cluster, the nodes can save 4 transmissions. In fact, those transmissions are multi-hop transmissions. So, we can reduce a high number of communications. Different to the normal case where sensor hashed the value that it sensed from the environment, in this aggregation model, sensor hashes the aggregation type and the event type. Moreover, as nodes in a cluster are spatial correlated, they probably sense the same information. Sensors can apply an overhearing technique [17] to reduce redundant transmission. In place of sending the same information to the cluster head, only one sensor sends data to the cluster head.

The second level is at the node which stores the data. Example: the node which stores every temperature value of the network. When the query arrives at this node, it makes another aggregation of data and sends only the aggregated data to the access point. So again, we can save energy by sending only aggregated value to the sink. 

Let us observe Fig. 5, suppose that we want to find the max value of the temperature in the network. The first aggregation level is at the cluster head. In the cluster C1, every node (stable and mobile nodes) sends the temperature it senses to the cluster head. The cluster head hashes the aggregation type and event type to obtain the key Y = hash(“max(temperature)”) = (8,2). Since this position belongs to the cluster 4, the cluster head of C1 chooses the max value of temperature and send this value to the cluster head of C4. The cluster head of C4 becomes the node responsible for the max value of temperature in the network. The arrows label 1 illustrates this routing from the cluster head C1 to the cluster head C4. The cluster head of C4 receives every max temperature of each cluster head in the network. When it receives a request from the sink, it compares these values and sends the max value to the sink. The arrows label 2 illustrates the routing of the request packet from the sink to the cluster head of C4 and the arrows label 3 illustrates the routing of the aggregated response from the cluster head C3 to the sink. 
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4.4     Data replication technique

In the network organisation proposed above, there is only one node responsible for all the data in a cluster. It becomes a bottle neck and a single access point of a cluster. Whenever it breaks down, we lose all the data stored in this cluster. That is why we propose a method of data replication for the fault tolerance. Each cluster head has a replicated node which keeps a copy of its data. The choice of the replicated node is simple. The cluster head sends a request for assistant to every node in his cluster to find the volunteer. When it finds a voluntary node, it recruits it like its assistant. Periodically, it transmits its data to backup at the replicated node. Whenever the cluster head breaks down, there is always the replicated node which keeps all the data of the cluster. The replicated node becomes the cluster head if it finds that the cluster head broke down. In fact, the probability which two nodes: the cluster head and the replicated node broke down at the same time is very low. Therefore, our proposal guarantees that the data are not lost even in case of the mobile nodes and when the nodes break down. 

In comparison with other DCS techniques, GHT [6, 16] and R-DCS [9] also propose a replication method. However, the replication technique used in GHT is not a real replication; it is just a data distribution image to reduce load for hotspot event. So if there are failures, it cannot recover all the data. In R-DCS, the replica node does not replicate any data. It simply stores data for the given event-type. So when replica node fails, we lost data in these nodes and we have only summary data stored in monitor node. On the contrary, in our proposal, we replicate real data. The replica node actually stores the same data as the cluster head, which is different to other DCS techniques. Hence, in case of failures, we always have a replica node to recover the full data. 

4.5    Cluster head re-election

In fact, in a sensor network, the clustering method always suffers from a disadvantage: the cluster head works harder than the others. Then, it consumes more energy and run out of energy more quickly. So, we apply a re-election method in each cluster. Periodically, after a time T, every node re-computes its identifier for the next re-election. The chosen identifier is inversely proportional with the energy level of each node. A node with lower energy level will choose a high identifier to avoid to be elected as cluster head. A node with high energy level will choose a low identifier. Therefore, it has more chance to be elected as cluster head. By this way, we can distribute the load in a cluster and increase the lifetime of the network.
5    Performance Evaluation
In this section, we analyze the performance of our proposal to compare with other related works. To facilitate the comparison, we use the same metric measurement as in [6, 16]. Suppose that all the messages have the same size, these metric are as follows: 
· Total: The over all number of messages sent in the network.

· Hotspot: The maximal number of message sent at any nodes in the network

5.1  Theoretical analyse

In this section, we measure theoretically the cost of the storage and routing of our proposal C-DCS. Suppose a sensor network with N nodes to detect E events. Dtotal is the total number of detected event, Q is the number of query and Dq is the number of detected event corresponds to these queries. We refer to the measurement of the 3 ordinary scenarios mentioned in [6]

 REF _Ref158006555 \r \h 
[16] and compare with our proposal:

5.1.1  External storage:

Each detected event requires 
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5.1.2  Local storage:

In this case, the detected events are stored locally at each node. It costs nothing for storage. However, when a sink makes a query, this query is flooded to all the nodes in the network with the cost O(N). All the response has to cross a trajectory at cost 
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5.1.3   Data-centric storage

In this scenario, the storage cost for each event is 
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5.1.4  Clustered Data-Centric Storage

In the normal C-DCS, the storage and query cost is the 
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Let us recall that GHT uses GPSR for its routing. By modifying the GPSR, it forces the data routing to cross an area called "home perimeter" when there is no node at the destination address. On dense networks, most perimeters are three hops in length [16]. The fact that each message has to cross this area before finding a “home node” is an energy waste. Since the number of message which it crosses in this zone is small in comparison to N, we do not see the difference in total cost between our proposal and DCS (because 
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, X is the number of nodes in a home perimeter). However, the fact of crossing in a home perimeter for each detected event can generate much more messages in total. Our proposal avoids this kind communication waste because every node in a cluster knows exactly the address of its cluster head in order to forward the message. 

Another goal of our approach is to optimize the network operation in case where there are mobile sensors. By using a simple classification of the nodes in the networks: mobile and stable; we minimize the bad effect of mobile nodes in the network and assure a good performance of the routing and storage of the network. 
5.1.5   C-DCS with two-level aggregation

In this scenario, we apply the two-level aggregation in order to reduce the number of transmissions. Suppose that M is the average number of the nodes in a cluster. In place of sending every detected event by every node, the cluster head does a data aggregation and sends only one aggregated message for all the nodes in its cluster.
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In [6, 16], authors mentioned the condition where DCS is preferable: Dtotal >>Dq >>Q. We find that the value of Dtotal is the highest value. Hence, by reducing this value (M times), we reduce a lot of communications in the network.
5.2   Simulation result

In this section, we will prove the effectiveness of our proposal via simulation result. We use the OMNET++ [17] to simulate the sensor network. OMNeT++ is a public-source, component-based, modular and open-architecture simulation environment. Since we are interested in a simulation of a large sensor network and the total of the number of packets sent and received in every node also the hotspot in the network, we simplify the network layers. Here, we do not include the MAC and the physic layer. We suppose that the nodes can transmit with no collisions, no errors. When a node wants to transmit a packet to another node, we are sure that this transmission is succeeded.

5.2.1  Simulation parameters

We simulate a sensor network with N=10.000 nodes distributed uniformly in a zone 100x100. We suppose the distance unit is 10m, we have the deployment zone of 1 km2. The sink is placed at the top-left corner of the network. At first, every node generates a data; they hash data and send it to the cluster head of the cluster responsible for the hash value. Afterwards, the sink sends queries to nodes in the network. We vary this number of query from 0 to 100. When nodes have data for the event type, they send a list of response or a summary response to the sink.
The simulation parameter is described in details in Table 1.

	TABLE I: Simulation parameters



	Parameter
	Value

	Deployment zone
	1 km2

	Radio range
	40 m

	Number of nodes
	10.000

	Mobility nodes population
	5-30 %

	Density
	1 node / 100 m2

	Number of clusters
	1.000

	Number of event types
	100

	Number of event types queried
	0-100

	Number of instances for each event types
	100


5.2.2   Two-level aggregation

In this simulation, all nodes are stable. We compare the performance of our proposal C-DCS with different scenarios LS, ES, DCS and S-DCS (DCS with summary). We examine the total number of packets and the hotspot in the network by varying the number of queries Q.
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Fig. 6: The total message with variation of Q

Fig. 6 illustrates the number of total messages which have been sent by all nodes in the network by varying the number of queries between [0; 100]. The LS (local storage) has the best result when there is no query or a few queries in the network. This is normal because every node stores its data locally. Hence, when there is no query, there is no transmission. However, as we increase the number of query; the total message of LS increases very fast because every query has to be flooded in the network. The ES (external storage) always has the same number of message because every detected event is sent to the sink regardless to the number of queries. The DCS has better result with a normal number of queries. When the number of queries is increased higher, since every detected event is queried, it performs worst result than the ES. However, by using the summary queries, the S-DCS performs better result because in place of sending Dq messages, the nodes aggregate data and send only one aggregated message. The S-DCS use one level aggregation, and it performs better result than LS, ES and DCS in every cases. By using a two-level aggregation, we reduce obviously the number of messages in the network. Every node sends its message to the cluster head; the cluster head aggregates the data and sends only aggregated data to the stored node. Observe Fig. 6, we can see that our proposal offers the best result in comparison with the other approaches. 
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Fig. 7: The hotspot with variation of Q

Fig. 7 illustrates the max number of message sent by any particular nodes (hotspot) in the network. We use the same scenario as the previous simulation, but we take the number of messages sent by each individual node into account. Among all scenarios, the ES performs the worst result because every detected event is sent to the sink, so it has the same number of hotspot regardless to the number of queries. The DCS and LS perform the same result. When we increase the number of queries; the number of replies is increased. Hence, the load of hotspot is increased. The S-DCS improves obviously the hotspot because a node sends only the aggregated data when it receives a query. Therefore, the number of replies is equal to the number of queries. By using two-level aggregations, we reduce the number of messages in each cluster. Hence, our C-DCS overpasses the performance of the S-DCS as illustrated in Fig. 7.

5.2.3   Mobile nodes

In this section, we measure the error rate in mobile sensor network. Here, we consider a network with two types: stable and mobile nodes. We simulate a sensor network with the percentage of mobile sensors varying from 0 to 30 percent of the network. As we consider mobile nodes are deployed in mobile objects (a robot or an animal in the forest), mobile sensor stays mobile for all its life. They do not participate in storing and forwarding data, so the velocity of nodes is not important. We are only interested in the percentage of mobile node.

In normal DCS, stable and mobile nodes have the same role: they store and route packets. However, when a node is mobile, it might not receive packet sent from its neighbour.  By using GPSR routing, a node simple forwards a packet to its nearest neighbour to the destination regardless whether it is a mobile node or not. There is no acknowledgement message. Hence, once a node A sends a packet to a node B, if node B is out of radio range of A, we consider the transmission is fail.  

In our proposal, as we classify sensors into two types, we can avoid bad effect of mobile nodes to the network. However, we reduce the number of node participating in routing procedure. Hence, there are cases where nodes can not find neighbours to forward packets. We consider this case as an error.
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Fig. 8: Error rate between normal C-DCS and C-DCS with mobile avoidance

Fig. 8 illustrates the result of this simulation with simulation parameters in Table I. We simulate the scenario of C-DCS with mobile nodes. When there is no mobile node, as we consider all sensors are connected, there is no routing error. When we increase the percentage of mobile nodes from 0 to 30, we can see that the error rate of normal C-DCS increase very fast. Our proposal improves the routing by reducing error rate. We consider the mobile rate from 0 to 30 percent because we think that it is enough for a mobile sensor network. In fact, as mobile nodes do not store or route packets, if the mobile rate is too high, there will be less nodes to route packets and there will be more isolated node (node with no neighbor). However, until 30% of node is mobile, our proposal always performs better than normal C-DCS.

6   Conclusions and Future Works

The data-centric storage is an open recent research tendency in sensor network that there are not many existent works. In this paper, we have presented several existent problems in DCS. Then, we have proposed an enhancement for data-centric storage protocol that we called C-DCS for scalable mobile sensor network. Our proposal helps DCS to avoid existent problems and improves the number of transmission in the network. Hence, the network lifetime can last longer. By theoretical and simulation analyse, we have proved that our proposal reduces obviously the number of communication and error rate in mobile sensor network. As scalability is a very important criterion in WSN, we have simulated a sensor network with 10.000 nodes which proves the scalability of our proposal. In the future works, we hope to do more simulation result in order to validate our proposal in more scenarios.
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Fig. 1: Problems of GPSR with sensor network
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Fig. 2: Network organisation
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Fig. 3: Storage and routing in the network
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Fig. 4: Mobile node sends data
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Fig. 5: Optimisation with aggregation 
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