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Abstract—To provide their patients with the care they need
as quickly as possible, pharmacies are supplied by wholesaler-
distributors who provide them with a half-day delivery guarantee
for most product references. For this purpose, they have set
up an efficient and complex supply chain. To further improve
the efficiency of their delivery services, some of them want
to use machine learning tools to predict future orders and
anticipate their inventory needs. This paper investigates different
machine learning models for the prediction of sales on molecules
of a French wholesaler-distributor. This paper focuses on four
molecules and compares the results of the models predictions on
these molecules.

Index Terms—Neural network, Gradient Boosting, Transform-
ers, Forecasting, Pharmaceutical products

I. INTRODUCTION

Pharmacies are a key part of the French health care sys-
tem. To allow their patients to have access to their treat-
ments quickly, French pharmacies are supplied by different
wholesaler-distributors. Their main mission is to provide their
pharmacist customers with fast delivery of their orders; cur-
rently, the standard is two deliveries per day. Wholesaler-
distributors must set up an extremely efficient logistic chain
to have a maximum of product references as close as possible
to each of their customers.

Knowing in advance what pharmacists are going to order
can help improve supply chain efficiency, including matching
the right product references to potential customers, and en-
suring that each warehouse is stocked enough to avoid stock-
outs for example. In the world of logistics, being helped by
artificial intelligence algorithms has been in place for many
years, either by statistical and business intelligence systems
or more recently by machine learning algorithms.

On the thousands of different products references on
the French pharmaceutical market, predicting with precision
which will be sold next, can be very complicated. This

problem can be simplified by first studying the sales grouped
by molecules.

This paper investigates different machine learning models
for the prediction of sales of molecules of a French wholesaler-
distributor. After tests and investigations, the choice was made
to focus on some molecules, which will be explained in
the Pharmaceutical sales data section. Therefore, this study
focuses on four molecules and compares the results of the
model’s predictions for these four molecules.

II. RELATED WORKS

Decision support systems are already used in many fields,
such as in the world of logistics, whether for optimization [1]
or for crisis management through exceptional situations that
can put a strain on the supply chain [2]. More recently, the
use of machine learning technologies such as neural networks
has emerged, for demand prediction in the field of sales for
instance [3], notably thanks to the good results of architectures
such as LSTM (Long Short-Term Memory).

These architectures have also been used in various domains
such as firefighter intervention prediction [4], which is a more
abstract subject than simple sales data. In the health domain,
the use of decision-making tools to manage hospital logistics
platforms has already been observed [5], or the use of deep
learning architecture to detect and predict the evolution of
diseases in the population [6]. To take a closer look at the
pharmaceutical field, the trend is still towards the use of
statistical models [7], as machine learning solutions do not
yet seem to have been adopted in this type of market.

III. PHARMACEUTICAL SALES DATA

The data correspond to the total sales of a French
wholesaler-distributor between 2017 and the end of 2021,
more precisely they correspond initially to each product pur-
chased by each customer of this wholesaler-distributor. They



are recovered and grouped by molecule. Then the choice of
the temporal granularity has been made. It was decided to re-
aggregate them by week, which is for the moment the best
compromise between the number of available data and the
smoothing of the random orders. Then, the choice of which
molecule to study has been prioritized, based on one criterion:
make focus on molecules with seasonality, because it will help
the machine learning algorithms to understand the market.

Four molecules were selected, because they are among the
most sold molecules by the wholesaler-distributor, and three of
them have a strong seasonality : Amoxicillin which is a very
commonly used antibiotic, Cetirizine which is an antihistamine
used in the treatment of allergies, Colecalciferol which is a
vitamin D, and finally Paracetamol which is one of the most
used molecules as a painkiller and anti-fever. The sales data
are ordered by week date, so they are considered as time series.
They are given as input to the Machine Learning algorithms
in the following format: Date, average between n-1 and n-4,
minimum between n-1 and n-4, maximum between n-1 and n-
4, seasonality function, and trend. The algorithms do not have
the previous data as input, to avoid them simply copying those
data as a result. The data set is divided into 80% for training,
10% for the validation set, and 10% for the test set.

IV. STUDIED MACHINE LEARNING MODELS

In this work, several machine learning architectures have
been tested and selected.

A. Stacked Long Short-Term Memory (Stacked-LSTM)

The LSTM architecture is a particular type of recurrent
neural network based on memory blocks [8]. Previous archi-
tectures, such as vanilla recurrent neural networks, can also
be used for sequential data with short-term dependencies. The
advantage of the LSTM architecture is its ability to use both
short and long-term dependencies to make predictions. LSTM
has a hidden state as well as a cell state which acts as a
memory. The contents of the memory, as well as the output of
the network, are controlled using point operators called gates
(forget gate, input gate, and output one).

Note that this study did not use a GRU (Gated Recurrent
Unit) network, another architecture that often provides com-
parable performance while being faster to train, because no
satisfactory predictions were obtained in preliminary experi-
ments. A possible explanation is that in theory, LSTMs can
store longer sequences than GRU networks.

B. Gradient Boosting (LightGBM)

LightGBM is a popular gradient boosting framework created
by Microsoft. It is a tree-based learning algorithm designed to
have faster-learning speed, reduced memory usage, and better
accuracy [9]. It supports execution with GPU and paralleliza-
tion, has a test function and keeps the best set of parameters.
Compared to other boosting algorithms, LightGBM differs in
the approach used for tree growth, namely leaves, which are
leaf-based (best first) and not level-based (depth-first).

C. Transformers

The architecture of the Transformers models was introduced
in 2017 [10] and has allowed great advances in natural
language processing. The main feature of these models is an
attention system that allows sequential data to be processed
without them necessarily being processed in a particular order.
The Transformers allow a better parallelization of data, which
allows the processing of larger quantities, surpassing old
architectures such as GRU or LSTM in the field of natural
language processing. Transformers models have also shown
their performances on other problems such as image, video,
or time series processing.

D. Dumb model - baseline (mean)

The ”dumb” model is a simplistic model that serves as
a baseline for comparing the effectiveness of others: always
predicts the average value of the training set data.

V. EXPERIMENTAL RESULTS

A. Setup of Machine Learning Architectures

1) Stacked-LSTM: The Stacked-LSTM architecture is com-
posed of the first layer with 300 units with a reLU activation
function, then a second LSTM layer of 100 units still with
a reLU activation, to finish on a ”Dense” layer of size 1.
Between the two LSTM layers, a 20% dropout has been added
to avoid potential overfitting. The RMSprop optimizer was
used with a learning rate of 1e-4 and the look back was set
to 5.

2) Gradient Boosting (LightGBM): For the settings of the
LightGBM model, a grid search was used on the following
parameters: learning rate with a variation of 0.01 between 0.01
and 0.08, number of estimators between 100 and 2000 with a
step of 100, number of leaves between 2 and 10 with a step
of 1 and the max depth between 2 and 16 with also a step
of 1. The early stopping was set to 300 epochs, because the
model had a tendency to stop at the beginning of the training
with a shorter early stopping.

3) Transformers: The Transformers architecture applied in
this paper is the one implemented in Keras for classifica-
tion [11], but adapted to regression with an output ”dense”
layer of size 1 and a ”linear” activation function. The ar-
chitecture has the following parameters: 256 head size and
4 heads for the multi-head attention, with a dropout of 0.25.
The Adam optimizer has been used with a learning rate of
1e-4. The training is 1000 epochs with an early stopping after
20 epochs and a batch size of 64.

B. Global Sales Predictions

1) Root Mean Square Error (RMSE) benchmark: The fol-
lowing tables show a comparison of the different RMSE of
each model on the sales prediction of the four molecules:
Amoxicilline (Table I), Cétirizine (Table II), Colécalciférol
(Table III) and Paracétamol (Table IV). As the scales of
the number of products sold are not the same for the four
molecules, the column ”/mean” represents the error weighted



Amoxicilline
model RMSE (train) /mean RMSE (test) /mean

Baseline 36020 0,36 39244 0,39
Stacked-LSTM 29092 0.29 26947 0.27

LightGBM 48934 0.49 27977 0.28
Transformers 29986 0.3 23566 0.23

TABLE I
COMPARATIVE OF RMSE FORECASTING SALES FOR AMOXICILLINE

Cétirizine
model RMSE (train) /mean RMSE (test) /mean

Baseline 4006 0,30 3662 0,27
Stacked-LSTM 3040 0.23 6200 0.47

LightGBM 4470 0.49 3373 0.25
Transformers 3299 0.25 2103 0.16

TABLE II
COMPARATIVE OF RMSE FORECASTING SALES FOR CÉTIRIZINE

Colécalciférol
model RMSE (train) /mean RMSE (test) /mean

Baseline 21397 0,22 25603 0,27
Stacked-LSTM 13308 0.14 29700 0.31

LightGBM 26358 0.28 27480 0.29
Transformers 17100 0.18 23433 0.24

TABLE III
COMPARATIVE OF RMSE FORECASTING SALES FOR COLÉCALCIFÉROL

Paracétamol
model RMSE (train) /mean RMSE (test) /mean

Baseline 90713 0,27 106626 0,32
Stacked-LSTM 88230 0,27 63182 0,19

LightGBM 61733 0,19 102648 0,31
Transformers 106431 0,32 53491 0,16

TABLE IV
COMPARATIVE OF RMSE FORECASTING SALES FOR PARACÉTAMOL

by the average of sales of each molecule, to allow a compar-
ison between them.

The LSTM model can approximate the curve better on train-
ing data. However the Transformers model is more efficient
with training data: it is able to generalize the shape of the
curve, and therefore is more accurate than the LSTM model
on data it has never seen. This can be observed on the curves
hereafter. It is also interesting to note that the LightGBM
model does not learn the curves, but gets better results on
paracetamol by mimicking the baseline model and predicting
values around the mean.

2) Forecasting curves: For all the figures contained in this
article, the purple curves represent the real data, the green
curves the predictions on the training data, the red curves (if
they exist), are the predictions on the data of the validation
set, and the blue curves are the predictions on the test set. The
x-axis represents the weeks and the y-axis is for the number
of sales.

The Transformers model tends to follow the trend line
without worrying about noise spikes (Figure 1, Figure 4,
Figure 7, and Figure 10). On the contrary, the Stacked-LSTM
model tries to approximate the curve as much as possible
(Figure 2, Figure 5, Figure 8, and Figure 11). This makes
a difference in the test set which does not have the same

proportions as the other years: the Stacked-LSTM predicts a
curve similar to the previous years while the Transformers
will follow the downward trend in sales. The LightGBM
model has very bad predictions skills on the training data but
approximates the curve quite well on the test data (Figure 3
and Figure 9). It also tends to approximate close to the mean.
This shows that it does not understand seasonality, but enables
one to obtain good results on the data of paracetamol which
has a more linear curve (Figure 6 and Figure 12).

Fig. 1. Forecasting curves of Transformers model for Amoxicilline

Fig. 2. Forecasting curves of LSTM model for Amoxicilline

Fig. 3. Forecasting curves of LightGBM model for Amoxicilline



Fig. 4. Forecasting curves of Transformers model for Cetirizine

Fig. 5. Forecasting curves of LSTM model for Cetirizine

Fig. 6. Forecasting curves of LightGBM model for Cetirizine

Fig. 7. Forecasting curves of Transformers model for Colecalciferol

Fig. 8. Forecasting curves of LSTM model for Colecalciferol

Fig. 9. Forecasting curves of LightGBM model for Colecalciferol



Fig. 10. Forecasting curves of Transformers model for Paracetamol

Fig. 11. Forecasting curves of LSTM model for Paracetamol

Fig. 12. Forecasting curves of LightGBM model for Paracetamol

VI. CONCLUSION

In this comparative study, the efficiency of different machine
learning architectures for the prediction of pharmaceutical
sales related to four molecules was observed. Out of these four
molecules, three have a strong seasonality and the 4th is more
linear. The results indicate that the Transformer-based model
has the best results on the test data because it generalizes
better during the training. The Stacked-LSTM model, on the
other hand, obtains the best results on the training data,
because it tries to approximate the data as well as possible

and therefore loses generalization when it sees new data. These
two models have difficulties with the molecule which does not
have a marked seasonality, and cannot perform better than the
basic model which only predicts the mean. In that case, the
LightGBM model, which does not succeed to learn correctly
for the molecules with seasonality, manages to do better for the
4th by imitating the principle of the basic model and predicting
a value close to the average. The next step of our work will
be to improve these predictions, especially by adding external
data to help the models understand the pharmaceutical market.
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