
 

Abstract—This paper develops a novel feedforward 
neural networks (FFNNs)-based device-level model from 
physical IGBT model dataset by the proposed artificial 
neural network (ANN)-aided data-driven IGBT switching 
transient modeling approach, so that the physics-based 
IGBT models can be indirectly integrated into FPGA-based 
real-time simulation of power converters. The main 
concept is to fit the turn-on / turn-off transient waveforms 
generated from a physics-based IGBT model by using 
multiple FFNNs with the same structure but different 
coefficients. Each FFNN is trained by a dataset covering 
the transient voltage / current values corresponding to all 
possible operating conditions at a given discrete time point 
during transient. All FFNN coefficients are stored on FPGA. 
By applying the corresponding FFNN coefficients at each 
simulation time-step, the switching transient waveforms 
can then be accurately reproduced. The proposed 
FFNN-based device-level model is designed into two 
intellectual property (IP) cores at 200 MHz with a fully 
pipelined structure, which allows the model to 
authentically reproduce transient waveforms with a 5 ns 
resolution. A four-phase floating interleaved boost 
converter (FIBC) is selected as a case study and simulated 
on a NI-PXIe FlexRIO FPGA real-time platform. The 
FPGA-based experimental results are compared with that 
from the LTspice offline simulator, which enables to 
validate the accuracy and effectiveness of the proposed 
modeling approach for real-time simulation of power 
converters.  

Index Terms—Feedforward neural network (FFNN), 
FFNN-based device-level model, physics-based IGBT 
model, Field programmable gate array (FPGA), real-time 
simulation, floating interleaved boost converter (FIBC).  

ABBREVIATIONS 

FFNN Feedforward neural networks 

ANN Artificial neural network 

IGBT Insulated-gate bipolar transistor 
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FPGA Field programmable gate array 

IP Intellectual property 

FIBC Floating interleaved boost converter 

ADC Associated discrete circuit 

EMI Electromagnetic interference 

RMS Root-mean-square 

I. INTRODUCTION 

OWADAYS, the insulated-gate bipolar transistor (IGBT) 
is a widely used switching device for power converter 
applications due to its simple driver and high voltage and 

current capacity [1]. When applying the real-time simulation 
technique to test and evaluate the power converters and their 
associated controllers, one of the main challenges resides in 
modeling the nonlinear switching devices with high accuracy 
and low computational complexity [2]. For this reason, several 
system-level models, namely the binary resistor model [3] and 
the associated discrete circuit (ADC) model [4], have been 
proposed and successfully employed to the commercial 
real-time simulators. Admittedly, such models can provide 
sufficient accuracy on system-level waveforms while 
maintaining a fairly fast simulation speed. However, the major 
limitation is that they are incapable of reflecting the IGBT 
nonlinear switching transient details which are important for 
optimizing the control and evaluating the system reliability 
under real-time simulation. This is because that benefiting from 
the switching transient behaviors, the following functions can 
be achieved: (1) monitoring voltage and current spikes during 
switching transients for preventing overvoltage breakdown or 
over-current damage to the device; (2) evaluating the 
electromagnetic interference (EMI) noise, caused by the fast 
slew rate (di/dt and dv/dt), for ensuring the stable operation of 
the controller; (3) calculating the switching power losses for 
assessing the converter efficiency and contributing to 
simulating device thermal characteristics. Although these 
switching transient characteristics can be examined 
experimentally, it is often expensive and time-consuming to be 
tested by a physical prototype. Therefore, an alternative 
approach is applying the device-level IGBT model into 
real-time simulation. Among different kinds of power 
electronic device-level models, the physics-based model is 
theoretically the most accurate to represent the detailed 
dynamic behaviors of IGBT. However, the physics-based 
models tend to be more complicated and have a very slow 
computation speed so cannot be directly implemented in 
real-time simulation [5].  

In this context, the main issue of interest is how to indirectly 
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apply the physics-based IGBT model to real-time simulation of 
power converters. One feasible approach is using the 
data-driven method to generate a detailed device-level 
data-fitting model based on extensive amount of input and 
output data collected from real hardware or offline simulation 
tools. Along this concept, several device-level IGBT real-time 
models were developed and reported in the literature [6] - [10] 
by making a curve-fitting of a switching transient waveform 
under a certain operating condition (e.g., a dataset shown by the 
blue box in Fig. 1). As a general approach, multiple waveforms 
under different operating conditions are identified and a linear 
interpolation method is utilized to make the IGBT model 
adaptable to other operating conditions. For instance, in [7], the 
switching transient waveforms of IGBT are formulated as 
linear segments whose slopes are calculated according to the 
transient characteristics from the datasheet. In [8], the transient 
voltage and current behaviors of IGBT are approximated by 
coefficient varying transfer functions, which are implemented 
as a parallel combination of 1st and 2nd IIR filters. Meanwhile, 
refs. [9] and [10] have proposed a device-level IGBT model by 
reading the normalized transient measurements from lookup 
tables (LUTs) at each simulation time-step and rescaling them 
according to the steady-state voltage and current of the IGBT. 
The above presented models can guarantee fast computation 
speed, but they have a poor generality since the transient 
waveforms under other operating conditions cannot be 
accurately generated by such linear interpolation. Besides, the 
size of LUTs increases dramatically with the dimensionality 
and scale of the dataset.  

To improve the generalization ability of the above simple 
data-driven IGBT models, data-driven modeling using ANN 
gives a new possibility to approximate the IGBT transient 
behaviors under a wide range of operating conditions, because 
ANN can precisely approximate the multidimensional 
nonlinear relationship without introducing computationally 
intensive equations except the nonlinear activation function 
[11]. Furthermore, the memory requirement of an ANN is 
determined only by its structure, independent of the 

dimensionality and scale of the dataset. Benefiting from the 
above two advantages, various types of ANN-based IGBT 
model have been proposed. By assembling all switching 
transient waveforms under various operating conditions into 
one single dataset as shown by the purple box in Fig. 1, an 
ANN-based IGBT model can be created after training an 
appropriate ANN structure. With this technique, a hybrid 
k-nearest neighbors (kNN)-recurrent neural network (RNN) 
based device-level model is proposed in [12] to provide precise 
prediction of the transient collector current under 
arbitrary-given operating conditions. Nevertheless, the 
existence of a feedback loop in the architecture of RNN limits 
the achievable time-step at device-level simulation (such as a 
100 ns time-step in [12]), which makes it not applicative for 
IGBTs with faster switching transient characteristics. Moreover, 
the switching behaviors of IGBT in various operating 
conditions can also be modeled by employing FFNN-based 
modeling methods presented in [13] and [14], whose core is 
introducing the time-dependent variables such as time or gate 
voltage as an input parameter of FFNN. However, a deep 
FFNN may be required for gaining a better prediction 
capability, which results in heavy computational burden and 
high execution delay, thereby making it hardly possible for 
real-time simulation. 

In this article, to overcome the above-mentioned 
computation and accuracy issues when applying the 
physics-based IGBT model into real-time simulation 
applications, a novel computational efficient ANN-aided 
data-driven IGBT device-level modeling methodology is 
proposed to reproduce accurately the switching transient 
waveforms in real-time simulation. The proposed approach 
starts by grouping the transient waveform data points at the 
same time-step point but different operating conditions into a 
dataset as shown by the red box in Fig. 1. By using this 
approach, all switching transient values under various 
operating conditions of the IGBT can then be represented by a 
group of such datasets. Each dataset contains only transient 
current and voltage values under different operation conditions 
at a given time-step in simulation. Given that these datasets do 
not contain the time variable, adopting a simple FFNN is 
enough for nonlinear mapping between the operating 
conditions and device transient data with sufficient precision. 
Different datasets can be fitted using different FFNN with the 
same structure but different coefficients (weights and bias). 
After the training phase, the coefficients of all FFNNs can be 
collected and stored in memory blocks. Hence, the switching 
transient waveform can be accurately reproduced by 
performing these FFNNs. Since the proposed approach can be 
viewed as a coefficient-varying FFNN and FPGA is a naturally 
suitable hardware for fast computing FFNN [15], the proposed 
FFNN-based device-level model can be implemented with a 
highly parallel and pipeline structure, which enables generating 
a high-resolution of the switching transient waveforms for 
real-time simulation. To validate the effectiveness of the 
proposed model, a four-phase FIBC is selected as a case study 
in this paper. The tested converter is implemented on a 
Kintex-7 XC7K410T FPGA embedded in a NI-PXIe 7975R 
FlexRIO modules, the results show that the switching transient 
waveforms of IGBT are accurately simulated in real-time with 
a 5 ns resolution. 
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Fig. 1. Intuitive representation of the different modeling approaches
using data-driven methods. 



 

The main contributions of this paper are summarized as 
follows: (1) With the proposed device-level modeling approach, 
the nonlinear physics-based switch model can be accurately 
applied in real-time simulation of power electronics, which is 
an important breakthrough in the state-of-the-art. (2) The 
FFNN-based device-level model is well adapted to various and 
wide operating conditions without losing accuracy. (3) The 
FFNN-based device-level model can be easily implemented 
using a highly parallel and pipeline structure on FPGA, and a 
switching transient waveform with a 5 ns resolution can be 
obtained in real-time. The rest of this paper is organized as 
follows. In Section II, the proposed ANN-aided data-driven 
device-level modeling method is elaborated in detail. In Section 
III, the FFNN-based device-level IGBT model is implemented 
on XC7K410T FPGA, and its real-time accuracy is validated 

by comparing with results from physics-based model. In 
Section IV, the FPGA hardware implementation of a FIBC 
model is demonstrated and the developed converter model is 
emulated on the FPGA-based real-time simulation platform. 
FPGA-based real-time simulation results are given and 
compared with that from the LTspice simulator. Finally, the 
conclusions are drawn in Section V. 

II. ANN-AIDED DATA-DRIVEN DEVICE-LEVEL MODELING 

This section demonstrates in detail the proposed ANN-aided 
data-driven modeling approach, which can realistically 
reproduce the switching transient waveforms as the 
physics-based model does for IGBT devices. The modeling 
workflow of the proposed methodology is depicted in Fig. 2, 
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Fig. 2. Workflow of the proposed modeling methodology. (a) Simulation circuit for switching transient test; (b) Turn-on transient waveforms of IGBT;
and (c) Turn-off transient waveforms of IGBT. 



 

including dataset acquisition and preprocessing; FFNNs 
training; FPGA implementation of the proposed FFNN-based 
device-level IGBT model; and FPGA-based model validation. 

A. Dataset Acquisition and Preprocessing 

The first important step is to collect the needed data. Since 
this paper intends to focus on the proof of concept for the 
proposed modeling methodology, the original dataset is 
directly generated and collected from an offline industrial 
standard simulation tool. A simulation test circuit based on hard 
switching condition shown in Fig. 2(a) is established in 
LTspice® simulator to collect the switching transient 
waveforms. In this circuit, a 650V / 160A single IGBT module 
(FGY160T65SPD-F085) composed of an IGBT and an 
antiparallel diode from Onsemi® is selected as the target device 
[16]. The physics-based model of this IGBT module provided 
by Onsemi® is adopted to obtain the accurate datasets. It 
should be noted that the physics-based model has been 
calibrated and verified experimentally by the manufacturer 
[17]. 

The switching characteristics of the IGBT module are related 
to a variety of factors, including the gate resistor Rg, gate 
voltage Vg, static voltage Vce across the IGBT, static current Ic 
through the IGBT and device junction temperature T. The first 
two are usually determined in the device design stage. 
Therefore, only the Vce, Ic and T are considered in this study. In 
order to guarantee that the neural networks can output the 
accurate values under various operating conditions, the training 
dataset must cover a wide range of IGBT operating conditions. 
Specifically, in the test circuit, IGBT S1 and diode D2 are 
defined as the Device Under Test (DUT), for which the static 
current Ic through and the static voltage Vce across can be 
adjusted by changing the DC link voltage Vcc and load current IL. 
The test conditions shown in Fig. 2(a) are considered.  

By combining the different operating conditions among Vcc, 
IL, T, a total of 9225 transient simulation tests need to be 
conducted. Notably, all switching transient waveforms are 
obtained under the same IGBT model whose individual device 
parameter differences are out of concern in this paper. For 
every test, the simulation time t is set to 15 µs, the gate 
resistance Rg keeps constant at 20 Ω, and the gate voltage Vg 
steps from 0 V to 15 V at t=5 µs and goes back to 0 V at t=10 µs. 
In addition, a maximum time-step of 2 ns in LTspice simulator 
is applied to all the above simulation tests for the sake of 
numerical result accuracy. Regarding the consuming time for a 
simulation test, it takes about 9.4 s to finish a 15 µs simulation 

test in LTspice on a personal computer (PC) with a 3.60GHz 
Intel Xeon W-2123 CPU and 32GB RAM. 

Moreover, it is worth noting that a batch process program 
based on Python-LTspice co-simulation has been established, 
as shown in Fig. 3, to realize automatic dataset acquisition 
without manual intervention. Before the dataset acquisition 
process starts, a netlist source file of the simulation test circuit 
needs to be manually created in LTspice in advance. Then by 
enumerating different combinations of operating conditions, 
the Python script will automatically modify the corresponding 
operation parameter (that is, the values of T, IL and Vcc) in the 
netlist source file before each simulation. Afterwards, the 
corresponding netlist file is run in LTspice by a Python 
command “subprocess.run()”. After generating the simulation 
results, the device current and voltage data can then be 
automatically extracted with the help of the ltspy3.py module 
and are saved in Excel. The above process will be executed 
cyclically until the end of the enumeration. 

Considering that the clock rate of FPGA is set to 200 MHz in 
the later design for generating the switching transient 
waveforms, the discrete time-step resolution is set to 5 ns for 
each dataset. Then, the turn-on transient waveforms of IGBT 
shown in Fig. 2(b) and the turn-off transient waveforms of 
IGBT shown in Fig. 2(c) under various operation conditions 
can be extracted from the obtained datasets for the later FFNNs 
training. It can be seen that the turn-on process lasts for 150 
time points (i.e. 750 ns with a 5 ns time-step) before reaching 
the steady state, whereas the turn-off process lasts 500 time 
points (i.e. 2500 ns with a 5 ns time-step) due to the presence of 
tail current phenomenon. Moreover, the initial (final) voltage 
Vce_on (Vce_off) and the final (initial) current Ic_on (Ic_off) can be 
read from the turn-on (turn-off) transient waveforms, in 
addition with the device junction temperature T. They are 
considered as the inputs of the model; while the outputs are the 
corresponding transient voltage vce and current ic. To sum up, 
the model input matrix X and output matrix Y of turn-on 
transient or turn-off transient including all operating conditions 
through entire transient time can be expressed as (1). 
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Where 𝑋 𝑇 𝑉 𝐼  represents the ith operating condition; 
𝑌 𝑖 𝑣  is the IGBT transient voltage and current 
corresponding to the input Xi at the jth time point; N is the 
number of time points, and M is the number of operating 
conditions. In this test, N=150 (turn-on) or 500 (turn-off) and 
M=9225. 

B. FFNNs Training 

Before using multiple FFNNs to model the switching 
transient process, it is necessary to split the two-dimensional 
(time points and operation conditions) dataset Y in (1) into 
multiple one-dimensional (operation conditions) sub-datasets 
as defined in (2), where the number of sub-datasets depends on 
the number of time points. 
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⎩
⎪
⎨

⎪
⎧

𝑌 𝑌 ⋯ 𝑌 ⋯ 𝑌
⋮

𝑌 𝑌 ⋯ 𝑌 ⋯ 𝑌
⋮

𝑌 𝑌 ⋯ 𝑌 ⋯ 𝑌

 (2) 

From (2), it can be observed that each sub-dataset contains 
the IGBT transient current ic and voltage vce for all the operating 
conditions at only one time point. Therefore, according to the 
input dataset X and the output sub-dataset Yj, the nonlinear 
relationship between the input 𝑋 𝑇 𝑉 𝐼  and the 
output 𝑌 𝑖 𝑣  can be represented via a feedforward 
neural network. Theoretically, a three-layer neural network 
with enough neurons in the hidden layer is capable of solving 
all the nonlinear mapping problem [18]. Additionally, the more 
neurons the hidden layer has, the more accurate the results it 
may yield. However, the increasing number of neurons also 
result in the higher computational resource and time. Therefore, 
selecting a suitable neural network structure (i.e., number of 
neurons in the hidden layer) is a key step for the successful 
hardware implementation of the proposed FFNN-based 
device-level model on FPGA in the later stage. Fig. 4 gives a 
relationship between the fitting performance of FFNN and the 
number of hidden neurons, which is derived based on 40th 
sub-dataset in turn-on process. Therefore, in this study, a 
three-layer FFNN with five neurons in hidden layer, as 
illustrated in Fig. 5, is selected to achieve a balance between 
accurate approximation performance and relatively low 
computational cost (hardware resource and execution time). 

Next, according to the modeling workflow depicted in Fig. 2, 
150 FFNNs (1 FFNN for 1 time point) need to be trained for 
describing the turn-on transient process, while for the turn-off 
process, it requires 500 FFNNs. Although there are hundreds of 
FFNNs, they can be automatically trained based on the 

flowchart visualized in Fig. 6. For each FFNN, the input dataset 
X remains the same, while the output sub-dataset depends on 
the selected sub-dataset to be trained. The jth FFNN is used as 
an example in the following to illustrate the training process. 

As shown in Fig. 5, the proposed FFNN is comprised of an 
input layer with three neurons, a hidden layer with five neurons, 
and an output layer with two neurons. The FFNN can be 
represented by the following mathematical equation. 

𝑌 𝑓 𝑋  

𝑔 𝑤 ∙ 𝑔 𝑤 ∙ 𝑥 𝑏 𝑏 (3)

where 𝑋 𝑥 𝑥 𝑥  is a normalized 
input vector; 𝑌 𝑦 𝑦  is a normalized 
output vector; wh is a 5 by 3 weight matrix in the hidden layer; 
wo is a 2 by 5 weight matrix in the output layer; bh is a 5 by 1 
bias vector in the hidden layer; and bo is a 2 by 1 bias vector in 
the output layer. Furthermore, the activation function 𝑔 ∙  for 
the hidden layer and the activation function 𝑔 ∙  for the output 
layer adopt separately hyperbolic tangent function and purelin 
function, whose mathematical expression are defined as (4). 
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After fixing the structure of FFNN, the next step is to find a 
group of optimal weights and biases of FFNN based on the 
backpropagation algorithm for the minimization of the error 
between the actual output and the computed output [19]. This 
training process is done automatically using MATLAB. It is 
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worth mentioning that before starting the FFNN training, all the 
input and output variables should be normalized to the specified 
range [-1,1] through (5) to avoid possible numerical problems 
caused by different variables with large different orders of 
magnitude [20]. 

 𝑣
∙

1 𝑠 ∙ 𝑣 𝑟 (5) 

For this study, the Levenberg-Marquardt backpropagation 
algorithm is chosen as the training algorithm because of its fast 
convergence. In addition, all samples in the output sub-dataset 
Yj and the input dataset X should be randomly split into a 
training subset for training the network, a validation subset for 
preventing overfitting, and a test subset for independently 
measuring the network performance. The splitting ratios among 
three subsets are set to 75%, 15% and 10%, respectively. 
Considering random initialization of weights and biases and 
random splitting of datasets can lead to uncertainty in neural 
network training results, it is advised that the training process of 
a FFNN should be performed H times under the same network 
configuration and dataset (e.g., H=30 in this study), and picking 
up the FFNN with the best performance. 

After all the FFNNs are trained, the corresponding 
device-level model of IGBT (named as FFNN-based 
device-level model) is thus successfully built. Since all the 
FFNNs have the same structure, this model can be regarded as a 
single FFNN with varying coefficients. This approach can 
significantly simplify the final model structure and real-time 
implementation complexity. To preliminary evaluate the 
computational speed of the proposed FFNN-based device-level 
model on the PC, this proposed model is first coded in 
MATLAB 2018 and a switching transient simulation of 15 µs 
under the same test condition as done in LTspice in the previous 
subsection is finished within 0.04 s. Consequently, the 
proposed FFNN-based device-level model can achieve a 
235-fold acceleration compared with the physics-based model. 
In particular, when the proposed model is deployed on FPGA, it 
can be executed in real-time, which will be validated in the next 
section, where the accuracy validation of the proposed 
FFNN-based device-level model will also be demonstrated. 

III. FPGA IMPLEMENTATION OF FFNN-BASED 

DEVICE-LEVEL IGBT MODEL AND ITS ACCURACY 

VALIDATION 

A. FFNN-based Device-Level IGBT Model 
Implementation on FPGA 

For ensuring the generation of switching transient 
waveforms with a 5 ns resolution in real-time simulation, the 
proposed FFNN-based device-level IGBT model is required to 
be deployed on dedicated hardware. FPGA is employed in this 
study for implementation of the FFNN-based device-level 
model as it preserves the full parallel architecture of ANN to 
optimize the time performance [15]. The used FPGA-based 
real-time platform is depicted in Fig. 7, which integrates a 
Kintex-7 XC7K410T FPGA embedded in National Instrument 
(NI) PXIe-7975R FlexRIO module. The target FPGA contains 
508400 Slice Registers, 254200 Slice LUTs, 1540 DSP48s and 
795 Block RAMs (BRAMs) [21]. By using the graphical 
programming language provided by NI LabVIEW, the 

hardware design of the proposed IGBT model is developed in 
the LabVIEW FPGA environment. 

Take an IGBT module in a half bridge circuit as an example, 
the global overview of its FFNN-based device-level model 
implementation is depicted in Fig. 8. It can be noted that the 
proposed hardware design is constituted by two basic units, 
which are run in parallel. The first one is the state update unit 
shown in Fig. 8(a), which is responsible for determining the 
status of the IGBT module (case 1: turn-on transient, case 2: 
turn-off transient or case 3: steady-state), and the input 
parameters (s, Vce, Ic and time index index) for the FFNN-based 
model. This unit is designed into the case structure. The 
hardware in case 3 is designed to detect the switching actions 
based on the gate signal g(t) and g(t-∆tsys). ∆tsys represents a 
system-level power converter simulation time-step. Once the 
switching event occurs, the hardware in case 1 (case 2) is 
activated to control the generation sequence of the turn-on 
(turn-off) transient waveforms. When the IGBT transient ends, 
case 3 is enabled again until next switching event. It should be 
noted that the part of the input parameters (gate signal g, IGBT 
steady-state voltage vst 

ce and current ist 
c ) of the state update unit 

come from the system-level power converter simulation results. 
The FFNN-based model unit for an IGBT, shown in Fig. 8(b), 

is responsible for generating the switching transient waveforms. 
In this hardware circuit, all the coefficients (weights and biases) 
of 650 FFNNs are stored in BRAMs on FPGA, and a set of 32 
coefficients of jth FFNN are read according to the index value 
index and state signal s. Then these values along with the input 
parameters are transmitted in parallel to the FFNN computing 
block, where the transient values (itr 

c  and vtr 
ce ) are computed 
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NI 5741 Adapter Module

Fig. 7. NI PXIe-based hardware platform for the real-time simulation.
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accordingly. At last, based on the state signal s, the 
corresponding IGBT current ic and the IGBT voltage vce are 
chosen between steady state values (Ic and Vce) and transient 
values. Therefore, the IGBT waveforms can be produced with a 
device-level time-step. It should be noted that, the nonlinear 
activation function in FFNN is implemented using lookup table 
method [22]. 

In order to make each basic hardware unit reusable and 
scalable, the IP builder tool provided by NI LabVIEW FPGA is 
used to synthesize them into an IP core. More importantly, their 
hardware implementation on FPGA in terms of timing 
performance and hardware resource utilization can be 
optimized by configuring different optimization directives, 
such as clock rate, initiation interval, and computational latency. 
The above two hardware units are designed using a 200MHz 
clock rate and a 32-bit fixed-point numerical representation. 
After successfully building the corresponding IP core, the 
implementation results for the state update unit and the 
FFNN-based model unit are listed in Table I, with the 
percentage of total resources used in between parentheses. As it 
can be seen from the results, for IP core 1, its latency is 0 cycle 
and initial interval is 1 cycle, which means that all codes can be 
processed within 5 ns; while for IP core 2, it has 36 cycles 
latency and 1 cycle initial interval, which means that the first 
valid output can be obtained after 185 ns and the interval 
between two successive outputs is 5 ns. In other words, when IP 
core 1 and IP core 2 are run in parallel at a 200MHz clock rate, 
the IGBT waveforms with a 5 ns resolution can be reproduced. 
In addition, regarding the hardware resources consumption to 
implement a FFNN-based device-level model of an IGBT 
module, the most used resource is DSP48s, which accounts for 
8.3%. 

B. FPGA-Based Device-Level Model Validation 

By executing the FFNN-based device-level model on FPGA, 
the turn-on or turn-off transient waveforms can be generated 
depending on the signals s(t). To evaluate the accuracy of the 
proposed FFNN-based device-level IGBT model, the switching 
transient waveforms from the proposed model are compared 
with that from the physics-based model provided by Onsemi® 
(named as reference model). Furthermore, for quantitatively 
assessing the accuracy of the proposed model, the relative 
root-mean-square (rms) error defined as (6) is used in this 
study. 

 Relative rms Error
∑

∑
100% (6) 

where 𝑦  and 𝑦  denote the transient current / voltage 

values of proposed model and reference model at the jth time 
point, respectively; and N is the total number of the time points. 

Taking operating condition 𝑋 20 501.17 80.18  
as an example, the comparison results of the proposed model 
and the reference model of the switching transient waveforms 
are given in Fig. 9. Meanwhile, the relative rms errors with 
respect to the reference model are also presented in Fig. 9. As it 
can be observed, the switching transient waveforms from the 
proposed model (red solid lines) and the reference model (blue 
dashed lines) are well matched with a very small relative rms 
error (all within 2%). Similarly, taking all the operating 
conditions in the input dataset X into account, all the relative 
rms errors of the switching transient waveforms are computed 
and plotted in Fig. 10. From the error distribution histogram, it 
can be identified that the proposed model can generate the 
transient results with a relative rms error below 5% under most 
operating conditions (above 86.2%). Consequently, it can be 
concluded that, the proposed FFNN-based device-level model 
can accurately reproduce the switching transient waveforms of 
IGBT module. 
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Fig. 9. Comparison results of the proposed model and the reference
model of switching transient waveforms. 
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Fig. 10. Relative rms error histograms over all the operating conditions.

TABLE I 
TIMING PERFORMANCE AND HARDWARE RESOURCE UTILIZATION ON FPGA

 
A state 

update unit 
(IP core 1) 

A FFNN-based 
model unit 
(IP core 2) 

A network 
solution unit
(IP core 3) 

Clock Rate 200MHz 200MHz 200MHz 
Initiation Intervals 1 cycle 1 cycle 34 cycles 

Computational Latency 0 cycle 36 cycles 33 cycles 
Slice Registers 0 (0.0%) 13674 (2.7%) 2347 (0.5%) 
Slice LUTs 410 (0.2%) 4821 (1.9%) 4474 (1.8%) 
DSP48s 0 (0.0%) 128 (8.3%) 61 (4.0%) 
BRAMs 0 (0.0%) 37 (4.7%) 4 (0.4%) 



 

IV. APPLICATION TO A FOUR-PHASE FIBC CONVERTER 

In this section, a four-phase FIBC is selected as a test case to 
validate the effectiveness and applicability of the proposed 
FFNN-based device-level model. Its topology is shown in Fig. 
11(a), and the used circuit parameters are listed as: 
L1=L2=L3=L4=500 uH, C1=C2=500 uF, Vin=200 V and RL=20 Ω. 
The converter is controlled by four interleaved gate signals 
g1~g4 with 90° phase shift and 20 kHz switching frequency. 

Considering that the required resolution of transient 
waveform is considerably high (5 ns in this paper) and the 
proposed device-level model needs the steady-state current / 
voltage of IGBT as input, it is necessary to adopt a two-level 
structure composed of a system-level simulation and a 
device-level simulation [23]. In the system-level simulation, 
the IGBT is represented by a system-level model and 
participates in the global network solutions for obtaining 
steady-state current / voltage of IGBT. The system-level model 
simulation is not the focus of this paper, more detailed could be 
found in [23]. While in the device-level simulation, the 
proposed FFNN-based device-level model is implemented to 
generating the IGBT transient waveforms with a 5 ns 
resolution. 

A. FIBC Network Solution with System-Level model 

In this case study, the binary resistor model [24] is adopted to 
represent the system-level model of IGBT Si and diode Di, 
which is defined as (7). 

 𝑅 𝑡
𝑅 𝑜𝑛 𝑠𝑡𝑎𝑡𝑒

𝑅 𝑜𝑓𝑓 𝑠𝑡𝑎𝑡𝑒   𝑖 1,2,3,4 (7) 

Hence, the global network equation of FIBC can be 
described in the following state-space form. 

 𝐴 𝑡 𝑥 𝑡 𝐵 𝑡 𝑢 𝑡  (8) 

Where the state vector x and the input vector u are defined as 
(9). 

 
𝑥 𝑡 𝑖 𝑡 𝑖 𝑡 𝑖 𝑡 𝑖 𝑡 𝑣 𝑡 𝑣 𝑡

𝑢 𝑡 𝑣 𝑡
 (9) 

For the FPGA implementation, (8) is discretized using 
Backward Euler integration method, and yields (10). 

 𝑥 𝑡 𝐼 𝐴 𝑡 ∆𝑡 ∆𝑡 𝐵 𝑡
𝑥 𝑡 ∆𝑡

𝑢 𝑡
(10) 

Where I is an identity matrix, ∆𝑡  denotes a system-level 
time-step, and H(t) is a coefficient matrix associated with 
switch state combination. In order to identify the switch state at 
each time-step, a finite state machine displayed in Fig. 11(b) is 
designed by using inductor current direction and IGBT gate 
signal. So, the matrix H(t) can be determined at each time-step. 

After obtaining the solutions of (10), the steady-state current 
and voltage over IGBT Si can be calculated by (11). 

 
𝑖 𝑡

∙
      𝑖 1,2,3,4

𝑣 𝑡 𝑖 𝑡 ∙ 𝑅 𝑡          𝑗 1,2
 (11) 

B. Overall Hardware Design of FIBC Real-Time Model 

First, based on (10), (11) and Fig. 11(b), the hardware 
implementation of the global network solver is deployed in the 
above FPGA platform, of which the diagram is shown in Fig. 
12. For reducing the computational burden of solving H(t) in 
real time, all the possibilities of matrix H(t) are pre-computed 
offline and stored in BRAMs on FPGA. At each system-level 
time-step, the corresponding matrix H(t) is read according to 
the switch states combination of FIBC. It is worth noting that 
during the switch state identification, the inductor current of 
previous time-step is used for avoiding the iteration process in 
determining the diode’s status [25]. Moreover, in the 
FPGA-based real-time simulation, selecting an appropriate 
fixed-point numerical representation is very crucial, since it has 
a huge influence on simulation accuracy, hardware resource 
utilization, and computational latency. To quantify the effect of 
the numerical bits on simulation accuracy, hardware resource 
utilization, and computational latency, the system-level FIBC 
model with different numerical bits are simulated. All the 
variables in such model are scaled into the per-unit system, 
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Fig. 11. (a) Topology of four-phase FIBC. (b) Finite state machine of
switch state identification. 
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Fig. 12. Hardware implementation of the global network solver for
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TABLE II 
COMPARISON RESULTS OF DIFFERENT NUMERICAL BITS REPRESENTATION 

Number of bits 
in fixed-point 
representation 

FPGA Implementation Results @ 200MHz Simulation Accuracy 

Slice Registers Slice LUTs DSP48s BRAMs Computational Latency Mean Absolute Error (MAE)

30-bit 
2083 

(0.4%) 
3743 

(1.5%) 
61 

(4.0%) 
4 

(0.4%) 
32 cycles 4.12E-3 

40-bit 
2347 

(0.5%) 
4474 

(1.8%) 
61 

(4.0%) 
4 

(0.4%) 
33 cycles 6.04E-6 

50-bit 
2744 

(0.5%) 
4467 

(1.8%) 
111 

(7.2%) 
7 

(0.9%) 
37 cycles 7.24E-9 

64-bit 
3298 

(0.6%) 
5067 

(2.0%) 
162 

(10.5%) 
7 

(0.9%) 
45 cycles 2.51E-10 

 



 

which means that in a fixed-point configuration, 1-bit 
represents the sign, 1-bit represents the integer, and the rest bits 
represent the fraction. To facilitate comparison, the 
system-level simulation model with a 64-bit floating-point 
numerical representation is selected as a reference model for 
evaluating the simulation accuracy. Then, the comparison 
results from the aspect of simulation accuracy, hardware 
resource utilization, and computational latency are illustrated in 
Table II. Notably, the simulation accuracy is evaluated using 
the mean absolute error (MAE) of inductor current iL1 with 
respect to the reference model, and the hardware resource 
utilization and computational latency are obtained with the help 
of the IP builder tool provided by NI LabVIEW, where a clock 
rate is set to 200MHz. It can be found from Table II that the 
more numerical bits used in the system-level hardware 
implementation, the more accurate the simulation results will 
be. However, increasing numerical bits also leads to a 
significant increase in hardware resource utilization (especially 
DSP48s) and computational latency. 

Therefore, to make a trade-off between simulation accuracy, 
FPGA hardware resources, and computational latency, a 40-bit 
fixed-point numerical representation is adopted for this 
hardware unit. Similarly, this hardware unit is also packaged 
into an IP core with 200MHz clock rate by using the IP builder 
tool. After optimizing the timing performance and hardware 
resource utilization, the final implementation results of 

system-level model (IP core 3) are displayed in Table I. As a 
result, the computational time for the global network solver is 
33 cycles (165 ns), and its resource consumption is relatively 
low (such as 4% of DSP48s and 0.4% of BRAMs in the 
targeted FPGA). 

Considering that the four-phase FIBC contains four IGBT 
modules, the entire hardware implementation for FIBC is 
constituted by one global network solver module (IP core 3) 
and four independent FFNN-based device-level models (IP 
core 1 and IP core 2). All IP cores are settled into a single-cycle 
timed loop (SCTL) structure, which is a special LabVIEW 
timed loop structure allowing for all code within the loop to 
execute in one cycle of the FPGA clock [26]. In this case study, 
the clock rate of SCTL is set at 200MHz. Furthermore, Fig. 13 
presents a finite state machine of the hardware implementation 
for FIBC to control the execution sequence for these IP cores. It 
can be seen that the hardware of FIBC is implemented into two 
layers with different time-steps (system-level hardware and 
device-level hardware). Inside the system-level hardware, IP 
core 3 is executed at first to calculate the state variables x and 
the steady-state voltage v

st
 ce and current i

st
 c of IGBT. Then these 

steady-state values of IGBT are transferred to the device-level 
hardware (IP cores 1 and 2) of IGBT after waiting several clock 
cycles for synchronizing the device-level outputs with the 
system-level outputs. At last, the finite state machine goes into 
S3, waiting for the next system-level time-step. Meanwhile, the 
device-level hardware of IGBTs is executed to generate the 
voltage and current waveforms of IGBTs successively with a 5 
ns interval at each device-level time-step. By analyzing the 
timing performance of each IP core, setting the system-level 
time-step at ∆tsys=400ns is sufficient to ensure real-time 
performance. Additionally, regarding the FPGA resource 
utilization, the developed real-time simulation model of FIBC 
consumes 69381 slice registers (13.6%), 56542 slice LUTs 
(22.2%), 575 DSP48s (37.3%), and 257 BRAMs (32.3%) on 
target FPGA. 

C. FPGA-based Simulation Results 

The FPGA-based real-time simulation results of the tested 
converter are illustrated in Fig. 14, where the system-level 
results including four inductor currents (iL1~iL4) and two 
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Fig. 14. Comparisons between FPGA-based simulation results (top) and offline simulation results (bottom) by LTspice software of the tested
converter. 
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capacitor voltages (vC1~vC2) are respectively presented in Fig. 
14(a) and (b), whereas Fig. 14(c) and (d) respectively show the 
current ic1 through and the voltage vce1 across of IGBT S1 as 
well as the zoomed-in view of their switching transients. These 
results are captured under the condition that the converter 
operates in the open loop control with 0.6 duty cycle, so that the 
numerical errors only come from the proposed models. 
Moreover, in this case study, the junction temperature is set as 
20 ℃. For the purpose of model comparison, the same 
converter is simulated in offline LTspice simulator and the 
corresponding simulation results are also shown in Fig. 14. 
From the above comparison results, it can be observed that the 
results from the proposed model are in very good accordance 
with that from the reference model. Furthermore, to assess the 
modeling accuracy quantitatively, the relative 
root-mean-square (RMS) errors of the FPGA-based simulation 
results over 50ms simulation time are calculated and listed in 
Table III. It can be seen that all reported errors are below 4.2%, 
further confirming the high fidelity of the proposed 
FFNN-based device-level model. 

V. CONCLUSION 

In this paper, an innovative ANN-aided data-driven 
modeling methodology has been proposed to accurately model 
the switching transient behaviors of IGBT for FPGA-based 
real-time simulation with a 5 ns waveform resolution. The 
proposed FFNN-based device-level model is based on 
coefficient-varying FFNN, which is trained from a number of 
sub-datasets formed by the transient data at a given time point 
but with different operating conditions. Compared to the 
existing methods in the literature, the proposed modeling 
process is more convenient since the number of the stored 
coefficients on FPGA depends only on the required waveform 
resolution and the complexity of FFNN. In addition, the 
FFNN-based device-level model can generate a precise 
switching transient waveform under any given operating 
conditions. Due to the structural compatibility with FPGA, the 
FFNN-based device-level model can be easily designed with a 
parallel and pipelined structure, so that a native transient 
waveform with a 5 ns resolution can be reproduced. 
Consequently, using this proposed modeling method, the 
physics-based model can be indirectly integrated to the 
real-time simulation while maintaining a high computational 
efficiency. Meanwhile, to further demonstrate the effectiveness 
and accuracy of the proposed FFNN-based device-level model, 
a case study of four-phase FIBC was simulated in FPGA-based 
real-time experimental testbench and compared the results with 
that from LTspice simulation tool. Besides, the proposed 
modeling method can be extended to other power devices if 
their physics-based models are available. Future works will 
focus on further improving the model accuracy by exploring 
other ANN-based data-driven techniques, and the thermal 
model of IGBT module will be considered as well in future 
works. Moreover, due to differences in component manufacture, 

our efforts will also be made in next work to enhance the 
FFNN-based device-level model’s adaptability to individual 
device parameter differences. 
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