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Abstract—Predicting the remaining useful life (RUL) is a
critical step before the decision-making process and developing
maintenance strategies. As a result, it is frequently impacted by
uncertainty in a practical context and may cause issues. This
paper proposes a new hybrid deep architecture that predicts
when an in-service machine will fail to overcome the latter
problem, allowing for an improved data analysis and dimension-
ality reduction capability providing better spatial distributions
of features and increasing interpretability. A deep Convolutional
Variational AutoEncoder with an Attention mechanism (ACVAE)
has been developed and tested using the aero-engine C-MAPSS
dataset. We defined two adapted threshold settings (α1, α2) by
analysing the spatial distribution and minimizing the overlapping
area between the degradation classes. To reduce the conflict zone,
we used the soft voting classifier. The performance of our visual
explainable deep learning model has reached a higher level of
accuracy compared with previous existing models.

Index Terms—Prognostics and Health Management, Deep
Learning, Variational Autoencoder, Data visualisation, Attention
Mechanism.

I. INTRODUCTION

DUring the past years, ever-increasing quality require-
ments, decreasing costs, and improving production rates

have exerted constant pressure on the companies. Therefore,
the manufacturing industry is heading towards the smart
Industry, or Industry 4.0 (I4.0) brought forward by new
technologies, such as the Internet of Things, Big Data, Cloud
Computing [1]. In this context, the volume of data is growing
exponentially, representing a significant opportunity for the
maturity of data science and analysis to deliver more effective
and efficient maintenance services.
The remaining useful life (RUL) is a crucial characteristic for
prognostics and establishing maintenance decisions. An effi-
cient RUL estimation helps in reducing the cost of preventive
and corrective maintenance. Uncertainty in RUL prediction
remains a scientific problem that should be resolved since it
affects the accuracy of Prognostics and Health Management
(PHM) implementation in industries.
A novel approach for predicting RUL based on visual data
analysis is proposed. Attention Convolutional Variational Au-
toEncoder (ACVAE) is used in order to automatically ex-
tract performance degradation features from multiple sensors.
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ACVAE effectively integrates convolution calculation with
autoencoder to extract spatial information. Moreover, the at-
tention layer is embedded between the encoder and decoder,
which is used to dynamically increase the weights of the
useful features in the encoding phase to make the network
pay attention to these vital features for RUL classes estimation.
The primary objective of applying the ACVAE is to provide
a more structured and lower-dimensional representation of
the data that shows the best distribution of the class over
a 2D latent space and demonstrates how well the ACVAE
generalizes. The encoder, part of the ACVAE, is leveraged for
data projection in a 2D visualisation latent space. The input
vectors are encoded and displayed into this 2D space, which
helps the expert to visually analyze the spatial distribution
of the training dataset. Three degradation classes are then
defined according to two thresholds (α1, α2). The expert aims
to determine the appropriate threshold setting by minimizing
the overlapping region between the degradation classes by
analyzing the spatial distribution. Following that, the RUL
is predicted according to the latter degradation classes. The
results will be validated using the C-MAPSS dataset of the
aero-engine [2].
The paper is organised as follows: An overview of the related
work as well as of the research gap is given in Section II.
Section III provides the problem formulation, a theoretical
background of the variational autoencoder (VAE) and the de-
scription of the proposed RUL estimation method. In Section
IV, the analysis of the results is given. Finally, a conclusion
is given in Section V.

II. RELATED WORK

This section analyzes recent research by focusing on four
main challenges: architecture selection, dimensionality reduc-
tion and visual explanation techniques, attention mechanism,
and model’s hyperparameters optimization that can improve
prognostics performance.

A. Data-driven methods for RUL estimation

The industrial dataset is possible to gather due to indus-
trial IoT, which has promoted opportunities for industry and
academia to leverage advanced data-driven techniques. Indeed,
NASA’s C-MAPSS turbofans time-to-failure data set have
been extensively analyzed with RUL estimation as a primary
focus. Many previous data-driven methods to machine status
monitoring and RUL estimation, two main methods, including
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conventional Machine Learning (ML) and Deep Learning
(DL), have been applied and seen great success recently [3],
[4]. Some studies [5], [6], [7], [8], [9] have used the promising
Artificial Neural Network (ANN) approach to predict the RUL
of various machines such as bearings, milling cutters, engines
and drill pipe. In order to keep the optimum set of features,
[10] applied Principal Component Analysis (PCA) as the first
phase with ANN as the second phase to predict the RUL of
the roller ball bearings. In [11], authors also have proposed
a method to predict RUL based on neuro-fuzzy. However,
this conventional ML cannot address sequential data; besides,
the biggest limitation of the PCA approach lies in its linear
projection.
Recently, burgeoning DL approaches have been widely ap-
plied in various research for prognostic and diagnostic tasks,
known for their ability to process highly non-linear and
varied data in their raw form without any human intervention.
Within the deep learning architecture, the recurrent neural
networks (RNNs) can mainly handle temporal data analysis
that prompted researchers to applied it for the industrial PHM
process. Some researchers [12], [13], [14] proposed an RNN-
based methods toward the prognostic issue. However, RNNs
had the vanishing gradient or exploding problem arising in
long sequence input, which cannot keep the previous in-
formation, except only the latest one. To handle this issue,
Long-Short Term Memory (LSTM) is the upgraded variant of
RNN in which different gating mechanisms are proposed. [15]
proposed an LSTM to determine the fault location and estimate
the RUL of the aero engine. More recently, several works
[16], [17], [18], [19], [20], [21] have suggested LSTM-based
approaches for RUL estimation, showing the efficacy of per-
forming LSTM over RNN. As an improvement, another variant
of LSTM was used by [22] is Bi-directional LSTM (BLSTM)
that can learn the bi-directional temporal dependencies from
sensor data for Aircraft Engine RUL estimation. Thereby, it
can capture long-range information in both future (forward)
and past (backward) contexts of the input sequence simulta-
neously. Moreover, a new BLSTM model was presented by
[23] for identifying the system degradation performance and
subsequently predicting RUL. However, recurrent networks
increase computational burdens.
Although Convolutional Neural Network (CNN) are one of
the most dominant methods for image processing [24], [25],
[26], [27], [28] CNNs have also been explored for RUL
prediction by [29], [30] on the multi-channel time series.
CNN architectures are designed to extract features through
weight sharing filters and showed a noticeable improvement
in prediction accuracy. Hybrid deep neural network models
have also been reported in the literature [31], [32], [33] to
leverage the power of different DL methods, which integrate
CNN and LSTM models simultaneously to extract temporal
and spatial features.

B. Dimensionality Reduction and Visual Explanation tech-
niques

Massive and large-dimensional data often contain uninfor-
mative or redundant features, making data analysis difficult

and increasing the processing time. Besides, reduced data visu-
alisation is crucial to understand better how data is distributed,
interpret and analyze classifier performance. Some classical
data visualisation and dimensionality reduction methods such
as PCA , Isometric Mapping (ISOMAP), and T-distributed
Stochastic Neighbor Embedding (T-SNE) have been used and
reported in academic research [34], [35], [36]. Additionally,
several studies have shown the advantage of utilizing Auto-
Encoder (AE) to decrease the data dimension and auto-
matically extract the performance degradation features from
multiple sensors, suitable with enhancing predictive accuracy
and reducing the model’s complexity. In [37], the authors
proposed a new hybrid model integrating the advantages of
AE and BLSTM to enhance the RUL’s prediction accuracy.
A similar study was suggested by [38] for RUL estimation
based on a stacked Sparse Auto-Encoder (SAE) and Logistic
Regression (LR).
Most of the generative applications deal with image processing
as in [39] where a VAE was also trained to generate face
images with much clearer and more natural noses, eyes,
teeth, hair textures as well as reasonable backgrounds. Due
to the ML algorithms black-box nature that imposes industry
unwillingness to adopt it, more recently, in nonlinear processes
monitoring, the deep method has been successfully applied
to address both the curse of dimensionality and the scarcity
of interpretability and transparency; by projecting the high-
dimensional process data into a lower-dimensional space ([40],
[41], [42], [43], [44], [45], [46], [47], [48], [49], [50], [51],
[52]). This latter is argued upon and supported by [53], that
the ability to map a lower-dimensional space could increase
a model’s generalization capabilities. In [40], [51], [52], the
authors propose a Variational Autoencoder (VAE) architecture
as a 2D-Visualisation Tool of latent space to understand how
data is distributed. This latter can help to get a better idea of
how the model interprets the data.

Recently, Attention Mechanism (AM) has been widely
applied in neural network architectures. It has been proved
successful in natural language processing for machine trans-
lation tasks ([54], [55]), fault detection [56], RUL estimation
task [57], [58], [59], and various computer vision tasks such
as facial expression recognition [60], fruit classification [61].
Attention mechanism can make the neural network allocate
more attention to useful features. [57] used a soft attention
mechanism to provide visualisation of the learned attention
weights at each RUL prediction step in order to gain its inter-
pretability besides retaining the predictive power of LSTM
networks. [56] employed a convolutional autoencoder with
AM to enhance the local features of samples.

C. Model’s Hyperparameters optimization

Deep learning models are full of hyperparameters in terms
of architecture and training parameters (such as the number
or type of layers and the learning rate). Their optimization
by most of the reviewed papers are based on a trial-and-
error approach [29], [15], [16], [17], [18], [22], [23], [30],
[31], [32], [51], [33]. However, this approach can be time-
consuming and error-prone due to a lack of understanding
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of the impacts of parameters. To overcome these challenges,
Automatic Hyperparameters Selection (AHPS) have been pro-
posed, such as grid search [62], Random search [63], and
Bayesian optimization [64], [65]. They typically carry out
the research by discretizing the hyperparameter space. The
grid search is the most applied strategy that tests all possible
combinations (exhaustive searching) [37], [38], [57], [20].
Although this approach can theoretically obtain the optimal
global parameters, it is extremely computationally expensive
and suffers from the curse of dimensionality. The reason is
that the number of combinations grows exponentially with
the number of hyperparameters. Compared with grid search,
random search eliminates the need for an exhaustive search of
all possible combinations by picking them randomly. Bayesian
optimization is an efficient hyperparameter tuning method
and is widely used for the complex DNN methods ([66],
[67], [68]). Its principle is to pick parameter combinations
in a well-thought-out way, based on a probabilistic model.
This probabilistic model uses previous evaluations to obtain
the posterior predictive distribution by using the Bayesian
formula. Therefore, we aim to apply Bayesian Optimization
(BO) based on Gaussian Process (GP) to reduce the time spent
on hyperparameter tuning, which disregards certain areas of
the parameter space that are unlikely to yield the best results.

D. Research Gaps and Contributions

As summarized in Table VIII (See appendix), many con-
tributions are proposed for the RUL prediction of turbofan
engines using various DL architectures. Nevertheless, the
application of DL techniques in the context of prognostics
is still challenging. Inspired by these previous studies, the
authors focus on six main points: architecture selection, Di-
mensionality Reduction, Visual Explanation techniques, At-
tention Mechanism, Model’s Hyperparameters optimization,
Ensemble learning method that can improve prognostics per-
formance. Through this analysis, the main contribution of this
work is a new methodology that combines the latter points
and which can be summarized as follows:

• ACVAE integrates convolutional calculation with autoen-
coder to effectively extract spatial features.

• Attention mechanism is embedded to make the network
pay attention to the useful features.

• ACVAE is more aimed at improving dimensionality re-
duction capability and achieving better spatial distribution
and overall visualization.

• The approach aims to predict the probability that the
machine will fail within different time windows (three
degradation classes).

• The task of defining the three degradation classes takes
into consideration the opinion of an expert.

• Ensemble learning is applied using the voting classifier to
predict the class labels by averaging the class probabilities
in order to reduce the conflict zone.

• AHPS is used to pick out the best configuration of
hyperparameters to our hybrid architecture.

III. METHODOLOGY

A. Problem Formulation

There are N machines with the same type, such as the
turbofan engine. Each engine consists of maxTi, i ∈ N run
to machine end of life (cycles) gathered by various sensors.
The whole data can be formulated as

Dataset = {(Xi, Y i)}, i = 1, 2, 3, ..., N (1)

where Xi refers to the engine-collected sensor measurements
matrix and Y i refers to the equipment operation cycles, as
presented in Eq. (2) and Eq. (3), respectively.

Xi = [x1, x2, xt, ..., xmaxTi
] ∈ Rm×maxTi (2)

Y i = [y1, y2, ..., ymaxTi
] ∈ R1×maxTi (3)

where maxTi represents the total operation cycles of the i-th
engine and xt = [x1t , x

2
t , ..., x

m
t ] ∈ Rm×1 represents an m-

dimensional vector of sensor measurements at time t.
RUL can be estimated between the current time (yt) after
degradation detection and the failure time (T ). The RUL can
be summarized as follows [69]:

RULi
t = {maxTi − yit}, t = 1, 2, ...,maxTi. (4)

To address the uncertainty in RUL, we propose to use φ(.)
for dimensionality reduction capabilities, which provides a
better latent space distribution Z. Let Xi denote its input;
sequential sensor measurement. Zi is a latent representation
generated by the encoder function Zi = fφ(X

i) while X̂i is
an approximation or reconstruction of the real data Xi (see
Eq. (5)).

Zi, X̂i = φ(Xi). (5)

The error between the Xi and reconstruction X̂i is minimized
as follows:

Minimize : {X̂i, Xi}. (6)

Thus, the RUL values is divided into three RUL degradation
classes Yclass according to two thresholds (α1, α2) that are
defined based on the spatial distribution analyse with the
expert.
To address the non-linearity function, ensemble ML method
is proposed (θ) to RUL classes estimation. Let Zi symbolise
its input, and the observed Y i

class symbolise its output. The
predicted RUL classes is given by

Ŷ i
class = θ(Zi, Y i

class). (7)

The prediction accuracy between the predicted RUL classes
Ŷ i
class and the observed Yclass is maximized as follows:

Maximize : {Ŷ i
class, Y

i
class}. (8)

B. Variational autoencoders: theoretical background

An AE is an unsupervised Neural Network (NN) trained to
reconstruct an input vector X ∈ Rm where the dimension
of X is denoted by m ∈ N ([70], [71], [72]). As shown
in Figure 10 (See appendix), the AE is comprised of two
main parts: an encoder and a decoder, both of which are
multilayered NNs parameterized with two weights vectors
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ϕ and θ. The first one encodes the input data X via the
encoder function z = fϕ(X) into a latent representation z,
whereas the second one decodes this latent representation onto
X̂ = hθ(z) which is an approximation or reconstruction of
the real data X . In AE, the input and output layers utilize the
same number of units, whereas the latent space utilizes fewer.
The AEs are typically employed for data compression (i.e.,
feature extraction/reduction), noise removal and pre-trained
parameters for a complex network.

A VAE has the same functions as the AE in the sense
that it is composed of an encoder and decoder (See Figure
10 in the appendix). VAE becomes a popular generative
method by merging Bayesian inference and the efficiency of
the NNs to obtain a nonlinear low-dimensional latent space
([48], [73], [41], [43]). The Bayesian inference is obtained
by an additional layer applied for sampling the latent vector
z with a prior specified distribution p(z), usually assumed
to be a standard Gaussian N(0, I), where I is the identity
matrix. Standard Gaussian is not the only distribution used
for latent variables in VAEs, but the choice depends on the type
of data we are modelling. Such as the multivariate Gaussian
distribution is used in the case of real-valued data and the
Bernoulli distribution is applied in the case of binary data
[74]. Each element zi of the latent layer Z is obtained as
follow:

zi = µi + σi.ϵ (9)

where µi and σi are the ith components of the mean µ and
standard deviation σ vectors, ϵ is a random variable following
a standard Normal distribution (ϵ ∼ N(0, 1)).

Unlike the AE which generates the latent vector z, the VAE
generates vector of means µi and standard deviations σi. This
allows to have more continuity in the latent space than the
original AE. The VAE loss function given by the Equation
10 has two terms. The first term Lrec is the reconstruction
loss function (Equation 11). Usually the negative expected
log-likelihood (e.g., the cross-entropy function) is used ([39],
[41], [45], [75], [73]), but the mean squared error can also
be used [43]. The second term LKL (Eq. (12)) corresponds
to the Kullback-Liebler (KL) divergence loss term (similarity
loss) that forces the generation of a latent vector with the
specified Normal distribution ([74],[76]). The KL divergence
is a theoretical measure of proximity between two densities
q and p and it is noted by KL(q ∥ p). The dissimilarities
between these densities are asymmetric (KL(q ∥ p) ̸= KL(p
∥ q)), non-negative and are minimized when q(x) = p(x) ∀x
[77]. Thus, the KL divergence term measures how close is
the conditional distribution density qϕ(z | x) of the encoded
latent vectors from the desired Normal distribution p(z). The
value of KL is zero when two probability distributions are the
same, which forces the encoder of VAE to learn the latent
variables that follow a multivariate normal distribution over a
k-dimensional latent space.

L = Lrec + LKL (10)

where
Lrec = −Eqϕ(z|x)(log(pθ(x|z))), (11)

LKL = KL(qϕ(z|x) ∥ p(z)) (12)

with pθ(x|z) is the conditional distribution density of the
decoded latent vectors.

When the VAE is trained, each function (i.e., the encoder
and the decoder) can be used separately, either to reduce the
space dimension by encoding the input data, or to generate
synthetic samples by decoding new variables from the latent
space (Figure 10 is available in appendix).

C. Remaining useful life estimation based on CVAE with
attention mechanism

The RUL classes estimation methodology is shown in
Figure 1. VAE approach can generate new data (through
continuity) as well as it has been demonstrated as a promising
tool for dimensionality reduction in the context of machinery
fault diagnosis [48], [78]. However, VAE still has to be fully
explored for both fault diagnosis and prognosis. In this paper,
we propose ACVAE which is a VAE based architecture for
predicting RUL classes. It is composed of an encoder and a
decoder, which are two symmetrical and reversed structures.
Both the encoder and decoder have two convolutional layers.
We utilized the same padding and a 6× 1 kernel for convolu-
tional layers in the encoder. The stride was 1× 1 for the first
convolutional layer and 2×2 for the second. The convolutional
layer’s output is expressed as follows:

Ci = f(
∑

X ⊙ wi + bi) (13)

where f is the activation function, ⊙ is the convolution
operation, wi and bi represents the weight parameter and bias
of ith convolutional kernel, respectively. The final convolution
will generate an output Hc = {h1, h2, ..., hWL

2

} where Hc ∈

R
m×WL

2 . Given input data of sequence length WL with m
number of features (sensor variables).
Moreover, the attention layer is also embedded in the encoding
part, which is used to dynamically increase the weights of the
useful features to make the network pay attention to these
vital features [55], [79]. The attention computational is given
as follows:
The attention weights:

αi = softmax(Wa · hi) (14)

The context vector:

ci =
∑
i

αi · hi (15)

The attention vector:

ai = tanh(Wc[ci;hi]) (16)

where hi is the features extracted by the encoder.

The latent two-dimensional space is represented by two 2D-
layers for the encoder: the mean and the standard deviation
layers (i.e., µ and σ), and one 2D-sampling layer (Z) for the
decoder.
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Fig. 1. A framework of RUL estimation using the soft voting classifier with MLP (Multi-layer perceptron), RF (Random forest), and GB (Gradient Boosting).
Df is the final class label.

The first step was to train the whole ACVAE architecture for
the reconstruction of the input vector using the deconvolutional
operation (decoder part), as shown in Eq. (17).

Di = f(
∑

Z ⊗ w̄i + b̄i) (17)

⊗ is the deconvolution operation, w̄i and b̄i represents the
weight parameter and bias of ith deconvolutional kernel,
respectively.
Training the ACVAE does not need the label information of

the input data. The whole ACVAE is trained to attain a coupled
optimization of both the quality of the reconstruction and the
quality of disentanglement. The training loss of ACVAE is
defined as the sum of the reconstruction loss and the similarity
loss (See Eq. (10)). The used reconstruction loss is the Mean
Squared Error (MSE), which measures how close the decoder
output is to the original input, as expressed in Eq. (18).
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Lrec = 1/N

N∑
i=1

(Xi −X ′
i)

2 (18)

The similarity loss is the KL divergence between the latent
space distribution and the standard Gaussian (zero mean and
unit variance), which regularizes the distribution of the latent
space (given in Eq. (19)).

LKL = −1/2

N∑
i=1

k∑
j=1

(1 + log(σ2
ij)− σ2

ij − µ2
ij) (19)

where N is the number of samples, Xi denotes the real data
while X ′

i is its reconstruction, and k is the size of the latent
vectors.

In this paper, we aim to predict the probability that the
machine will fail within different time windows. To do this,
the expert faced a challenging problem: how to select the most
appropriate thresholds α1 and α2 that are used to label the data
(three degradation classes)? Three degradation classes are then
defined according to two thresholds (α1, α2) as follows:

• Degradation class 0 (Deg 0): RUL > α2,
• Degradation class 1 (Deg 1): α1 < RUL ≤ α2,
• Degradation class 2 (Deg 2): RUL ≤ α1.

When the training process of the ACVAE is successfully
done, the encoder part is then used as a 2D-Visualisation tool
by a human expert in order to analyse the spatial distribution
of the data set that has been separated into three distinct
degradation classes. The expert has made assumptions about
picking out the values of thresholds α1 and α2, experiment-
ing with different thresholds values (α1 = {10, 20}, α2 =
{20, 30, 70, 90}). Each couple (α1, α2) will generate a par-
ticular overlapping situation between the degradation classes,
which is easily visualised and examined by the expert in
the 2D-latent space. By analysing the spatial distribution of
different couples (α1, α2), the expert tries to choose the
appropriate threshold setting that minimizes the overlapping
region between the degradation classes. Indeed, the appropriate
thresholds gives thinner conflict areas (the boundaries) be-
tween classes, thus less instances (Zi points) within boundaries
which gives less conflicting decisions for the classification.

The second step is to train the ensemble of classifiers for the
RUL classes estimation. The encoder parameters obtained by
the previous step are frozen during the classifier training step.
Algorithm 1 represents the active learning classifier that is used
to construct a high-performance classifier by starting learning
with a small training set. Via the incremental learning process,
the misclassified points (uncertainty points) from X2D

validation

are actively added into the training set X2D
train based on a

threshold of probability (As shown in [80], [81], [82], [83]).
Finally, in the operating stage, the convolutional encoder

is used jointly with soft voting based ensemble classifiers to
estimate the degradation RUL classes (as shown by Figure 1).

IV. RESULTS ANALYSIS

A. C-MAPSS Dataset

We begin by describing the used dataset for our experi-
mental study. In this research, the C-MAPSS dataset from
the Nasa repository is used, an abbreviation of (Commercial
Modular Aero-Propulsion System Simulation). It concerns the
simulation of turbofan engine degradation datasets using a
model-based simulation program. This dataset [84] represents
the deterioration of the four fleets of aircraft gas turbine
engines’ life cycle. The four fleets are organized into four
sub-datasets within 26 criteria and many data rows (to better
understand the C-MAPSS dataset, see [2] ). In this work, we
only used the failure set FD001 to validate our hybrid method.
As seen in Table I, the subset is separated into a training
set and testing set, each one containing 100 trajectories. This
FD001 consists of multiple multivariate time-series signals to
simulate the deterioration of turbofan engines that experienced
one operation condition and were characterized by failure
deterioration owing to a failed High-Pressure Compressor
(HPC).

TABLE I
CHARACTERISTICS OF C-MAPSS CHALLENGE DATASET.

FD001 Dataset values
Engines of the training set 100
Engines of the test set 100
Fault conditions 1
Operating conditions 1
Maximum life span 362
Minimum life span 31

B. Evaluation metrics

To fairly evaluate the proposed model’s performance on
the test dataset, a range of various performance metrics is
adopted (Eq. (20) - (25)). These metrics involve accuracy,
precision, sensitivity, specificity, F-score, G-mean, Receiver
Operation Characteristic (ROC), and Area Under Curve (AUC)
[85]. The below formulae metrics could be assessed with |TP |
the number of the true positive, |TN | the number of the true
negative, |FP | the number of the false positive ( i.e. a false
alarm), and |FN | the number of the false negative (i.e. a
missed alarm).

• Accuracy : refers to the ratio of the total correct predic-
tions. It is formulated as:

Accuracy =
|TP |+ |TN |

|TP |+ |FP |+ |FN |+ |TN |
(20)

• Precision : expresses the ratio of correctly predicted
positive instances. Formally, it can be expressed as:

Precisionmacro =
1

n

n∑
i=1

|TP i|
|TP i|+ |FP i|

(21)

• Recall or Sensitivity : measures how much a classifier
can recognize positive instances, which are correctly
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Algorithm 1 Train the classifier
Input: Sliding window training data Xtrain, Ytrain = {(xi, yi)}, i = 1, 2, 3, ..., N

Output: Trained classifier β
Train the ACVAE on Xtrain

2: X2D
train = fφ(Xtrain) ▷ Use the encoder to extract the 2D-latent space

X2D
train, X

2D
validation, Ytrain, Yvalidation= split(X2D

train, Ytrain)
4: Randomly Initialize β

for i=1 to Q do ▷ Number of query
6: Train the classifier β on X2D

train

Validate the classifier with X2D
validation

8: Sort misclassified examples by error score X2D
misclas

X2D
train = X2D

train ∪ X2D
misclas ▷ Add the misclassified examples to train

10: X2D
validation= X2D

validation - X2D
misclas ▷ Remove misclassified from validation set

end for
12: return The model β

identified by the classifier. It is computed using the
following equation:

Sensitivitymacro =
1

n

n∑
i=1

|TP i|
|TP i|+ |FN i|

(22)

• Specificity : calculates how much a classifier can recog-
nize negative instances, which are correctly identified by
the classifier. It is given by the equation:

Specificitymacro =
1

n

n∑
i=1

|TN i|
|TN i|+ |FP i|

(23)

• F1-score : to maximize both precision and recall, the
F1-score metric is the harmonic mean of the precision
and recall. This combination reaches its highest possible
value at 1,indicating perfect precision and recall, and its
lowest possible value at 0, if either the precision or the
recall is zero. It can be formulated as:

F1− score = 2× Precision× Sensitivity

Precision+ Sensitivity
(24)

• G-Mean measures the trade-off between sensitivity (true
positive rate) and specificity (true negative rate) by the
following:

G−Mean =
√
Sensitivity × Specificity (25)

Only when both sensitivity and specificity are high can
the G-mean attain its maximum, which indicates a better
classifier.

• ROC curve : is a graphical plot showing the performance
of a classification model at all classification thresholds.
This curve plots two parameters: True Positive Rate and
False Positive Rate.

• AUC : is the fraction of total area that lies under the
ROC curve. AUC provides a single value for assessing
the performance of the classifier and an examination of
the classifier’s stability and consistency.

C. Data pre-processing
Before applying the proposed model, it is extremely nec-

essary to prepare heterogeneous data adequately. The specific
steps are described as follows:

1) Feature selection: :
In the FD001 dataset, there are three operating indicators,

and 21 distinct aircraft engine sensors plotted on a histogram
to observe the variations throughout the whole lifecycle of
engines. The sensors 1, 5, 6, 10, 16, 18, and 19 exhibit constant
values throughout the engine, which cannot provide relevant
degradation information to accomplish the task and only will
increase the training time of neural networks. Therefore, 14
out of 21 sensors were selected, whose indices are 2, 3, 4, 7,
8, 9, 11, 12, 13, 14, 15, 17, 20, and 21. Besides, the three
operational settings are removed because these datasets are
exposed to a single operating condition.

2) Data Normalization: :
The sensor measurements are with a varied range of values.

Therefore, there are several normalization methods for the
differentiation issue that guarantee the same range scale of
all sensor measurements [86]. This paper uses the Min-Max
normalization given in Eq. (26) to map the selected features
within the range of [0,1].

x′i =
xi −min(xi)

max(xi)−min(xi)
. (26)

3) Sliding Window: :
The multivariate time-series sensor signals can provide

more degradation information, which leads to an accurate
prediction. Therefore, the Sliding Window (SW) method is
used to segment the data samples into a sliding time window
along the engine life span (as shown in Figure 2).

The extracted data by SW each time is a 2D matrix WL ×
Wf , WL as a length of sliding time window, and Wf as a
number of the selected prognosis feature. Moreover, the SW is
moved with only one data point. Thus, the number of sliding
time windows generated from data is

∑n
i=1maxTi − WL,

where maxTi is the engine lifespan and n number of engines.
4) Data rebalancing: :

Class Imbalance problem is encountered when one of the
classes is underrepresented over others. It is challenging to
train classifiers on imbalanced data, as they become biased
towards a set of classes. A widely implemented approach for
handling imbalance is resampling, either using various under-
sampling (removing some of the majority class data points)
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Fig. 2. One training sample using sliding window method.

or over-sampling (adding more of minority class data points)
algorithms. The under-sampling can cause wastage of impor-
tant information. On the other hand, the Synthetic Minority
Oversampling TEchnique (SMOTE) is one of the dominant
oversampling methods in literature [87], [88]. Consequently,
in this work, the SMOTE-based K-Nearest Neighbors (KNN)
method is implemented to handle the class imbalance problem.

Figure 3 depicts the class distribution bar charts, where
the blue bar refers to real data showing that the data used
was highly imbalanced. The red bar indicates the generated
synthetic instances in minority classes that follow the original
distribution utilizing the SMOTE-KNN algorithm. Instead of
excessively increasing the number of synthetic instances in the
minority classes (equal to majority class), we experimented
with different oversampling thresholds and picked the best
ones (see Figure 3).

D. Results

1) Data Pre-processing Parameters Analysis: :
Several sliding windows sizes WL were tested and evaluated

according to different degradation thresholds α1 and α2, and
they are the most sensitive pre-processing parameters. Table II
reflects the performance of our proposed approach obtained
for each test through evaluation measures, with different WL

and different thresholds (α1, α2). In our experiments, we
considered values of WL in {6, 16, 26} taking into account
the minimum engine life span available in the test dataset.
The values of thresholds (α1, α2) are in {(10,20), (10,30),
(10,70), (10,90), (20,30), (20,70), (20,90)}.

Results in Table II show that the proposed method with a
sliding window equal to six timesteps (WL = 6) yields the
best performing scores overall. We should point out that if
the thresholds are α1=10 and α2=20, the classifier maximizes
the recall but with low precision, in the WL = 16 compared

Deg0 Deg1 Deg2
0

2,000

4,000

6,000

8,000

10,000

12,000

14,000

16,000

16,931

7,000

10,000

16,931

2,000
1,100

Real
Generated

Fig. 3. Data rebalancing using a SMOTE-based KNN on training set FD001.

with WL = 6. The model with WL = 16 gives us a 58%,
77%, 97%, 61%, and 97% for precision, recall, specificity, F1-
Score, and accuracy accordingly. On the other hand, the model
has achieved 71%, 73%, 96%, 63%, and 98% for precision,
recall, specificity, F1-Score, and accuracy, respectively with
WL = 6. The high recall and low precision indicate that most
of the faults are correctly recognized, but there are a lot of
false alarms (as in WL = 16). Contrarily, a low recall and
high precision appear that some faults are missed, but those
real faults are flagged, and there are no false alarms (as in
WL = 6). In addition, The classifier with a high specificity
shows fewer false alarms (as in WL = 16).

The critical goal is to get the best classifier that maximizes
both precision and recall (Best F1-score) with a modest
specificity. It is also observed that the result obtained by the
sliding window WL=6 showed up a higher accuracy with these
thresholds (α1 = 10, α2 = 20) and (α1 = 10, α2 = 30). On
the other hand, based on the F1-score, the better estimation is
obtained by the sliding window WL=6 with α1 = 10 and α2

= 30. Note that the sliding window WL=26 obtains the worst
result with the thresholds α1 = 10 and α2 = 30.

The tests confusion matrices are depicted in Figure 4 where
the ordinate shows the reference label while the abscissa
represents the predicted one. We mention that classifier fails
to predict the last class (Deg 2) when the thresholds of α1

and α2 are too near. Even with the SW size variation, the
predicted degradation 2 is almost nonexistent for α1 = 10 and
α2 = 20. Furthermore, the performance of the RUL prediction
is improved with the increase of the gap between the two
degradation thresholds. The good results are obtained by the
slide window WL = 6 with α1 = 10, α2 = 30 and WL =
26 with α1 = 10, α2 = 70. For WL = 26 with α1 = 10,
α2 = 70, the proportion of the true positive classification
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Fig. 4. Confusion matrices of test set FD001 vs. (WL) and (α1,α2).
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TABLE II
RESULTS OF OUR APPROACH ON TEST SET FD001 VS. (WL) AND (α1 ,α2).

Precision Sensitivity Specificity F1-Score AUC Accuracy G-mean
WL=6 α1 = 10, α2 = 20 0.71 0.73 0.96 0.63 0.99 0.98 0.84

α1 = 10, α2 = 30 0.71 0.83 0.91 0.76 0.99 0.98 0.87
α1 = 10, α2 = 70 0.62 0.79 0.84 0.67 0.93 0.89 0.82
α1 = 10, α2 = 90 0.61 0.79 0.81 0.66 0.88 0.83 0.80
α1 = 20, α2 = 30 0.69 0.73 0.95 0.64 0.98 0.96 0.84
α1 = 20, α2 = 70 0.67 0.77 0.84 0.71 0.92 0.87 0.81
α1 = 20, α2 = 90 0.64 0.75 0.81 0.68 0.88 0.80 0.78

WL=16 α1 = 10, α2 = 20 0.58 0.77 0.97 0.61 0.99 0.97 0.86
α1 = 10, α2 = 30 0.60 0.76 0.93 0.66 0.98 0.96 0.84
α1 = 10, α2 = 70 0.61 0.78 0.85 0.65 0.91 0.89 0.81
α1 = 10,α2 = 90 0.57 0.77 0.8 0.61 0.87 0.82 0.79
α1 = 20, α2 = 30 0.62 0.72 0.93 0.62 0.97 0.94 0.82
α1 = 20, α2 = 70 0.67 0.72 0.85 0.69 0.91 0.87 0.78
α1 = 20, α2 = 90 0.62 0.73 0.80 0.66 0.86 0.77 0.77

WL=26 α1 = 10, α2 = 20 0.47 0.64 0.94 0.50 0.98 0.97 0.78
α1 = 10,α2 = 30 0.55 0.72 0.91 0.61 0.97 0.96 0.81
α1 = 10, α2 = 70 0.61 0.79 0.85 0.64 0.92 0.89 0.82
α1 = 10, α2 = 90 0.59 0.76 0.82 0.61 0.89 0.83 0.8
α1 = 20,α2 = 30 0.60 0.70 0.91 0.60 0.96 0.93 0.8
α1 = 20, α2 = 70 0.68 0.71 0.85 0.70 0.90 0.88 0.78
α1 = 20, α2 = 90 0.66 0.72 0.82 0.68 0.87 0.82 0.77

for the degradation classes 0, 1 and 2 are respectively 95%,
60% and 82%. On other hand, for WL = 6 with α1 = 10,
α2 = 30, the proportion of the true positive classification for
the degradation classes 0, 1 and 2 are respectively 98%, 73%
and 76%.

Based on the results, one remarks that our approach is en-
tirely adapted for RUL estimation. To be more precise, all the
false positive predictions belong to the less critical degradation
class. The following performances can be observed in the
confusion matrix generated by the sliding window WL= 6 and
(α1 = 10, α2 = 30):

• Deg 0: 98% are correctly classified as degradation 0, and
2% are incorrectly classified as degradation 1.

• Deg 1: 73% are correctly classified as degradation 1,
and 24%, 3% are incorrectly classified as degradation 0,
degradation 2, respectively.

• Deg 2: 76% are correctly classified as degradation 2, and
24% are incorrectly classified as degradation 1.

From a maintenance viewpoint, our approach could alert
the critical degradation level, which signifies that the pre-
dicted RUL is lower than the actual one (RULpredicted ≤
RULTrue).

Table III gives the detail of the used ACVE architecture.
The optimal ACVE parameters have been selected using
AHPS based on Bayesian Optimization with a Gaussian
Process model [89], which is handled by the Keras-tuner
library [90], as described in Algorithm 2. The acquisition
function used is Upper Confidence Bound (UCB), for more
details can be found [91]. The range of the hyperparameter
detailed in Table IV, with the selected by BO. These most
sensitive hyperparameters are chosen due to their highest
impact on the performance.

2) Visualisation of latent vectors and identification the
conflict zone: :

TABLE III
THE PROPOSED HYBRID DEEP CONVOLUTIONAL VARIATIONAL

AUTO-ENCODER ARCHITECTURES WITH ATTENTION MECHANISM.

Layer Type Neurons Kernels
Encoder

0 Input vector WL × 14 ×1 -
1 Convolution WL × 14 × 64 6 × 1
2 Convolution 3 × 7 × 128 6 × 1
3 Convolution 3 × 7 × 1 6 × 1
4 Reshape 3 × 7 -
5 Attention vector 128 -
6 Mean layer 2 -
7 Standard deviation layer 2 -

Decoder
0 Sampling layer 2 -
1 Deconvolution 3 × 7 × 128 6 × 1
2 Deconvolution WL × 14 × 64 6 × 1
3 Output vector WL × 14 × 1 -

Ensemble learning
0 Sampling layer 2 -
1 Gradient Boosting Estimators=500 -
2 Random Forest Estimators=32 -
3 Multi-layer Perceptron 10 -
4 Output 3 -

To quantitatively assess the proposed method’s performance,
we have compared the visualisation performance of the AC-
VAE method with three state-of-the-art dimension reduction
methods, including PCA, ISOMAP, and T-SNE. Figure 5 dis-
plays the 2D-space distribution of six different dimensionality
reduction methods. As a recall, going from the green to the red
colour point means a decrease in the health state of the engine
machine (colours indicate the three degradation classes). In
looking at Figure 5, it can be deduced that ACVAE seems to be
able to cluster more effectively the dataset according to RUL
degradation reasoning. It can also be argued that the ACVAE
resulted in a more compacted spatial distribution compared
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Algorithm 2 Hyperparameter Tuning using Bayesian Optimization with Gaussian Processes
Required: D : Hyperparameters combination, u : Acquisition function
Initial Settings: Randomly Initialize D
for n = 1 to T do ▷ T represents the maximum trial run.

Find xt by minimizing u over GP :
xt = argminx u(x|D1:t−1)

4: Evaluate the objective function yt = f(xt).
Augment the observation set D = D ∪ (xt, yt), update the posterior of function f.

end for
return Choosing the best hyperparameters combination

TABLE IV
DESCRIPTION OF THE HYPERPARAMETERS, THEIR RANGE AND THE SELECTED VALUES.

Name Range Selected
N° of convolutional layer Min=1, Max=3, Step=1 2
N° of filters per layer Min=8, Max=256, Step=8 (64,128)
Filter size Min=1, Max=16, Step=1 6×1
Learning rate Min=1e-4, Max=0.5, Sampling=LOG 0.001
Batch size Min=32, Max=1024, Step=32 128
Activation function relu, tanh, sigmoid,softplus,softsign,selu,elu elu
Optimizer Adam,Adadelta,Adamax,SGD,RMSprop,Adagrad,Nadam,Ftrl RMSprop

Fig. 5. The 2D-visualisation using five dimensionality reduction methods: ISOMAP, ACVAE, CVAE, PCA, ACAE and T-SNE.

to the covered areas by other methods. The horizontal and
vertical axis extends from approximately 0.002 to 0.012, and
-0.8 to 0.6, respectively.

Indeed, the best average accuracy was gained by ACVAE
and ACAE around 98%, and the worst result obtained by
the T-SNE method is approximately 78% of accuracy, as
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TABLE V
COMPARISON OF THE PROPOSED ACVAE WITH OTHER METHODS: ISOMAP, PCA, TSNE, ACAE AND CVAE BASED ON TEST SET FD001.

Precision Sensitivity Specificity F1-Score AUC Accuracy G-mean

CVAE With AM

Deg 0 0.99 0.98 0.77 0.99 0.98
Deg 1 0.55 0.73 0.984 0.62 0.98
Deg 2 0.59 0.76 1.00 0.67 1.00
Mean 0.71 0.83 0.917 0.76 0.99 0.98 0.87

CVAE Without AM

Deg 0 0.99 0.98 0.743 0.99 0.982
Deg 1 0.49 0.66 0.981 0.56 0.978
Deg 2 0.42 0.88 0.998 0.57 0.998
Mean 0.63 0.84 0.907 0.70 0.986 0.97 0.87

CAE With AM

Deg 0 0.99 0.99 0.617 0.99 0.978
Deg 1 0.60 0.55 0.99 0.57 0.975
Deg 2 0.40 0.71 0.998 0.51 0.999
Mean 0.66 0.75 0.868 0.69 0.98 0.98 0.81

ISOMAP

Deg 0 1.00 0.94 0.95 0.97 0.985
Deg 1 0.21 0.61 0.942 0.31 0.932
Deg 2 0.12 1.00 0.99 0.21 0.998
Mean 0.44 0.85 0.960 0.50 0.971 0.93 0.90

PCA

Deg 0 1.00 0.95 0.958 0.97 0.99
Deg 1 0.12 0.44 0.95 0.19 0.92
Deg 2 0.11 1.00 0.99 0.19 0.998
Mean 0.41 0.80 0.966 0.45 0.969 0.94 0.87

T-SNE

Deg 0 1.00 0.79 0.92 0.88 0.88
Deg 1 0.00 0.02 0.92 0.01 0.42
Deg 2 0.01 1.00 0.85 0.02 0.93
Mean 0.34 0.60 0.896 0.30 0.743 0.78 0.73

Fig. 6. The 2D-latent representation of three training engine units in FD001 using our proposed hybrid architecture: (a) engine 1, (b) engine 6, and (c) engine
100.

shown in Table V. The quantitative results showed that the
precision of degradation classes 1 and 2 are almost non-
existent with ISOMAP, PCA, and T-SNE. Besides, the T-SNE
method shows the low precision of 0%, sensitivity of 2%,
F1-Score of 1%, and AUC of 42% for degradation class 2,
making degradation class 2 unpredictable. The performance
of CVAE is slightly improved when the attention mechanism
is added across all measures except the sensitivity, with 8%,
1%, 6%, 0.4%, 1%, for Precision, Specificity, F1-Score, AUC,
and Accuracy, respectively. The CVAE with AM gave us the
highest performance compared to the other dimensionality
reduction methods.

Besides, we can observe that our proposed VAE-based ar-
chitectures outperforms an attention convolutional autoencoder
(AE-based architecture), as these results prove its effectiveness
in extracting useful performance degradation features. It is
also interesting to see the difference between the distribution

and the clustering of degradation classes in both VAE-based
architecture (ACVAE) and AE-based architecture (ACAE).
Our approach seems to be able to map degradation features
into a less disentangled latent space (as shown in Figure 5).
These results give a hypothesis that the standard autoencoder
would suffice in the case of dissimilar data classification.
Therefore, the power of the VAE architecture comes with
similar-looking data (degradation features) that usually overlap
in some areas where AE fails to disentangle.

According to these results, we can visually perceive them by
analyzing the clusters obtained by the worst and best method,
concentrated in different areas. T-SNE distribution seems to
cover more area with the horizontal and vertical axis extends
from approximately -100 to 150, and -150 to 100, respectively.

The 2D-latent space representation of three training engine
units is presented to visually appreciate the effect of our
proposed ACVAE method on the spatial distribution (See Fig-
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Fig. 7. Identification and Reduction of the conflict zone: (a) 2D-visualisation for the conflict zone where black points indicate the samples with uncertain
classification (b) 2D-visualisation of the soft voting classifier results.

Algorithm 3 Identification and reduction of the Conflict Zone
Input: Sliding window training data Xtrain = {(xi, yi)}, i = 1, 2, 3, ..., N

Output: Conflict Zone

Step1: Identification of the conflict zone
3: Train C classifiers βj on X2D

train as follow :
for j=1 to T do

Train the classifier βj on X2D
train ▷ Algorithm 1

6: Save the parameters of βj
end for

9: for Each input sample I of the X2D
train do

for Each two classifier βj and βk with j ̸= k do
if ψj(I) ̸= ψk(I) then ▷ ψj is the output class obtained by the classifier βj

12: The I is considered to be part of the conflict zone
end if

end for
15: end for

Step2: Reduction of the conflict zone
18: for Each input sample I of the X2D

train do ▷ Soft V oting in Ensemble Learning
Pf = Averageclassesi=1

∑C
j=1 Pij ▷ Pij is probability of each target variable

Df = argmax Pf

21: end for

ure 6). We can approximately see that the spatial distribution
seems to be the RUL engine degradation, where the RUL’s
engine is linearly decreasing with time until the degradation
engine reaches failure.

Figure 7 (a) shows the conflict zone obtained by the
learning process described by the Algorithm 3. This conflict
area is represented by black points when the classifiers
gave opposite responses for the same input data I. These
are considered samples with uncertain classification in the
boundary between classes. As indicated in Algorithm 3,

several classifiers βj were trained with the 2D-latent space
X2D

train. If two classifiers for each input sample I of the
X2D

train give two opposite responses βj and βk with j ̸= k,
sample I is regarded to be part of the conflict zone (uncertain
samples). This conflict area is reduced by applying a soft
voting classifier that combines the decisions of different
classifiers by averaging the class probabilities (Figure 7 (b)).
The soft voting classifier selects the class with the highest
average probability.
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TABLE VI
COMPARISON OF THE SOFT VOTING CLASSIFIER WITH OTHER POWERFUL ML MODELS, WITH AND WITHOUT SMOTE.

Precision Sensitivity Specificity F1-Score AUC Accuracy G-mean

With SMOTE

LR

Deg 0 0.99 0.98 0.77 0.99 0.98
Deg 1 0.51 0.69 0.98 0.59 0.98
Deg 2 0.37 0.76 1.00 0.50 1.00
Mean 0.63 0.81 0.916 0.69 0.986 0.98 0.86

GD

Deg 0 0.99 0.99 0.75 0.99 0.978
Deg 1 0.54 0.67 0.985 0.60 0.977
Deg 2 0.42 0.82 1.00 0.56 0.999
Mean 0.65 0.83 0.91 0.72 0.985 0.98 0.867

MLP

Deg 0 0.99 0.98 0.76 0.99 0.98
Deg 1 0.51 0.69 0.98 0.59 0.98
Deg 2 0.44 0.82 1.00 0.57 1.00
Mean 0.65 0.83 0.91 0.72 0.987 0.98 0.87

RF

Deg 0 0.99 0.99 0.707 0.99 0.98
Deg 1 0.53 0.63 0.985 0.58 0.97
Deg 2 0.41 0.88 0.998 0.56 1.00
Mean 0.64 0.83 0.896 0.71 0.98 0.98 0.86

KNN

Deg 0 0.99 0.98 0.74 0.99 0.96
Deg 1 0.51 0.67 0.98 0.58 0.956
Deg 2 0.44 0.82 1.00 0.57 0.97
Mean 0.65 0.83 0.91 0.71 0.96 0.98 0.866

Voting Classifier

Deg 0 0.99 0.98 0.77 0.99 0.98
Deg 1 0.55 0.73 0.984 0.62 0.98
Deg 2 0.59 0.76 1.00 0.67 1.00
Mean 0.71 0.83 0.917 0.76 0.99 0.98 0.87

Without SMOTE

LR

Deg 0 0.99 1.00 0.57 0.99 0.9836
Deg 1 0.71 0.53 0.99 0.61 0.981
Deg 2 0.64 0.41 1.00 0.50 0.998
Mean 0.78 0.65 0.85 0.70 0.987 0.98 0.74

GB

Deg 0 0.99 1.00 0.52 0.99 0.9776
Deg 1 0.70 0.50 1.00 0.58 0.975
Deg 2 1.00 0.24 1.00 0.38 0.999
Mean 0.90 0.58 0.839 0.65 0.98 0.98 0.695

MLP

Deg 0 0.99 0.99 0.57 0.99 0.983
Deg 1 0.69 0.54 0.99 0.61 0.981
Deg 2 0.80 0.47 1.00 0.59 0.999
Mean 0.83 0.67 0.85 0.73 0.987 0.98 0.755

RF

Deg 0 0.99 0.99 0.54 0.99 0.959
Deg 1 0.62 0.51 0.99 0.56 0.9558
Deg 2 0.75 0.35 1.00 0.48 0.997
Mean 0.79 0.62 0.84 0.68 0.971 0.98 0.72

KNN

Deg 0 0.99 0.99 0.542 0.99 0.949
Deg 1 0.65 0.51 0.992 0.57 0.945
Deg 2 0.83 0.29 0.999 0.43 0.998
Mean 0.82 0.60 0.84 0.67 0.964 0.98 0.7124

Voting Classifier

Deg 0 0.99 0.99 0.57 0.99 0.9828
Deg 1 0.70 0.55 0.99 0.61 0.981
Deg 2 1.00 0.41 1.0 0.58 0.999
Mean 0.90 0.65 0.85 0.73 0.987 0.98 0.745

3) Performance analysis: :

In this section, a comparison of the soft voting classifier
with other powerful existing models has been conducted using
different evaluation metrics. Table VI depicts the performance
of the different ML classifiers on FD001 subset, with and
without oversampling method. It can concluded from Table VI,
all classifiers with and without oversampling method show
a high accuracy, that is 98%. Therefore, the performance of
classifiers has to be investigated on other measures, such as
Precision, Sensitivity, Specificity, F1-Score and G-mean. The
results in Table VI indicate a trade-off between precision

and sensitivity (Recall). Our model cannot have both high
Sensitivity and high precision simultaneously, either in adding
synthetic samples or not (although we do aim for high preci-
sion and high recall value). When applying the oversampling
SMOTE method (adding synthetic samples in both Deg 1
and 2), the performance of classifiers is slightly improved
with 18%, 6.7%, 3%, and 12.5% for sensitivity, specificity,
F1-Score, and G-mean, respectively, except for the Precision
(SMOTE has a negative effect in both degradation class 1
and 2 Precision rate). There is a cost associated with getting
lower sensitivity or precision. Ideally, in this case, we aim to
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completely avoid any machine failure situations, reduce the
probability of occurrence of unscheduled downtime (due to
the high cost), and eliminate the causes of serious accidents
(safety). Therefore, we choose to maximize sensitivity rather
than precision, where the classifier can catch many faults
(predicting failure) but end up with many false alarms. In
other words, we are able to be endured if a non-failure is
flagged as a failure, but a failure should not be labelled as a
non-failure. Additionally, we compared the obtained results
using F1-score that conveys both precision and sensitivity
into one coherent metric, where it can be concluded that our
proposed method with SMOTE showed up a higher F1-score
rate compared to without SMOTE. We can clearly observe
from Table VI that the method of combining classifiers (soft
voting classifier) has achieved maximum precision and F1-
Score value of 71% and 76%, respectively, compared to other
prevailing ML algorithms.

As depicted in Figure 8, the true positive classification
obtained without oversampling SMOTE gave us the lowest
accuracy, which means that the soft voting classifier fails to
predict the least critical degradation classes (Deg 1 and 2).

Fig. 8. The confusion matrices were obtained on the test set FD001 for the
soft voting classifier, with and without SMOTE.

Figure 9 represents the ROC curve of our proposed approach
ACVAE with soft voting classifier over sliding windows WL=6
and α1 = 10, α2 = 30. This curve plots the true-positive rate
(sensitivity) against the false-positive rate (specificity), which
assesses the AUC of the degradation classes.

We also compared the obtained results from the proposed
approach with two published works that have used the same
subset for the same objective (See Table VII). In [51] and [19],
authors have used confusion matrix as the only performance
evaluation. Table VII represents the proportion of the true
positive classification obtained on the test sets FD001, as well
as the mean sensitivity metric. Note that Deg 0 refers to
low degradation, Deg 1 indicates medium degradation, and
Deg 2 points out to high degradation. The latter triggers
various maintenance interventions. As it can be seen from
the results, our proposed method delivers better results with
different alpha values than the existing methods, as it showed
up a higher sensitivity rate (as shown in Table VII). In [19],
the authors used the LSTM approach for temporal features
extraction and predicted the probability that the equipment

Fig. 9. ROC cure of our proposed approach over sliding windows WL=6
and α1 = 10, α2 = 30.

will fail within a prespecified time window. It can be seen
that the sensitivity of Deg 1 (true positive classification of
Deg 1) is improved by increasing the gap between the two
thresholds (α1, α2). Contrarily, the sensitivity of Deg 0 is
decreasing. We mention that this approach fails to predict Deg
1 when the thresholds α1 and α2 are too near. As shown in
Table IX (given in the appendix), when the machine belongs
to the state Deg 0, the mean confusion probability that the
machine belongs to Deg 2 is not negligible. The worst case is
3.06% where α2 = 20. From a maintenance viewpoint, all the
false positive predictions belong to high critical degradation
(such as the Deg 1 belongs to Deg 2). This estimation leads to
early maintenance and significant lost costs. Contrary to their
approach, all the false positive predictions of our approach
belong to the less critical degradation class (this may be
in some situations have a positive effect in others negative
effect also). Considering a more compacted time interval leads
to more precise maintenance decisions. Thus, assuming that
the expert or the maintenance managers are interested in the
machine’s probability of deteriorating in three different time
ranges where α1 and α2 are too near (it is also assumed by
[19] for the decision making). To be more precise, we assume
that the expert is interested in α2 ≤ 30. We should point out
that the predicted degradation class 1 is almost nonexistent for
α2 ≤ 30 in [19], therefore, in order to prevent this lot of false
alarms (early maintenance), our proposed approach maximizes
the probability of predicted degradation class 1. It can also
be argued that with α2 = 30 both critical degradation classes
(Deg 1 and Deg 2) were correctly predicted using our approach
compared to both related works. The proportion of the true
positive classification for the degradation classes 0, 1 and 2 are
respectively 98%, 73% and 76%. Furthermore, the proposed
method allows a significantly reducing of the maintenance cost
rates, where the continuity in the latent space leads to the
machine belonging to the state Deg 0 (low degradation) does
not belong to Deg 2 (high degradation). On other hand, in
our approach, it can be seen that the sensitivity of Deg 2 is
improved as well as the sensitivity of Deg 1 decreases with
increasing α2. Contrarily, in [51] the sensitivity of Deg 1 is
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TABLE VII
COMPARISON WITH PREVIOUS WORK.

Probability confusion matrix
α1 = 10, α2 = 20 α1 = 10, α2 = 30 α1 = 10, α2 = 70 α1 = 10, α2 = 90

[19]

Deg 0 94.25 88.74 66.67 46.19
Deg 1 0.39 14.45 67.46 77.33
Deg 2 99.98 99.98 99.97 99.99

Mean Sensitivity 64.87 67.72 78.03 74.5

[51]

Deg 0 100 99 98 91
Deg 1 7 46 46 60
Deg 2 94 75 75 69

Mean Sensitivity 67 73.33 73 73.33

Our approach

Deg 0 97 98 95 91
Deg 1 85 73 60 52
Deg 2 47 76 82 94

Mean Sensitivity 76.33 83 79 79

improved as well as the sensitivity of Deg 2 decreases with
increasing α2.

V. CONCLUSION

In this paper, a new RUL prediction approach based on AC-
VAE jointly with a soft voting classifier has been presented as
conducive to the predictive maintenance of aero-engines. Thus,
the efficiency of the proposed method has been highlighted
in the numerical analysis using the C-MAPSS dataset. This
approach starts with an automatic extraction of performance
degradation features from multiple sensors using the ACVAE
method. In this model, the power of the attention layer is to
dynamically increase the weights of the useful features in the
ACVAE encoding phase to make the network pay attention to
these vital features for RUL classes estimation. As articulated
in the results section, it was also demonstrated that the ACVAE
could cluster the dataset more effectively according to RUL
degradation reasoning. In this context, 2D-latent space of
ACVAE behaves better than the existing dimension reduction
methods (PCA, ISOMAP, and T-SNE), which resulted in a
more compacted and better spatial distribution compared with
the covered areas by other methods. The conflict zones, which
are located near the boundaries between classes, are identified
when the classifiers give opposite responses for the same
input data. Therefore, to reduce this conflict zone, the soft
voting classifier is used. It selects the highest probability class
by combining the decisions of different classifiers using the
probability classes average.

In this work, it was clearly observed that the obtained
results show significant improvements of the RUL prediction
compared with previous similar works. However, many future
works could focus on : i) optimizing conflict zones by identify-
ing outliers and omitting them, ii) giving a formal approach to
define the suitable thresholds (α1, α2, . . . , αi), iii) combining
a maintenance strategy with our RUL prediction approach
could be useful in the decision making process, and IV )
improving generation performance of synthetic samples using
our ACVAE method combined with generative adversarial
network (GAN) [92].
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with VAE loss function.
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TABLE IX
COMPARISON WITH PREVIOUS WORK, CONFUSION MATRIX.

Probability confusion matrix
α1 = 10, α2 = 20 α1 = 10, α2 = 30 α1 = 10, α2 = 70 α1 = 10, α2 = 90

Deg 0 Deg 1 Deg 2 Deg 0 Deg 1 Deg 2 Deg 0 Deg 1 Deg 2 Deg 0 Deg 1 Deg 2

[19]

Deg 0 94.25 2.7 3.06 88.74 9.81 1.44 66.67 33.18 0.16 46.19 53.78 0.03
Deg 1 0 0.39 99.61 0.04 14.45 85.51 3.8 67.46 28.74 3.94 77.33 18.73
Deg 2 0 0.02 99.98 0 0.02 99.98 0 0.03 99.97 0 0.01 99.99

[51]

Deg 0 100 0 0 99 1 0 98 1 1 91 9 0
Deg 1 45 7 48 45 46 9 53 46 1 38 60 2
Deg 2 0 6 94 0 25 75 0 25 75 0 31 69

Our approach

Deg 0 97 3 0 98 2 0 95 5 0 91 9 0
Deg 1 7 85 8 24 73 3 37 60 3 47 52 1
Deg 2 0 53 47 0 24 76 0 18 82 0 6 94
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