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Abstract: This article proposes a review on the modeling approaches for floating offshore wind 1

turbines (FOWTs) for nonlinear control design. The aerodynamic, hydrodynamic and mooring line 2

dynamic modules for the FOWT have been reviewed to provide an overview of the several modeling 3

approaches with their respective features. Next, three control-oriented models from the literature 4

are revisited by presenting their methodological approaches to modeling and identification. These 5

three models cover the three most popular types of FOWTs. Then, the performances of these models 6

are validated with the open fatigue, aerodynamics, structures, and turbulence (OpenFAST) code and 7

their performances are evaluated according to several criteria. Finally, one of the three models is 8

used to illustrate a nonlinear second-order sliding mode control based on the twisting algorithm to 9

optimize the performance of the FOWT in terms of energy extraction and reduction of the platform 10

pitch oscillation. 11

Keywords: Floating offshore wind turbine; control-oriented models; model-based control 12

1. Introduction 13

The harvesting of wind energy using onshore wind turbines is a mature control system. 14

Recently, offshore wind turbines have been developed off the coast with several wind farms 15

in operation that offer higher-power outputs than onshore wind farms. Because 80% of 16

wind resources in marine environments are found in deep waters (greater than 60 meters 17

deep) [1], installing wind turbines in these areas would help for the production of renewable 18

energy from wind with multiple advantages. Higher wind intensity could be expected 19

with drastically better quality than in land. Also, the visual and noise pollution would be 20

pushed far from the coast which represents one more advantage of floating offshore wind 21

turbines (FOWTs). However, fixing the wind turbine to the seabed is no longer possible 22

in deep waters due to financial and logistical constraints. Hence the idea of mounting the 23

turbines on floating platforms. There are three popular types of FOWTs: the tensioned 24

leg platform (TLP)-based FOWT, the spar-buoy FOWT and the semi-submerged FOWT 25

(Figure 3). Each of them presents different features depending on the financial, logistical 26

and stability criteria [2]. However, compared with the fixed wind turbines, the complexity 27

of the FOWT is significantly higher in terms of modeling for control design and stability of 28

the floating platform [3]. 29

FOWTs are multi-physics systems mixing aerodynamics, hydrodynamics, mooring 30

line dynamics and electrical machines associated with power converters and controllers. 31

To enable the emergence of FOWTs, several models have been proposed in recent years. 32

A classification can be proposed by separating the models highly faithful to reality and 33

the reduced models. The first ones are models using precise calculation methods but they 34

are often very heavy in resolution time. We can quote for example OpenFOAM, Ansys 35

AQWA, Autodesk, ABAQUS which use computational fluid dynamics (CFD) or finite 36

element method (FEM) to solve the equations. These two methods of resolution allow 37
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the detailed analysis of the phenomena and local loads applied at different points of the 38

whole structure. One of the disadvantages of such solvers is that they are often commercial 39

and are not available in open-source. Also, for validation purposes of control laws or 40

for the first development of the structure design, these programs require a considerable 41

amount of computing time. Thus, other precise software allow for reduced calculation 42

times such as open fatigue, aerodynamics, structures, and turbulence (OpenFAST), SimPack, 43

HAWC2 for the complete modeling of the FOWT and Bladed Orcaflex for aerodynamic 44

and hydrodynamic modeling, respectively. Computation times are reduced by combining 45

highly accurate numerical methods (e.g. CFD) with less intensive computing ones. For 46

preliminary structural designs or the development of innovative control laws, reduced 47

models seem to be a better alternative. They are reduced to the most important dynamics 48

allowing decreasing the computation resolution time. They describe the most important 49

dynamics allowing reducing the computation time and the design of the controls. The 50

first ones are often linear models considering all the structures as rigid. They allow the 51

development of linear control laws around operating points. However, they cannot give 52

transient analysis in case of irregular wave profile. The second are nonlinear models [4– 53

13] often used for the development of advanced nonlinear control laws. As FOWTs are 54

highly nonlinear systems and subject to time-varying parameters, nonlinear time-domain 55

models seem to be a suitable solution. These types of models are called Control-Oriented 56

Models (COMs) in this study. Based on it, multiple controllers have been proposed for the 57

regulation of the rotor speed of the turbine and the attenuation of the pitch angle of the 58

platform. 59

The existing controllers designed for the FOWTs can be divided into two categories: 60

one is the linear controller and the other is the nonlinear controller. For the linear controller, 61

classic proportional integral derivative (PID) controllers were used in floating wind tur- 62

bines for the first time in the form of programmed gains [3,14,15]. It is important to note 63

that the gain sizing task is performed offline and has the disadvantage of having to scale 64

a multitude of gains. In [16], the individual blade pitch angle control of each blade has 65

been generated by two expert PI controllers associated with a classic PI controller for the 66

collective blade pitch angle control. Such strategy allows the intelligent adaptation of the 67

gains by the experience of the FOWT. In [17], a similar controller has been developed based 68

on two coupled PID correctors for collective and individual blade pitch angle controls. 69

The gains are defined online by the optimization of an objective function. However, such 70

an optimization is computationally expensive and would be difficult in practice. Linear 71

quadratic regulator (LQR) controllers have been proposed in [18,19]. The results have 72

shown an improvement both on the rotor speed regulation and on the movement atten- 73

uation of the floating structure. However, linear controllers are not robust to parameter 74

uncertainties, unmodeled dynamics or external perturbations. A nonlinear model pre- 75

dictive control (NMPC) strategy has been designed for the Region 3 of the FOWT [20]. 76

This control strategy uses a nonlinear prediction model to perform online optimization 77

to compute the desired blade pitch angle control signal in each sampling period. The 78

optimization process has not been validated in real time due to the computational burden 79

for such controllers. In [21], a switching linear parameter-varying (SLPV) control strategy 80

based on linearized models of the FOWT has been proposed. In this strategy, the COM of 81

the FOWT is linearized around several operating points to generate different linearized 82

models of the FOWT, and then these models are used to optimize an objective function. 83

One of the most robust nonlinear control is the sliding mode controller (SMC). This 84

nonlinear strategy has been widely used in many areas [22–26] due to its attractive features, 85

including robustness against disturbances and model uncertainties. The SMC can be 86

divided into the first-order SMC and the high-order SMC (HOSMC). For the first-order 87

SMC, the idea is to produce discontinuous control signal to ensure that the state trajectory 88

converge in finite time. Once this reaching phase is completed, these controllers ensure 89

the robustness by keeping the state on the sliding manifold in presence of perturbations 90

and uncertainties. However, discontinuous signal could affect the real system by the 91
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so-called chattering. Thus n-HOSMC are applied to produce discontinuous signal in the 92

n-derivative of the states such that control signal is continuous as in [22,27]. Recently, 93

[28,29] has resumed the investigations of HOSMCs for FOWTs with the use of an adaptive 94

model-free twisting algorithm. These papers have shown that these HOSMCs drastically 95

reduce the tuning process time with fewer parameters than linear controllers. However, 96

these SMCs are developed based on the linearized models from OpenFAST that does not 97

integrate all the nonlinear dynamics of the FOWT. 98

The main contributions of this article can be summarized as follows: 99

• A review of the general modeling approaches for the floating offshore wind turbine 100

system. 101

• The focus is on the nonlinear COMs of FOWTs. Three of the best known COMs have 102

been selected and briefly reviewed to provide two comparative analyses based on the 103

mathematical formulations of models and the simulation results . 104

• To emphasize the benefits of the nonlinear COMs for the development of nonlinear 105

control laws, the model-based twisting algorithm is designed based on a selected 106

nonlinear COM for the regulation of the rotor speed to its nominal value and for the 107

attenuation of the oscillations of the platform pitch angle. 108

The rest of the article is organized as follows. In Section 2, a review on the different 109

modeling approaches for the FOWT are presented. In Section 3, three existing COMs are 110

reviewed and compared. Section 4 shows an application example where a model-based 111

twisting sliding mode controller is designed for the regulation of the rotor speed at its 112

reference value and for the attenuation of the platform pitch oscillations. Finally, the 113

conclusion and the perspectives are given in Section 5. 114

2. Modeling Approach of FOWT 115

In this section, the different methodologies to model the FOWT are covered. Generally, 116

complete wind turbine models consist of three main simulation blocks: (1) the mechanical 117

structure made up of the float-tower-nacelle assembly; (2) the rotating wind turbine and (3) 118

the generator model. The first block outputs the translational and rotational displacement 119

states of the FOWT. This is done by using equations of motion based on the fundamental 120

mechanics formalisms presented in the subsection 2.1. The wind turbine model links the 121

rotating blade shaft to the generator shaft with the drivetrain shaft equations presented in 122

subsection 2.5. The generator model is not retained here because the models are known and 123

mature in the literature [30]. As depicted in Figure 1, the mechanical structure model links 124

the state displacements to the external applied forces from aerodynamic, hydrodynamic 125

and catenary line modules. This section reviews the motion equations with its derivations 126

based on Newton-Euler and Lagrange formalism. Then, the aerodynamic, hydrodynamic, 127

mooring line and drivetrain models for FOWTs are reviewed followed by the wind and 128

wave profile types. This section gives a general overview of the different modeling blocks 129

and concepts of the FOWT models. 130

2.1. Equations of motion 131

In mechanics, the equations of motion (EOM) give the translational and rotational 132

displacements of a mechanical system depending on its environment (forces, energies, 133

constraints ...). For the formulation of the EOM, the Newton-Euler formalism was initially 134

proposed to express the body accelerations from the applied and constraint forces and 135

moments. Several years further, the Newton-Euler formalism has been followed by the La- 136

grange formalism that gives the velocity displacements of a mechanical system in function 137

of the potential and kinetic energies. Finally, Hamilton’s formalism continued Lagrange’s 138

work with the concept of "least action" which minimizes the integral action defined as the 139

integral of the Lagrange operator between two points. The Newton-Euler formulation is 140

generally used in Cartesian coordinates to express the EOM intuitively when all the forces 141

(applied and constraints) are known. However, when the constraint forces are unknown, 142

the Lagrange and Hamilton principles are more suitable than the Newton-Euler formalism. 143
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Figure 1. Module scheme of the mechanical structure model

In fact, the two latter formulations use the D’Alembert principle, also known as the virtual 144

work, to neglect the constraint forces in the development of the EOM. Moreover, they 145

can be easily expressed in generalized independent coordinates which is more complex in 146

Newton-Euler formulation [31]. The Newton-Euler and Lagrange formalism are introduced 147

in this subsection since they are the most employ in case of reduced-order models [5,10]. 148

2.1.1. Newton-Euler formulation 149

As its name indicates, the Newton-Euler EOM uses the Newton equation to express
the displacements of translation and the Euler equation for those of rotation. According to
[32], for the one-body mechanical system, the Newton-Euler EOM can be expressed as{

Fa + Fr = ma
La + Lr = Iα + ωIω

(1)

where m and I are the mass and inertia, a is the acceleration of the mechanical system while 150

ω is its angular velocity, Fa and La are the applied forces and loads and Fr and Lr are the 151

constraint forces and loads. 152

For mechanical systems that are easily represented in Cartesian coordinates and whose 153

applied and constraint forces are known, the Newton-Euler EOM give an intuitive and 154

clear understanding of the body displacements. However, when the system becomes 155

more complex with multiple bodies, interactions between each other, several external 156

forces and non-intuitive coordinate variables, the Newton-Euler EOM become difficult to 157

derive. However, in [32], a method is proposed for the Newton-Euler formalism to consider 158

generalized coordinates and to neglect the constraints forces by employing the virtual work 159

principle of D’Alembert. This latter method has been applied to the reduced FOWT model 160

in [8]. 161

Writing (1) for multi-body mechanical system, one can write,{
Fa

i + Fr
i = mi ai

La
i + Lr

i = Ii αi + S̃(ωi)Iiωi
(2)

where i denotes one body of the system and S̃ is the cross-product operator defined as 162

S̃ = ṠST where S is the rotation tensor. 163
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Defining the angular and translation accelerations as function of a defined generalized
coordinate vector q:

ai(q, q̇) = v̇i(q, q̇) =
∂vi(q, q̇)

∂q̇
q̈ +

∂vi(q, q̇)
∂q

q̇ = Jt,i(q, q̇)q̈ + v̄i

αi(q, q̇) = ω̇i(q, q̇) =
∂ωi(q, q̇)

∂q̇
q̈ +

∂ωi(q, q̇)
∂q

q̇ = Jr,i(q, q̇)q̈ + ᾱi(q, q̇)
(3)

where v is the velocity vector, v̄ is the local velocity,Jt is the translational Jacobian that 164

transforms the translational kinematics of body i, originally described in the inertial coordi- 165

nate system, into the space of minimal coordinates. The same approach for the rotational 166

kinematics with the rotational Jacobian Jr. 167

Replacing (3) into (2), the Newton-Euler EOM can be rewritten as,
mi Jt,i

...
Ii Jr,i
...

q̈ +


mi J̇t,i q̇

...
Ii J̇r,i q̇ + S̃(ωi)Iiωi

...

 =


Fa

i
...
La

i
...

+


Fr

i
...
Lr

i
...

 (4)

Using D’Alembert’s principle, the constraint forces and moments can be suppressed
to obtain the following system for the Newton-Euler EOM,

M(q)q̈ + k(q, q̇) = p(q, q̇) (5)

where M is the total mass matrix, k is the Coriolis, gyroscopic and centrifugal forces and p 168

is the applied forces and torques. 169

2.1.2. Lagrangian formulation 170

The Lagrangian formulation differs from the Newton-Euler one with the expressions
of the potential energy V and the kinetic energy T. From these two energies, the Lagrangian
operator L is defined as,

L(qi, q̇i) =
N

∑
i=1

(T(q̇i)− V(qi)) (6)

Then the first-kind Lagrange EOM are obtained after solving the following equation
for each generalized coordinate q,

d
dt

(
∂L
∂q̇i

)
− ∂L

∂qi
= Qi (7)

where Q is the generalized forces/torque vector. 171

If Q is exclusively composed of conservative forces that cannot be expressed as a gra-
dient of a potential energy, the D’Alembert principle can be applied to express a particular
and less general case of the first-kind Lagrange EOM, named as the second-kind Lagrange
EOM,

d
dt

(
∂L
∂q̇i

)
− ∂L

∂qi
= 0 (8)

The Lagrange EOM has many advantages on the Newton-Euler equations such its 172

simplicity of the equations, the ability to add system variables as generalized coordinate, 173

the capacity of ignoring constraint forces with appropriate generalized coordinates. In 174

[31], the comparative conclusion on both mechanical approaches is given: "In contrast 175

to Newtonian mechanics, which is based on knowing all the vector forces acting on a system, 176

Lagrangian mechanics can derive the equations of motion using generalized coordinates without 177

requiring knowledge of the constraint forces acting on the system. Lagrangian mechanics provide a 178

remarkably powerful, and incredibly consistent, approach to solving for the equations of motion in 179
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classical mechanics which is especially powerful for handling systems that are subject to holonomic 180

constraints." 181

2.2. Aerodynamic Models 182

The possibility of aerodynamic models is numerous. The choice mainly depends on 183

the required accuracy and the computational time constraint. Different theories have been 184

proposed in the literature for classical wind turbines which are briefly reviewed below. 185

CFD methods 186

CFD methods are often based on Navier-Stocks or Euler equations to provide one of the 187

most powerful and realistic tools for the wind turbine flow field modeling. It has the ability 188

to numerically solve the complex aerodynamic flow at the cost of expensive computation 189

time. For detailed analysis and advanced designs, the CFD is the most suitable choice for its 190

fidelity to the reality. However, for control development or preliminary platform designs, 191

the CFD method is prohibited since the details are not relevant for such applications and 192

the expensive computation time slow down the design process. 193

Blade Element Momentum (BEM) theory 194

Originally developed by Rankine and Froude, the BEM theory is the most common 195

theory for wind turbine aerodynamic models. It is based on the momentum theory whose 196

particularity is to consider the rotating blade as an actuator disc combined with the Blade 197

Element (BE) theory to divide the total blade into several small parts. It was developed 198

to compute the aerodynamic loads on the classical onshore wind turbines through the 199

computation of the drag and lift forces in several sections of the blades. Depending on the 200

number of sections considered, the calculation time can increase considerably, making it 201

unsuitable for controller design. BEM theory has been used in the AeroDyn module [33] of 202

OpenFAST and Bladed aerodynamic code too. 203

Simplification of BEM theory 204

The idea is to perform the BEM theory method offline for different operating points
depending on the tip-speed ratio λ and the blade pitch angle β of the wind turbine. Lookup
tables could be extracted to generate the aerodynamic power coefficient Cp(λ, β) and the
aerodynamic thrust coefficient Ct(λ, β). Then, the axial aerodynamic force FA and torque
MA can be expressed as,

FA =
1
2

ρArCt(λ, β)v2
rel (9)

MA =
1
2

ρAr
Cp(λ, β)

ωr
v3

rel (10)

where ρ is the air density, Ar is the disc rotor area creating by the rotating blades, ωr is 205

the rotor speed and vrel is the relative wind speed. The relativity of the wind speed in 206

case of the FOWT is explained further. This aerodynamic model has been widely used in 207

case of reduced-FOWT models since it presents a good compromise between accuracy and 208

computational time cost. 209

Free Vortex Wake (FVW) theory 210

The FVW theory is part of the Vortex Wake theory with the rigid wake and prescribed 211

wake model. It has the advantage to directly determine the vortical induction at each blade 212

element while the BEM theory compute the average induction. Moreover, it presents a better 213

efficiency than the CFD method with higher resolution time than the BEM theory. This is 214

the main reason why the BEM theory is more widely adopted in the literature. Another 215

reason is that the FVW are commonly used for the analysis of the wake propagation 216

phenomena when the wind crosses the rotating blade. At one wind turbine point of view, 217

these phenomena could be neglected while for wind farm it is of great interest since each 218
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wind turbine modifies the wind flow to the others. AeroDyn code proposes the FVW 219

method for the computation of the aerodynamic loads. The Wake Induced Dynamics 220

Simulator (WInDS) has been developed at the University of Massachusetts and used the 221

FVW method [34] as well. 222

Other theories exist in the literature taking the advantages of some of the above 223

theories but having the disadvantages of others [35]. 224

The impact of the floating structure on the aerodynamic model 225

In the case of floating wind turbines, the wind speed perceived by the blades is not the
exact wind speed. In fact, the six degrees of freedom (DOFs) created by the floating moving
platform induce movements at the blade location. For example, if the FOWT is pitching
forward against the wind speed vector, a relative wind speed higher than the actual wind
speed is caught by the blade. Therefore, it is necessary to take into account all the six DOFs
for high-fidelity models while for reduced-order model, the surge displacement and the
pitch angle are those which impact the most of the FOWT movements [36]. Also, for a fixed
reference frame, the relative wind speed captured by the blades can be written as

vrel = vwind + vsurge + vpitch = vwind + vsurge + dα̇cos(α) (11)

2.3. Hydrodynamic Models 226

The hydrodynamic model allows the modeling of linear and nonlinear effects of the 227

interactions between a body and the fluid in which it is immersed. It is a domain where 228

several effects depend on the type of floating structure but also on the characteristics of the 229

waves such as its period and amplitude. In most of the hydrodynamic models, mooring line 230

dynamics is not considered but it is another model block. Instead, the hydrodynamic model 231

considers the hydrostatic force combined with several wave forces. Thus, the literature 232

proposes two types of possible representation of the wave forces while the hydrostatic is 233

generally the same for all models. Each representation can be associated with either of the 234

two models below: 235

1. The linear potential flow theory in the time domain with the Cummins equations that 236

splits the mathematical problems in three with radiation, hydrostatic and diffraction 237

problems 238

2. The viscous effect theory with the quadratic Morison equations for the drag and 239

inertia forces combined 240

The following paragraphs describe the two theories. 241

Linear Potential Flow in Time-Domain for the Hydrodynamic Model 242

The time-domain motion equations of the hydrodynamic model in case of the linear
potential flow is represented by the Cummins equation in (12) itself based on the Newton’s
motion equation:

Fext = Mẍ = (M + A∞)ẍ(t) +
∫ t

0
KR(t − τ)ẋ(τ)dτ︸ ︷︷ ︸

Frad

+ Cx(t)︸ ︷︷ ︸
Fhyd−sta

(12)

where: 243

• M is the total mass and inertia matrix of the entire system on a predefined frame. This 244

matrix does not include the added masses in this representation. 245

• A∞ is the infinite added mass that gives the floater’s instantaneous response to an 246

acceleration. Its value can be computed in a preprocessing step with a BEM software. 247

As an example, the WAMIT commercial code BEM WAMIT could provide the mass 248

added at different periods for all DOFs considered. 249

• x is the body states containing the surge, sway, heave, roll, pitch and yaw degrees of 250

freedom. 251
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• K is the retardation function and fluid memory also known as the impulse response
function with τ a dummy time variable. K(t) is computed from the frequency domain
equation such as

K(t) =
2
π

∫ ∞

0
B(ω)cos(ωt)dω (13)

where B is the radiation-damping matrix and ω the angular frequency of the incident 252

wave. 253

• C is the restoring hydrostatic constant matrix. It values can be computed based on (14)
or with BEM software commercial software like WAMIT, Ansys AQWA or with the
open-source BEM software NEMOH [37].

C =



0 0 0 0 0 0

0 0 0 0 0 0

0 0 ρgA0 0 −ρg
∫∫

A xdA 0

0 0 0 ρg
∫∫

A0
y2dA + ρgV0zCOB 0 0

0 0 −ρg
∫∫

A0
xdA 0 ρg

∫∫
A0

x2dA + ρgV0zCOB 0

0 0 0 0 0 0


(14)

• Fext is the external hydrodynamic forces without consideration of the mooring line 254

forces. Depending on the accuracy of the model, the external forces can differ from 255

one to another model. Commonly, Froude-Krylov force for the diffraction phenomena 256

and the buoyancy force are part of the external forces. Note that the radiation force 257

and the hydrostatic force are already considered in the Cummins equation (12) with 258

the convolution integral representing the radiation damping of the wave and the 259

hydrostatic restoration matrix. 260

To conclude, the Cummins equation can be used as a hydrodynamic model that takes 261

into account different hydrodynamic effects except the viscous one. One drawback of the 262

linear potential flow theory is that it requires external BEM software for the computation of 263

the added masses, the radiation and the hydrostatic restoring matrices. 264

Viscous hydrodynamic theory 265

This second theory is usually employed in the FOWT to consider the drag and inertia
phenomena of the submerged body. The classical equation to describe this theory is the
nonlinear Morison equation. It gives the axial force FH,i on each discretized section i of the
floating cylinder in function of the inertia force Finertia and the drag force Fdrag such as

FH,i = Finertia,i + Fdrag,i = (1 + Ca)ρwπ
D2

i
4

aw +
1
2

ρwCdDivw|vw| (15)

where 266

• Ca and Cd are the added mass and drag coefficients that can be obtained from the 267

literature depending on the cylinder characteristics [38] 268

• Di is the diameter of the considered cylinder section i 269

• vw and aw are, respectively, the unperturbed water velocity and acceleration. 270

The overall force is obtained by integrating over the total length of the cylinder. The 271

Morison equation takes into account the drag load on the floating substructure. However, 272

it neglects the impact of the floating body on the incident wave. 273

Each of these two theories are subject to validity conditions that are defined based on 274

the product of the wavenumber k of the incident waves to the floating platform radius a, 275

known as the diffraction parameter, and on the period number, also called the Keulegan- 276

Carpenter (KC) number. The first parameter gives an indication of the impact of diffraction 277

phenomena while the KC parameter describes the importance of the drag phenomena 278
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over the inertia one. For high floater diameter, the wave diffraction phenomena must be 279

considered. For small KC, the inertia effect is more relevant than the drag one. 280

For floating offshore wind turbines, it seems that the appropriate mid-fidelity model 281

is at the middle of both theories. The drag load as well as the radiation, diffraction should 282

be taken into account for realistic models. Thus, a suitable floating offshore wind turbine’s 283

hydrodynamic model should mix the linear potential theory with the viscous theory. 284

Thus, such model will consider the added masses, the radiation, the diffraction and the 285

hydrostatic restoring effects on the left-hand side of the time-domain Cummins equation. 286

On the right-hand side with the external force Fext, the Morison equations could account 287

for the drag and inertia forces combined to the buoyancy and weight forces for the static 288

equilibrium in still-water. 289

2.4. Mooring Line Models 290

The mooring lines are a set of lines that connects the floating platform to the seabed. 291

They are used in the FOWT to keep the floater in a specific area in the presence of wind, 292

wave and also wave current in the case of float that is deeply submerged in water like 293

spar-buoy float. For the TLP, the mooring lines act for the stability of the platform by 294

reducing all the 6 DOF. Depending on the complexity, three models are commonly used in 295

the literature: static, quasi-static and dynamic models. 296

Static model 297

The static model is a linear model that neglects the mooring inertia and damping.
Only the pretensioned force FL,0 and the restoring 6-by-6 matrix CL represents the total
load forces. For three mooring lines, the total static force can be written as

F1,2,3
L = F1,2,3

L,0 − CLq (16)

where q is the 6 DOFs of the floating platform. The values of the restoring matrix CL are 298

obtained from linearization of external quasi-static or dynamic models presented further. 299

The quasi-static model 300

When chosen, the quasi-static model usually refers to the MAP++ code from National 301

Renewable Energy Laboratory (NREL) of America [39]. This code assumes that the platform 302

is subject to small displacements in the 6 DOFs; thus, it neglects the dynamic effects, the 303

added mass, the damping and the inertia produced by the mooring system. The quasi- 304

static model computes the cable tension force Te of the lines at each simulation iteration in 305

function of the fairlead displacements of the floating platform. Between each time step, no 306

platform motion is considered, i.e. the platform is static. MAP++ expressed the horizontal 307

and vertical positions of the fairlead xF and zF, respectively, in function of the horizontal 308

and vertical components of the effective mooring line tensions at the fairlead location, HF 309

and Vf respectively. Two sets of equations are possible depending on if a part of the line 310

rests on the seabed or not. Figure 2 illustrates the different variables when no line rests on 311

the seabed. 312

If the total length of the line is floating, the following expressions for xF and zF can be
expressed:

xF(HF, VF) = HF
ω

(
ln

[
VF
HF

+

√
1 +

(
VF
HF

)2
]
− ln

[
VF−ωL

HF
+

√
1 +

(
VF−ωL

HF

)2
])

+ HF L
EA

zF(HF, VF) = HF
ω

[√
1 +

(
VF
HF

)2
−
√

1 +
(

VF−ωL
HF

)2
]
+ 1

EA

(
VFL − ωL2

2

)
(17)
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Fairlead

Anchor

VF

HF

VA

HA

xF

zF

z(s)

x(s)

Te(s)

Figure 2. One mooring line representation in 2D for quasi-static modeling

If a part of the line does not float, these expressions are used:

xF(HF, VF) = LB + HF
ω ln

[
VF
HF

+

√
1 +

(
VF
HF

)2
]
+ HF L

EA

+CBω
2EA

[
−L2

B +
(

LB − HF
CBω

)
MAX

(
LB − HF

CBω , 0
)]

zF(HF, VF) = HF
ω

[√
1 +

(
VF
HF

)2
−
√

1 +
(

VF−ωL
HF

)2
]
+ 1

EA

(
VFL − ωL2

2

) (18)

where LB = L − (VF/ω) is the total unstretched portion of one mooring line that rests on 313

the seabed with L the total unstretched length, ω the apparent weight in fluid per unit 314

length, EA is the extensional stiffness and CB is the seabed static-friction drag coefficient. 315

The two previous equations are solved with the Newton-Raphson iteration tool for 316

the unknown fairlead effective positions and tensions, respectively xF, zF, HF and VF. 317

For the horizontal and vertical components of the effective tension at the anchor
location HA and VA, respectively, their expressions are the following one when a portion of
the line rests on the seabed: {

HA = HF

VA = VF − ωL
(19)

When the line is totally floating, these expressions are used{
HA = MAX(HF − CBωLB, 0)
VA = 0

(20)

Once the effective tension components of the fairlead and the anchor are obtained, the
effective tension can be expressed as follows when no part of the line is in contact with the
seabed:

Te(s) =
√

H2
F + (VA + ωs)2 (21)

When a portion is in contact to the seabed:

Te(s) =

MAX(HF + CBω(s − LB), 0), for 0 ≤ s ≥ LB√
H2

F + (ω(s − LB))
2, for LB ≤ s ≥ L

(22)
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Dynamic model 318

Dynamic models consider the nonlinear effects of the mooring lines such as the inertia, 319

added mass and damping. MoorDyn [40] is a dynamic mooring model developed by 320

Matthew Hall. It considers many effects like the internal axial stiffness and damping 321

forces, the couple weight and buoyancy forces, the inertia and drag forces and the vertical 322

spring-damper forces [40]. The MoorDyn code allows modeling the line with different 323

sections of different materials, to add clump mass at any location of the line and to interface 324

the dynamic model to MATLAB/Simulink or other simulation software. For the sake of 325

brevity, the equations are not mentioned in this paper. 326

The quasi-static model presents a suitable compromise between accuracy and nu- 327

merical resolution time. It is also the most famous mooring line model for FOWT model 328

codes such as in [5,9]. In order to reduce the computational time, the quasi-static model 329

can be run offline for different displacements xF and zF around the static equilibrium in 330

still-water and to upload the obtained tension components HF and VF in look-up tables 331

or to approximate them with curve fitting methods. It is important to mention that for 332

TLP-based platform with constantly tensioned mooring lines, the model can be expressed 333

with spring equations as in [4]. 334

2.5. Drivetrain Models 335

The drivetrain shaft is usually composed of two parts separated by a gearbox: the
low-speed shaft at the rotating blade side and the high-speed shaft at the generator side.
To model the shaft that connects the rotating blade to the generator, several models can
be chosen depending on the modeling objectives. In fact, for control design and first step
modeling, neglecting the friction torque, the one-mass drivatrain model expressed as (23),
where two shafts are rigid, can be used.

ω̇r =
1
Jr

(
PA
ωr

− Tg

)
(23)

where ωr is the low-speed shaft speed, named as rotor angular speed, Jr is the rotor inertia, 336

PA is the aerodynamic power and Tg is the generator torque. 337

To consider the shaft torsion, the two-mass drivetrain model where one shaft is flexible
can be used. According to [41], the two-mass drivetrain model with the flexible low-speed
shaft can be expressed as (24). However, the use of such a model will inevitably increase
the complexity of the control design.

ω̇r =
1
Jr

(
PA
ωr

− kr(∆θr)− br(θ̇r)

)
ω̇g =

1
Jg

(
−Tg +

kr

NGR
(∆θr) +

br

NGR
(θ̇r)

) (24)

where kr is the stiffness constant, br is the damping constant, thetar is the low-speed shaft 338

angle, ωg is the generator angular speed, Jg is the generator inertia and NGR is the gearbox 339

ratio between the two shafts. 340

2.6. Wind profile 341

Realistic wind profiles are composed of two parts: an undisturbed wind signal and a 342

turbulent wind signal. They can be created in a preprocessing step using external codes 343

such as TurbSim [42] from NREL. 344

Several undisturbed wind profiles can be generated on TurbSim such as 345
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• The logarithmic wind profile (25) which calculates the average wind speed at a desired
height z relative to the water level based on a known wind speed at a reference height
zre f where zre f ̸= z:

ū(z) = ū(zre f )
ln
(

z
z0

)
− ϕm

ln
( zre f

z0

)
− ϕm

(25)

where ū is the mean wind speed, z0 is the input surface roughness and ϕm a function 346

that depends on the gradient Richardson stability parameter. 347

• The power-law wind profile in (26) that computes the average wind speed at a prede-
fined height depending on the exponent of the power law.

ū(z) = ū(zre f )

(
z

zre f

)αPL

(26)

where αPL is the input power-law exponent parameter. 348

• The IEC wind profile that uses the power-law wind profile on the rotor-disk and the 349

logarithmic profile outside. 350

• Low-level jet wind profile that generates wind profiles in different directions while the
previous one generates wind profiles in one direction. It is based on the Chebyshew
polynomials as follows:

ū(z) =
10

∑
n=0

cnTn(z) (27)

where Tn is the nth order of the Chebyshew polynomial and cn is the Chebyshew 351

coefficient. 352

The turbulence models of the wind profile are based on spectral representations 353

because of the chaotic turbulence phenomena. In the TurbSim code, multiple spectral 354

models are available (IEC Kaimal, IEC Von Karman, Riso Smooth-Terrain ...). For the sake 355

of brevity, the two most famous spectral are presented: the Kaimal and Von Karmal spectra. 356

Kaimal spectrum 357

The Kaimal spectrum is defined as follows

SK( f ) =
4σ2

K LK/ūhub

(1 + 6 f LK ūhub)
5/3 (28)

where f denotes the frequency, σK is the wind standard deviation, LK is an integral scale 358

parameter defined in(29) and ūhub is the mean wind speed at hub height. 359

LK =


8.10ϕU , K = U
2.70ϕU , K = V
0.66ϕU , K = W

(29)

where ϕU is the turbulence scale parameter. 360

Von Karman spectrum 361

The Von Karman spectrum is defined as follows, 362

SK( f ) =


4σ2

K L/ūhub

(1+71( f L/ūhub)
2)

5/6 , for K = U

2σ2
K L/ūhub

(1+71( f L/ūhub)
2)

11/6

(
1 + 189( f L/ūhub)

2
)

, for K = V, W
(30)

where the integral scale parameter L is defined as L = 3.5ϕU . 363



Version February 10, 2023 submitted to Journal Not Specified 13 of 28

2.7. Wave profile 364

In order to have realistic simulations, it is essential to have wave profiles close to what 365

can be encountered in reality. Thus, three cases of wave modeling are possible: 366

1. Regular waves: the free surface wave elevation, commonly written as η, is defined by
the linear airy wave theory as

η(x, t) = a · cos(kx − ωt) (31)

where a is the wave amplitude in meters, k is the angular wavenumber in radians per 367

meter, x is the horizontal position in meter, t is the time in second and ω is the angular 368

frequency. This expression is very limited since the waves are never sinusoidal. The 369

amplitude above the still water level called the crest is always higher than the absolute 370

amplitude under the still water level called trough. In fact, the free wave elevation is 371

mainly due to the wind that acts directly on the crest rather than the trough. 372

2. Stokes waves: elaborated by Georges Stokes for the model of free elevation wave in 373

deep water, it models the free elevation η as a nonlinear and periodical surface waves. 374

It is based on the second-order and third-order theories while the first-order version 375

of the Stokes wave theory is actually the airy wave theory [43]. 376

3. Irregular waves: this model is the most realistic one. In fact, the natural free wave
elevation is a random and confused phenomenon with multiple wavenumbers, fre-
quencies and amplitudes at one location x. Hence, the irregular free elevation can be
written as a superposition of multiple regular waves such as

η(x, t) =
N

∑
i=1

aicos(kix − ωit + ϵi) (32)

where N is the number of superposed monochromatic regular waves and ϵ is a
random angle. To obtained realistic and logical combination of the N amplitudes ai, a
wave spectrum model is used and the amplitudes are defined as:

ai =
√

2S(ωi)∆ω (33)

As for the wind, different spectra exist whose most famous are the Pierson-Moskowitz
(PM) and the Joint North Sea Wave Project (JONSWAP) spectrum. The first spectrum
is defined as follows

SPM(ω) =
5
16

H2
s ω4

pω−5exp

(
−5

4

(
ω

ωp

)−4
)

(34)

where ωp is the peak angular frequency and Hs is the significant wave height. 377

The JONSWAP is near to the PM spectrum but its validity is better in a fetch limited
context:

SJ(ω) = AγSPM(ω)γA (35)

where Aγ is a normalizing factor function of γ which is the peak shape parameter
and A is a dummy variable whose expression is given as

A = exp

−
( ω

ωp
− 1

σ
√

2

)2
 (36)

where σ is a spectral width parameter. 378
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Figure 3. From left to right: Spar-buoy FOWT, TLP-based FOWT and semi-submerged FOWT

3. COMs of FOWTs 379

COMs are part of the reduced FOWT models and have been developed for the design 380

of model-based controllers. This study is focused on the nonlinear time-domain COMs for 381

the establishment of novel nonlinear algorithms for the control of FOWTs. Three COMs 382

have been selected from the literature for their nonlinearity, their ability to be reproduced 383

and for their accuracy compared to the high-fidelity code OpenFAST. The first nonlinear 384

COM is the 5 MW TLP-based FOWT in [4], which is called Betti model. The second nonlinear 385

COM is the 5 MW spar-buoy FOWT proposed in [5] in its more reduced version in [8] 386

which is called Lemmer model. The last nonlinear COM is the 5 MW semi-submersible-based 387

FOWT proposed in [9], which is called Homer model. 388

3.0.1. Betti Model 389

The TLP is known for its great mechanical stability based on tensioned mooring lines 390

stretched on the seabed. The design of the platform increases the buoyancy of the floater 391

and the tension forces of the cables retain it. This constant balance makes possible to 392

limit the oscillations movements at the cost of significant stress on the lines. This model 393

described the FOWT with 7 states: surge, heave, pitch and their respective velocity as well 394

as the rotor speed. Also, 2 control inputs i.e. the generator torque and the collective blade 395

pitch angle. The platform and the wind turbine are aligned with the wind. In other words, 396

the rotor axis vector and the wind vector are collinear and the yaw error angle is considered 397

to be zero. These simplifications make possible the representation of the FOWT in 2-D. 398

All elements of the wind turbine structure are considered rigid. The EOM are expressed 399

with the Lagrangian approach. The drivetrain is model as a rigid one-mass drivetrain shaft. 400

Three aerodynamic forces are considered and applied at the centers of mass of the nacelle, 401

the rotor-hub-blade assembly and the tower. There are expressed on the known Bernouilli 402

equations from BEM theory. The hydrodynamic equations use the viscous theory with the 403

Morison equation that expresses the inertia and drag forces of the submerged TLP. It is 404

combined with the hydrostatic Archimède equation for flotation force expressions. The last 405

module is the mooring line dynamic which is modeled based on spring equations. The 406

major characteristics of the Betti COM are sum-up in Table 1. 407
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3.0.2. Lemmer Model 408

In this model, the very large cylinder is used to make the center of gravity much lower 409

in the water than the center of buoyancy for stabilizing the wind turbine. For this, the heavy 410

ballast mass will introduce a higher weight to the lower structure than the higher one. In 411

addition, a small volume is in contact with the free surface. Thus, fewer wave forces are 412

expected, which increases the stability of the platform. As indicated in Table 1, the Lemmer 413

model is expressed with 6 states: surge and pitch displacements with their related velocities 414

and the nacelle displacement due to tower-top fore-aft flexibility i.e. perpendicular to the 415

rotor plane with its velocity. Note that, compared to the two previous models, the tower 416

flexibility is considered in the Lemmer model while all the other bodies are considered 417

to be rigid. The control inputs are the generator torque and the blade pitch angle. No 418

misalignment between the waves and the wind are considered. Assuming that the wind is 419

perpendicular to the axis of the blades, the wind turbine is modeled in 2-D as Betti model. 420

The equations of motion are expressed with the Newton-Euler mechanical formalism from 421

[32]. Each body in the system has its own frame and the applied forces are expressed in 422

their reference frame while the constraint forces are neglected based on the D’Alembert 423

principle. Everything is finally expressed in the inertial reference frame whose origin is 424

the center of the platform’s waterline in still water. The aerodynamics are modeled with 425

the simplified BEM theory at the center of the rotor disc i.e. at the hub location. In the 426

selected version of the Lemmer models, the hydrodynamic model has been reduced to the 427

hydrostatic restoring coefficients against the pitching angular displacements and the linear 428

damping for surge and pitch DOFs while the viscous theory has been neglected for the 429

spar-buoy platform concept. In fact, the hydrodynamic model of this COM considers no 430

incident waves i.e. the FOWT is in still water. The mooring line model has been modeled 431

only against the surge displacement with a linear stiffness coefficient. Other versions of this 432

model have been published in the literature with more complex hydrodynamic models that 433

consider the entire linear potential flow theory with diffraction and radiation phenomena 434

combined to the Morison drag theory for the inertia and drag forces. Also, the second-order 435

wave dynamics has been modeled for accurate hydrodynamic representations. However, 436

to the best of the author’s knowledge, no article has presented the Lemmer model in detail 437

expected for the selected version of this study. 438

3.0.3. Homer Model 439

The semi-submersible platform composed of three cylinders positioned at 120 degrees 440

from each other, this floater is an ideal solution from a logistical point of view for the 441

assembly and installation of the wind turbine. Indeed, the vast majority of the assembly 442

can be done onshore. However, a large volume is in contact with the waves, which makes it 443

sensitive to water flows. This model adopts 16 states which are the 6 DOFs of the platform, 444

the rotor and generator angle and all the velocity of the aforementioned states. Compared 445

with 2D models above, this model is a 3D model of the FOWT taking into account a 446

possible wind-wave misalignment between each other and introducing a control input 447

to the generator torque and blade pitch angle inputs: the nacelle yaw angle. The entire 448

structure is considered rigid except the drive train shaft modeled as a dual-mass model with 449

torsional flexibility. The motion equations are expressed with Newton-Euler formalism. 450

However, the inertia tensor is considered constant in the Homer model which simplifies the 451

frame transformations. This large simplification may be valid when rotor inertia is much 452

smaller than the platform and tower inertia together. The aerodynamic module is based on 453

the simplified BEM theory. The hydrodynamic model considers the viscous theory with the 454

Morison equation, the diffraction phenomena with the Fround-Krylov equations combined 455

with the buoyancy force. However, the hydrostatic effect has not been considered in Homer 456

model. The mooring lines are modeled as a polynomial approximation of the resulting 457

forces obtained with the MAP++ quasi-static code. The vertical and horizontal forces are 458

expressed for different heave and surge displacements to obtain a 3-D surface. A position 459
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dependent polynomial expression is obtained to generate the two forces rather than using 460

directly MAP++ which could increase the simulation time. 461

Table 1. Model blocks comparison of the three COMs

Models Betti Lemmer Homer
States 6 6 16
Command 2 2 2
EOM Lagrange Newton-Euler Newton-Euler
Aero. Model BEMT BEMT BEMT

Hydro. Model
Morison equations,
Hydrostatic and
Buoyancy

Linear hydrostatic
and damping

Morison equations,
Buoyancy and
Fround-Krylov
equation

Moor. Model Spring equations Linear stiffness Polynomial approx.
Shaft Model One-mass One-mass Two-mass

3.1. Control-oriented models comparison 462

The three COMs have been reproduced on Matlab/Simulink simulation tool in specific 463

wind and wave conditions that correspond to their published research papers. Each of them 464

is compared with the high-fidelity code OpenFAST. Developed by the NREL, OpenFAST 465

can accurately describe the dynamics of the FOWT with a high fidelity. It contains 26 466

preconfigured wind turbines with 24 DOFs: 2 fore-aft and 2 side-to-side modes of the 467

flexible tower, 2 flap modes and 1 edge mode per blade, 1 generator azimuth, 1 shaft 468

torsion, the yaw bearing nacelle, 2 modes for the furl, 3 translations and 3 rotations for the 469

platform. Different modules are connected to the main code to provide the aerodynamic, 470

hydrodynamic and mooring lines forces and torques at each computation time, leading to 471

a model of 44 states and 8 control inputs with three individual blade angles, the torque and 472

power of an external generator model, the yaw and rate nacelle angle and the high-speed 473

shaft breaking fraction. 474

3.1.1. Simulation results 475

For each COM, its states and the corresponding OpenFAST states are plotted. From 476

the obtained figures, the root-mean squared error (RMSE) and the standard deviation (STD) 477

are denoted in Table 2. Also, the reproduction complexity of the model is assessed based 478

on the author’s appreciation. 479

Betti model 480

The Betti model has been validated in open-loop with incremental wind steps that 481

cover the region 3. It is not mentioned in [4] but the wave height kinematic is not considered 482

in this validation i.e. the model is validated in still-water. In Figure 4, the wind speed profile, 483

the generator torque, the blade pitch angle, the translational surge, heave displacements 484

and the rotational pitch angle are depicted and compared with OpenFAST code. 485

The produced surge, heave and pitch DOFs are relatively closed to OpenFAST code. 486

Based on the author’s analysis, the obtained results of [4], in open-loop, could not be 487

obtained exactly. Also, the hydrodynamic model cannot be completely assessed without 488

wave kinematics. In fact, the Morison equations are the wave velocity and acceleration 489

dependent. Only, the buoyancy forces are assessed in the hydrodynamic model. 490

Lemmer model 491

The selected COM of the Lemmer model is developed in still-water conditions with 492

wind speed that corresponds to region 2. The wind profile and the considered DOF are 493

depicted in Figure 5 with comparison with OpenFAST. The results show large errors for 494
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Figure 4. Simulation comparison following [4] conditions with OpenFAST code in blue and Betti
model in red: wind speed profile (top-left), generator torque and blade pitch angle control inputs
(top-right), surge and heave translational DOFs (bottom-left) and pitch angular DOF (bottom-right)
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Figure 5. Simulation comparison following conditions of [8] with OpenFAST code in blue and
Lemmer model in red: wind speed profile (left), surge and pitch translational DOFs (middle) and
tower-top fore-aft deflection (right)
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Figure 6. Simulation comparison in region 3 with OpenFAST code in blue and Lemmer model in red:
wind speed profile (top-left), wave profile (top-right); surge and pitch translational DOFs (bottom-left)
and tower-top fore-aft deflection (bottom-right)

the three considered DOFs while keeping their global dynamics closed to OpenFAST. In 495

this validation, it is important to emphasize that the OpenFAST code does not consider the 496

wave kinematics, however, all the DOF are enabled. 497

If the wave kinematics are added to the OpenFAST model and the wind speed profile 498

is designed for region 3, the following results in Figure 6 are obtained. The wave kinematics 499

add small oscillations at higher frequency than the global dynamics of the considered DOFs. 500

For the tower-top deflection, the realistic model shows higher amplitude than the Lemmer 501

model. However, the wind profile in Region 3 does not affect the model accuracy compared 502

to the obtained results in Figure 5. 503

Homer model 504

This COM considers the three translational and the three angular DOFs of the floating 505

platform. Also, the validation has been performed with a 3D wind profile in region 3 with 506

the consideration of the wave height kinematics. These two profiles with the simulation 507

results are shown in Figure 7. The simulation results show a good agreement of the 508

proposed COM with the OpenFAST for all considered DOF. 509

Discussion 510

For a global comparison, the RMSE and the STD of the three COMs are given based 511

on the simulation comparison in the same context than the author’s papers. The smallest 512
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Figure 7. Simulation comparison following conditions of [9] with OpenFAST code in blue and Homer
model in red: wind speed profile (top-left), generator torque and blade pitch angle control inputs
(top-right), surge and heave translational DOFs (bottom-left) and pitch angular DOF (bottom-right)
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Table 2. Summary of Simulation Results

Etats RMSE STD
Betti Lemmer Homer Betti Lemmer Homer

Surge (m) 0.8034 4.0728 1.5205 1e-4 [-] 4e-4
Heave (m) 0.2020 [-] 0.5204 1e-3 [-] 2e-3
Sway (m) [-] [-] 0.4309 [-] [-] 9e-4

Pitch (deg) 0.0309 1.6361 0.4753 2e-4 1.5e-2 4e-4
Roll (deg) [-] [-] 0.4409 [-] [-] 1.5e-3
Yaw (deg) [-] [-] 0.6114 [-] [-] 2.6e-2

RMSE and STD mean the highest accuracy of the model compared to OpenFAST. The Betti 513

COM shows good agreement with OpenFAST. Among the three models, it is the most 514

accurate one for its considered DOFs with a RMSE of 0.8034 m and 0.2020 m for the surge 515

and heave DOFs, respectively. However, the STD values shows less deviations for the 516

Homer model than the two others. The Betti model has been validated on non-turbulent 517

wind profile. Also, the model validation has been accomplished without wave profile. 518

Meaning that, only the hydrostatic phenomenon has been validated in these conditions 519

while the Morison equation has not been properly confirmed. However, the Lagrange 520

formalism makes the model reproduction simple compared to the other models. The 521

Lemmer model in its most reduced form presents a powerful tool for fast development 522

of control designs. Despite its large errors compared to the other COMs, it conserves the 523

global dynamics in Region 3 with wave kinematics that seems sufficient from the control 524

point of view. In fact, for controllers that are highly robust to unmodeled dynamics, the 525

Lemmer COM could be a competent alternative to more sophisticate COMs, especially 526

control designers that are not familiar with fluidic dynamics and modeling. However, the 527

model reproduction could be difficult if one wants to upgrade the force equations with more 528

complex considerations. The Homer model is the most accurate model among the three 529

selected COMs regarding the STD values. It is validated in realistic environment conditions 530

with turbulent and multi-directional wind profile and wave kinematics. However, the 531

number of DOFs considered makes the system equations more complex than the Lemmer 532

and Betti models. 533

To conclude on the simulation comparative analysis, the Betti model formulation is 534

suitable for control designers that want to develop controllers on the TLP-based platform. 535

Also, this model can be easily reproduced without massive background on fluidic mechan- 536

ics. To design control laws in a fast manner without strong knowledge of all the complexity 537

of the FOWT system, the most reduced Lemmer model is suitable. Moreover, the simu- 538

lation time is very small that allows the use of this model for designing the model-based 539

controllers such as the model predictive controller [20]. Furthermore, it is the only COM 540

among the three presented models that consider the flexibility of the structure. If the control 541

designers need to feed-forward other DOFs than the surge, heave and pitch displacements, 542

the Homer model is a powerful candidate since all the 6 DOFs are available with accurate 543

results. Moreover, the model is fully available on the literature with a clear understanding 544

of the modeling equations. 545

4. Application example: model-based nonlinear second-order SMC design 546

The Betti model is selected for the 5 MW TLP-based FOWT control design. First, the 547

selected model is briefly presented in its original form. Then modifications of the aerody- 548

namic equations are proposed in order to obtain fully analytical aerodynamic equations and 549

to rewrite the model as an affine function in control. Based on that, a model-based twisting 550

algorithm is designed to achieve the control objectives in region 3 which are presented in 551

subsection 4.2. 552
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4.1. Betti COM for TLP-based FOWT 553

According to [4], the Lagrange equation of motion for the FOWT can be expressed as

Eẋ1 = F (37)

where x1 is the vector of the state variables expressed as (38), and E is the coefficient matrix 554

expressed as (39) and F is the generalized force vector expressed as (40). 555

x1 =
[
ξ vξ η vη α ω

]T (38)

E =



1 0 0 0 0 0
0 MX 0 0 0 Mdcosα
0 0 1 0 0 0
0 0 0 MY 0 Mdsinα
0 0 0 0 1 0
0 Mdcosα 0 Mdsinα 0 JTOT

 (39)

F =



vξ

Qξ + Mdω2sinα
vη

Qη − Mdω2cosα
ω
Qα

 (40)

where ξ and vξ are the surge position and velocity i.e. ξ̇ = vξ , η and vη are the heave 556

position and velocity i.e. η̇ = vη and α and ω are the surge displacement and velocity i.e. 557

α̇ = ω. MX , MY, Md and JTOT are constant values containing the masses, the added masses 558

and the inertia of the FOWT bodies. Table VI of [4] provides the numerical values. Qξ,η,α 559

are the generalized forces expressed in the generalized coordinate (ξ, η, α) respectively. 560

The drivetrain shaft is modeled as a one-mass rigid shaft neglecting friction torque. 561

Thus, the rotor speed dynamic is expressed as 562

ω̇r =
1
J̃r

(
TA − T̃E

)
=

1
J̃r

(
PA
ωr

− T̃E

)
(41)

where ωr is the rotor speed, T̃E is the generator torque and J̃r is the rotor inertia both 563

expressed at the low-speed shaft side, TA is the aerodynamic torque and PA is aerodynamic 564

power expressed as (42). 565

PA =
1
2

ρACp(λ, β)v3
rel (42)

where ρ is the air density, A is the disk surface covered by the rotating blades, vrel is the 566

relative wind speed caught by the blade and Cp is the power coefficient which is a function 567

of the tip speed ratio λ and the blade pitch angle β. 568

The blade actuator dynamic has been included in the Betti model and can be expressed
as

β̇ = − β

τ
+

β∗

τ
(43)

where τ is the time constant of the actuator, β∗ is the new control input. 569

Based on (37), (41) and (43), the nonlinear state-space model for the controller design
is expressed as 

ẋ1

ẋ2

ẋ3

 =


E−1F

1
2Jrωr

ρACp(λ, β)v3
rel −

T̃E
Jr

− β
τ


︸ ︷︷ ︸

a(x)

+


0

0
1
τ


︸︷︷︸
b(x)

β∗ (44)
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where x2 = ωr and x3 = β. 570

A compact form of (44) can be expressed as

ẋ = a(x) + b(x)u

y = σ(x, t)
(45)

where x = [x1, x2, x3], u = β∗, a and b are smooth, differentiable and known functions. y is 571

the system output and u the control input. 572

4.2. Problem Formulation 573

When the relative wind speed allows the rotor speed to rotate at its nominal value, 574

instabilities may occurs known as negative damping oscillations, see (3-11) of [3]. The 575

physical explanation of this phenomenon can be explained as follows: in region 3, if the 576

floating wind turbine pitches forward, the relative wind caught by the blades increases. 577

This means that the aerodynamic forces and consequently the rotor speed increase. Classical 578

controls would increase the blade pitch angle to reduce the rotor speed but at the same 579

time, it decreases the aerodynamic forces applied on the FOWT. This leads to let the FOWT 580

pitches forward further. The negative damping effect emphases the main challenge in 581

controlling FOWT with two antagonist control objectives: regulation of the rotor speed to 582

the nominal value and attenuation of the platform pitch angle. 583

The rotor speed tracking error e1 can be defined as the difference between the measured
rotor speed ωr and its reference value ωr0:

e1 = ωr − ωr0 (46)

The platform pitch velocity tracking error e2 can be defined as the difference between
the platform pitch velocity α̇ and its reference value α̇0

e2 = α̇ − α̇0 (47)

The control objective is to let e1 and e2 converge to the origin in finite time in the 584

presence of the lumped disturbances. 585

Remark 1: To track the maximum electrical output power P0, the generator power
tracking error can be expressed as

e3 = P − P0 = ηGTEωr − ηGTE0ωr0 (48)

The generator torque has been defined constant, thus e3 can be written as

e3 = ηGTE(ωr − ωr0) = ηGTEe1 (49)

It is trivial that the convergence of e1 implies the convergence of e3. 586

4.3. Sliding Variable Selection 587

The sliding variable is defined as

σ = ωr − ω∗
r (50)

It is assumed that all the states are available for measurement. The sliding variable
is inspired from the work of [44,45] to counteract the negative damping effect. Accepting
small oscillations on the rotor speed allows the attenuation platform pitch angle. Therefore,
the reference rotor speed is defined as:

ω∗
r = ωr0(1 + k(α̇ − α̇0)), k < 0 (51)
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Replacing (46), (47) and (51) into (50), σ can be written as

σ = e1 + ce2; c = −kωr0 (52)

The second time derivative of σ can be expressed as

σ̈ = ë1 + cë2 (53)

Finally, a compact form of σ̈ is given as

σ̈ = f (·) + g(·)u + d(·) (54)

where d represents the unknown disturbances, f and g are known functions from the 588

modified Betti model and they respect the following assumptions: 589

Assumption 1. f (·) and g(·) are known and bounded functions. There exist positive constant
values C, Km and KM such as for any x ∈ X,

| f (·)| ≤ C (55)

0 < Km < |g(·)| < KM, (56)

Remark 1. The total lumped disturbance d is Lipschitz

|ḋ| ≤ D (57)

The relative degree of the sliding variable σ is equal to two i.e. the control input u
appears in the second time derivative of as shown in 54. Thus, the so-called second-order
twisting algorithm is designed in order to steer σ and its first time derivative σ̇ to the
vicinity of zero in finite time.

u = un + uSMC = − f (·)
g(·) + uSMC (58)

where g(·) is invertible and un is the nominal control term [46]. From the undisturbed 590

system equation of (54) i.e. d(·) = 0, the nominal control is computed by solving u in the 591

algebraic equation σ̈ = 0 in (53). 592

Assuming that σ and σ̇ are available, the following twisting algorithm as follows,

uSMC = −k1(sign(σ) + k2sign(σ̇)) (59)

Theorem 1. [47] Considering the sliding variable in (50) and the control input in (59), if k1 and
k2 are selected such as 

k1 > k2 > 0
Km(k1 + k2)− C > KM(k1 − k2) + C
Km(k1 − k2) > C

(60)

σ converges to 0 in finite time. 593

4.4. Simulation Results 594

The simulations are performed on OpenFAST with MATLAB/Simulink simulation 595

tool with a sampling period of 12.5 ms. The 5 MW TLP-based FOWT is chosen among 596

the preconfigured models in OpenFAST. The wind profile in Figure 8 is generated with 597

TurbSim tools from the NREL [42] with a mean speed of 18 m/s based on the power law 598

wind profile and the Kaimal turbulence model of 15% for 600 seconds. The wave profile is 599

computed online by the HydroDyn module of OpenFAST with irregular waves configured 600
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from [48] with 3.5 meters of the wave height and a spectral peak period of 9.08 seconds. 601

This scenario has been chosen to simulate a turbulent wind speed that covers all the region 602

3 with relative high wave elevations during one simulation. All the parameters of the 603

proposed model-based twisting controller are listed in Table 3.

Table 3. Parameters of the proposed model-based twisting controller

Control Variables Values Units
c 0.4537 [-]
k1 70 [-]
k2 35 [-]
ωr0 12.1 rpm
α̇0 0 deg

604

Combined to Table 4, Figure 9 shows the simulation results for the designed model- 605

based twisting algorithm. The measured rotor speed is not well regulated at the exact 606

value of the nominal rotor speed. However, it produces a mean rotor speed around 10.57 607

rpm, with a STD of 1 rpm, which is quite smaller than its reference value of 12.10 rpm. As 608

explain in (49), the generated power follows the same conclusion as the rotor speed with a 609

mean generated power under the rated power of 5 MW and small oscillations around it. 610

Table 4. Mean Error and Standard Deviation Results

Mean ωr STD ωr Mean α STD α Mean α̇ STD α̇ STD β
rpm] [rpm] [deg] [deg] [deg/s] [deg/s] [deg]
10.57 1.02 0.0854 0.2506 3E-5 0.3102 6.83

For the platform pitch angle and the platform rate pitch angle, they are both very 611

close to 0 degree with a mean value of 0.0854 deg and 3E-5 deg/s respectively. The STD 612

values show great performances of the model-based twisting algorithm with 0.2506 deg 613

for the platform pitch and 0.3102 deg/s for the rate pitch angle. The flapwise deflection 614

of the blade relative to its undeflected position shows large but acceptable values. This 615

is mainly due to the behavior of sliding mode controller that use the total available pitch 616

actuator capacity. This deduction can also be observed with high amplitude of the blade 617

command with a STD of 6.83 deg around its mean value. It can be concluded that the 618

model-based twisting algorithm answer the control objectives in Region 3 for the 5 MW 619

TLP-based FOWT. 620

5. Conclusion 621

In this article, a review of the modeling of the multi-physic floating offshore wind 622

turbine system is proposed with considerations on the aerodynamic, hydrodynamic and 623

mooring line models. It has been shown that the aerodynamic modules can be modeled in 624

different manners depending on the required complexity. Similar to the classical onshore 625

wind turbine, the novelty of this module for floating offshore wind turbine consists in the 626

intagration of the platform pitch velocity in the expression of the relative wind speed caught 627

by the blade. The hydrodynamic model must consider the two famous hydrodynamic 628

modelling approaches: the linear potential flow theory with the time domain Cummins 629

equation and the viscous theory with the Morison equation. Finally the mooring line 630

models can be modeled in three manners: in static, quasi-static and dynamic thanks to 631

external open-source code. It has been shown in this review that most of the floating 632

offshore wind turbine models use the quasi-static model for its compromise between 633

accuracy and time computation. 634

Then, a focus on nonlinear COMs is proposed and three existing control-oriented 635

models for three different types of FOWTs are briefly reviewed. They have been analyzed 636
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Figure 8. High turbulent wind profile (top) and wave height profile (bottom)
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Figure 9. Simulation results of the proposed model-based twisting controller

for each dynamic module: aerodynamics, hydrodynamics and mooring line dynamics then 637

they have been compared with the high-fidelity code OpenFAST in simulations on Mat- 638

lab/Simulink. The simulation results confirm the high accuracy of the semi-submersible- 639

based wind turbine followed by the tensioned leg platform-based wind turbine model. 640

Finally, based on the Betti model, a model-based nonlinear second-order SMC is 641

designed to regulate the rotor speed and the platform pitch angle to their respective 642

references. The results show the benefits of such COMs for the nonlinear control design 643

and it validates the methodology that can be applied to others nonlinear COMs. 644
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