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A Novel Cluster-based Self-organization Algorithm
for Wireless Sensor Networks

M. Lehsain, and Iv. Fehan

periodically to the sink. As opposed to this, ire thvent-

Abstract—Wireless sensor networks (WSNs) consist of a large driven case, sensors communicate with the sink dnby

amount of tiny sensor nodes. Hence a hierarchicaluster-based
structure can be used to deal the self-organizatioissues of large
networks. This cluster-based organization can proleg network
lifetime and reduce the broadcast overhead. In thipaper, we
propose an Efficient Self-Organization Algorithm fa Clustering
(ESAC), which uses a weight-based criterion for chter-head’s
election. This weight relies on the combination athe k-density,
residual energy and mobility. In ESAC, the node thahas the
greatest weight in its 2-hop neighborhood is choseas cluster-
head for a fixed service time Timggnice Furthermore, ESAC
enables to generate a low number of stable and baleed
clusters. Simulation results show that ESAC provide better
results when compared with WCA (Weight Clustering
Algorithm), and with the algorithms proposed respetively by
Lin et al. and Chu et al. in terms of the number of clusters
formed. Besides, when we compared ESAC to LCC (Leas
Cluster-head Changes) with lowest ID algorithm, itprovides
good results in terms of the number of cluster-healchanges.

Keywords—€luster-based  algorithm, k-density,  Self-

organization, Residual energy, Wireless Sensor Nebsks.

I. INTRODUCTION

SNs may be composed of a large number of sm
individual sensor nodes, which are randomly deploye

in an interest area, and collaborate with eachrdthéorm a

sensor network capable of reporting theenomenon to a

data collection point called sink or base statiah. [
Nevertheless, they present some constraints suclovas

sensor node sense a particular event, i.e., atisituthat is
worth reporting, and in a query-driven scenarioseasor
transmits its collected data to the base statidyiarthe case
where if this latter requests it. Finally, in a s#mination-
driven scenario, the base station consults or egdéte
overall sensor nodes of the network. Thus, to camuy
information gathering while reducing the overallesyy
consumption in the network and the broadcast oeethie is
suitable to design an efficient scheme that is ableself-
organize dynamically the network. One promisingrapph
is to use clustering process, which has been cereddas an
efficient approach to mimic the operation of thatcalised
infrastructure. Therefore, we should involve deieiny
factors in the calculation of node’'s weight to gerte a
reduced number of stable and balanced clusters with
bounded number of sensor nodes, and whose theitbarem
are at an adequate distance from their correspgrdirster-
head.

Previous clustering schemes differ on the critefimmthe
cluster-head election, which are either based ba Idwest
(or highest) ID among all unassigned nodes, ordasethe
aximum node degree [15], or based on the moljiityor
ased on some generic weight [8] wherein the noidb w
greatest weight will be selected as cluster-heatle T
computation of the node’s weight takes into accoamious
parameters such as node degree, mobility, and uasid
energy.

All of the above characteristics and constraintkenthe

storage and processing power, limited batteryififet and  gesign of an efficient scheme for better managenuént
short radio ranges. Furthermore, the networkedaserisave \ywsNs a real challenge. In response to this chatlemege
many potential civil and military applications j.¢hey can propose in this paper arEfficient Self-Organization
be utilized for object tracking, intrusion detectiohabitat a|gorithm for Clustering (ESAC), which consists of
and other environmental monitoring, disaster repgve grouping sensor nodes into a set of disjoint clest&ach

hazard and structural monitoring, traffic contrilyentory

cluster has a designated leader called cluster;hlaidh is

management in factory environment and health m@latghe node with greatest weight among its 2-hop fiitated

applications etc. [11,13].

neighbors. The weight of each node is based on the

Information gathering in WSNs can follow differentcompination of the following parameters: the 2-dignsf the

patterns, depending mostly on the specific needghef
applications. In a time-driven scenario, all seassend data
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node, residual energy, and node’s mobility. Furtiee, the
size of clusters is bounded by two valuBsreshqyer and
Threshypeen Which respectively represent the minimal and
maximal number of sensor nodes that a cluster catam.
Besides, inside a cluster, each sensor node isoat two
hops from its corresponding cluster-head contrarytte
distributed algorithm  Low-Energy Adaptive Clusteyi
Hierarchy (LEACH) [16,17], which allows only singhop
clusters to be constructed.
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Since cluster members do not transmit their gathdega
directly to the sink, but only to their respectislaster-head.
Accordingly, the cluster-head should be responsitde

A wireless sensor network is abstracted as an ectéid
graph G=(V,E), called a connectivity graph, where V
represents the set of wireless nodes BAY” is the set of

coordination among the cluster members, aggregation edges that gives the available communications :edge

their data, and transmission of the aggregated tiatthe
sink, directly or via multi-hop transmission modghus,
cluster-heads support a heavy load.

e=(u,v) belongs to E if and only if the node u is physigall
able to transmit messages to v and vice versa. Bewkor
node u/V is assigned a unique value to be used as an

In WSNSs, clustering algorithm would avoid a fixedidentifier, so that the identifier of u is denotied Nodey(u)
cluster-head election scheme, because this lattéh wand all links in the graph are bidirectional. Thet ®f

constrained energy may drain its battery powerdtgmue to
its heavy utilization, what causes bottleneck faituin its
cluster, and thereafter triggers the cluster-heéattion
process. Therefore, we foresaw in ESAC that theteitu
head election process will be carried out peridbicafter

neighbors of a node u is represented Myu) where
Ni(u)={/vININ=u [7(u,v)E}. The size of this set is known as
the degree of u, denoted Bju). The set of two-hop nodes of
node u i.e. the nodes which are the neighbors dinds
neighbors except for the nodes that are the nerghdfanode

each service time Tingyic.to balance the load between thg, s represented by,(u) as follows:

nodes.

No(u) = {fwWN/V,WLE where wu Jw(Ny ) 7 Q,v)E}.

We aimed with ESAC algorithm to generate a low n@mb The combined set of one-hop and two-hop neighbbtsie

of stable and balanced clusters, while guaranteairgng

sensor lifetime and efficiently maintain these tdus. Hence,
once the network is divided into smaller logicatlisjoint

clusters, it will be easy to carry out the clusteintenance
process, which relates the admission of new senedes
inside a cluster or the departure of the sensoesidbm it
either by migration to other clusters or by exheunsof their

battery power.

Finally, ESAC algorithm was simulated and compavad
the one hand with WCA [8], and those proposed retspsy
by Lin et al. [19] and Chu et al. [18] in termstbE number
of clusters formed, and the other hand to LCC[hGErms of
the number of cluster-heads changes.

The remainder of this paper is organized as follolus
Section 2, we provide preliminaries necessary fscdbing
our scheme. Section 3 reviews several
algorithms proposed previously. In Section 4, wespnt our

cluster-based

denoted adl;, (1)) whereinN,(u)=N; ) N, ). In a general
manner, the set of k-hop neighbors of a node epsesented
by N(u)=/viNVIvzu d(u,v)s k} and its closet set of k-hop
neighbors is denoted byNu] where N[u]= NY[u] Z{u}.
Here, d(u,v) represents the minimal distance in number of
hops from u to v. The size 0f(u) is known as the k-degree
of u.

The k-density of a node u represents the ratio éetwthe
number of links in its k-hop neighborhood (linkstween u
and its neighbors and links between two k-hop reigh of
u) and the k-degree of u; formally, it is represenby the
following formula:

|(V,W)EJE /v,w I]Nk[u] |

[ W)

However, we are interested only in calculation loé 2-

k- density(u):

new weighted algorithm, and Section 5 presents thfsnsity nodes not to weaken ESAC algorithm of its

performance analysis of the proposed algorithm.allin
Section 6 concludes our paper by pointing out spossible
future research directions.

[I. PRELIMINAIRES

Before heading into the technical
contribution, we first give some definitions andat@ns that
will be used in our paper later.

performance. Hence, the previous formula resutts fit:
| (V,W)D E/v,w I]le[u“

|N12(u)|

Fig. 1 and Table | illustrate an example of theelsity

2- densit)(u)=

details of outalculation.

Fig. 1.Example of an abstracted network

TABLE |
CALCULATION OFTHE 2-DENSITY

Node a b c d e f g h i j k | m n
1-density 1,60 1 166 133 133 133 1 1 1 125 616166 133 1,75
2-density 1,55 1,50 1,40 1,40 1,37 1,60 1 1,25 1,4@,50 1,75 1,60 1,44 1,57
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In this paper, we assume that all sensor nodegiaee in nodes exhaust rapidly their battery power what eaus
a two dimensional space and we measure the distarmmtleneck in the cluster. Wigotice that in both algorithms,
between two nodes u and v in terms of number ofshophe clustering process does not guarantee thdistaidithe
which is simply the minimum number of edges that alusters because the cluster-head relinquishestatsite as
message has to cross from u to v. Each sensorlmeian and when another prospective (lowest ID/highestrekdg
omni-directional antenna what allows for a singlenode joins the cluster or the topology of the netwahanges.

transmission of it can be received by all nodeshiwitits
vicinity and we consider that the nodes are alrstadile in a
reasonable period of time during the execution lo¢ t
clustering process. We also assume that each rsande

In our algorithm, the cluster-head keeps its statuitil either
it leaves the cluster or the service time Tdmgeis expired
for its cluster-heads’ role.

Lin and Gerla [19] have proposed an improved versib

has a generic weight andigt able to evaluate it. Besides thisthe lowest ID algorithm by using a distributed teicfue with

weight represents the fithess of each node to bhister-
head and the higher weight means the higher pyiorit

In the recent years, several cluster-based algosithre
proposed in the literature [2,3,8,9,15,16,19,2@23,These
algorithms considered different weights as a prjarriterion
to elect whether a node will be a cluster-head. &,
most of these proposed weighted clustering algmsth
applied the simple greedy algorithms where the sogligh
highest weight become cluster-heads. For
Chatterjee et al. [8] considered a combined weiggitric for
their clustering algorithm, which takes into accobsaveral

RELATED WORK

parameters such as node’s degree, transmission r,powrg

mobility and the battery power of the node. As tiogle that
has the greatest weight among its neighbors istezleas
cluster-head

In [16], authors propose LEACH, which is a disttibd,
single hop clustering algorithm for homogeneous WSN
LEACH, cluster-head role is periodically rotatedang the
sensor
Moreover, since LEACH allows only single hafusters to
be constructed, it may generate a high number wusdtets.
Therefore, it results an increase of the overheadhk inter-
cluster communications. In [20,21], the authorspps®d an

enhanced version of LEACH wherein the cluster mesbe

can be to more a hop from their corresponding eftisead
and communicate with it in multi-hop mode. Neveltss,
this strategy requires that each sensor node iabtapo
aggregate data, what increases the overhead fthreatiodes.
Therefore, to improve the performance of this stygf in
[23] the authors use heterogeneous sensor nodesdnsf
using homogeneous sensor nodes, where two typssngbr
nodes are deployed: super sensor nodes and basorse
nodes. The super sensor nodes have more capabibitie
processing and communication, and act as clustishe
whereas the basic sensor nodes are simple withtetimi
power, affiliate to their corresponding clusterheand
communicate with them via multi-hop mode.

Gerla and Tsai [15] studied two algorithms, thstfirely
on lowest ID and the second on highest node’s dée@mce
the change of the topology provokes the changkeohbdes’
degree, there is a strong probability that a cldséad may
give up its statute once that the topology changesrefore,
the process of the clusters rebuilding will be geged to
structure the network again. Furthermore, the lowes
algorithm always promotes the nodes with low IDbezome
cluster-heads and probably for a long time. Theegfthese

examplt%:,J

nodes to evenly distribute energy dissipatio

a limited number of hops in the cluster as constran this
proposed version, the nodes communicate with etwdr in
at most two hops inside a cluster. That may geaeaat
important number of clusters with a reduce numberanles
or the clusters with an important size in the cafsthe dense
networks. Hence, their management may become very
difficult. Furthermore, when theumber of nodes increases,
a gradual degradation in WSNs performance is observ
This anomaly occurred because this algorithm dagspot
any restriction on the clusters size whereas witimied
mber of nodes inside a cluster, it will be easyntanage
e intra-cluster communications. Thus, it seemst th
additional procedures for merging or rearrangingsters
ay be desirable to deal the compromise between the
generation of a great number of clusters with auced
number of nodes and the generation of a small nurobe
clusters with an important number of nodes. Hemeehave
proposed a cluster maintenance scheme that hdsdatiks
problem by using merging of clusters based on estivld
size in terms of the number of the nodes per aluste

On the other hand, Chen and al. [9] have combined
Highest-Degree and Lowest-ID approaches for theteiu
heads election process, wherein Highest-Degree
considered as a primary criterion and in caseeofativer 1D
as a secondary criterion. Moreover, in the gendrekasters
by their approach, all nodes are at a distancet ohast k
hops from the cluster-head. In another work, Cherale
proposed an unified cluster-based scheme for gisele
networks, in which each node has a weight, whigedanto
account suitability of each node for the clusteacheole,
speed, degree, power, and energy left. Neverthetbss
proposed scheme enables to generate 1-hop and 2-hop
clusters without taking into account the clusteresi
However, in our algorithm, we restrict both thendeter and
the size of the cluster.

WCA [8] considers the node’s degree, transmissimmgy,
mobility, and battery usage in electing clusterdsedt limits
the size of the formed clusters so that the cldstads can
support the load without causing degradation ifiguerance.
Although WCA has proved better performance thanttel
previous algorithms, it presents a drawback in kngwhe
weights of all nodes before starting the clustenmgcess.
Therefore, it results that the overhead induced\lyA is
very high, as well as it can cause the energy iirgiof the
cluster-head rapidly if this latter may keep itatste for a
long time. These limitations prove that WCA is osljitable
for small networks.

The Distributed and Mobility Clustering Algorithm
(DMCA) [2] uses generic weights associated to tobees

is
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and elects the node that has highest weight antsngnie-
hop neighbors as cluster-head. It involves the nmodbility
during or after the clustering set-up phase. As firoven in
[6], DMCA is suitable for the networks in which tim®des
are static or moving at a very low speed but it$gsmance
degrades considerably with the greatly mobile netaoFor
that reason, Basagni [3] has proposed an extengiesibn of

DMCA algorithm, called Generalized Distributed andf

Mobility-Adaptive Clustering Algorithm (DMAC) to dd the
DMCA limitations. It implies that, when, due to miliy of

the nodes, two or more cluster-heads become nerighboWeight(u):uEp

none has to resign. Thus, it results that the etirg

A. Cluster formation

In this section, we propose a new weight-basedealing
algorithm, which consists of grouping sensor nades a set
of disjoint clusters, hence giving at the netwotkierarchical
organization. Each cluster has a cluster-headishatected
among its 2-hop neighborhood according to theirgivesi.
The weight of each sensor node is a combinationhef
ollowing parameters k-density, residual energy arability
as illustrated by the formula:

ResEnergy Ty

+
k-Density Mobility

management with GDMAC requires less overhead than t with o+p+y=1

one with DMAC in highly mobile environment. GDMAC
respect to their

algorithm is analyzed in [5], with
convergence time and message complexity. More@beof

Moreover the sum of the factorgfg,)) is equal to 1 and
the coefficient of each parameter can be choseerti¥pg on

the above algorithms (WCA, DCA, DMAC, GDMAC) the application. For example, if we aim to generstible

generate one-hop clusters, and have a complexi®(Nj.
This allows them to be suitable only for networkghwa
restricted number of nodes.

clusters, we will assign ta an important value relatively to
the other factors, whereas in low mobility enviramt)y we
can privilege the residual energy of a node, thagsof ycan

K-clustering [14] enables to create non-overlappinge chosen smaller. Therefore, we attribute adequatees to

clusters wherein the cluster diameter is at mi$shops
without taking into account their size. This maydeto
generate the clusters having a large number ofoserles

the different coefficients in the purpose to geterstable
clusters and guarantee a long network lifetime.
In our context, we grant to the cluster-head the

and thereafter complicate their management. Then maiesponsibility to coordinate among the cluster mersp

purpose of this strategy is to support only paititdrmation

of network topology. However, its main disadvantéuggt it

can generate no balanced clusters since there is
relationships between the diameter of the clusterits size.
Similarly, the clustering technique proposed by aird Chu
[18] uses hop distance as parameter to controlcthster

structure during their formation. In this technigqua

randomize node takes the cluster-head role andlitence
between it and each cluster member is within
predetermined maximum number of hops.
restricting the number of hops does not restrietrtbmber of
nodes in the clusters. Thus, this technique cad teathe
formation of the clusters with a large number ofle® as in
K-clustering strategy. Therefore, it leads to thenilar

problems oK-clustering discussed eatrlier.

Our algorithm should coordinate between the siz¢hef
clusters and their diameter to generate balancesterk.
Hence, we used two thresholtlsreshowe andThreshypge to
control the size of generated clusters, as welladixed the
distance between the cluster members and
corresponding cluster-head at most two hopK-biiustering
only the root of the sub-tree knows which belongsthe
cluster, the other nodes of the sub-tree are urewftheir
cluster members. However, in our algorithm, all eodire
aware of the cluster to which they belong.

IV. OUR CONTRIBUTION

aggregate their data and transmit them to the slinéctly or
via multi-hop transmission mode. Accordingly, chrst
m@mbers do not transmit their gathered data direotithe
sink, but only to their corresponding cluster-headspite of
this heavy load supported by the cluster-head, imd f
several cluster-based algorithms such as WCA schees
the cumulative time for cluster-head’s role. Howegwhat
can exhaust rapidly its battery power and thereafégrade
@onsiderably network performance. Hence, we prapdse

Howeveget up periodically cluster-head election proce¥sis

strategy enables to prolong the lifetime of semsates while
forcing them to relinquish cluster-head role aftez end of
service time for playing this role.

In this paper, we aimed to design a cluster-bastaork
architecture, wherein cluster formation takes etoount the
following constraints: each cluster has a size irang
between two thresholdehreshy,,er and Threshgyer €xcept in
certain case its value can be lower tlHdmweshowe, and in

th&ghich cluster members are at most 2-hops from their

respective cluster-head. If during set-up phaserettwas
formation of clusters whose size is lower thBmreshyyen
then re-affiliation process will be triggered. Fetmore, a
cluster-head could be able to manage its clustenbees, to
accept or refuse adhesion of new arrivals basediton
capacity without perturbing the functionality ofethother
cluster members.

As stated above, a WSN consists of a large amofint & the proposed strategy, each node u is identffied state

individual sensor nodes. Therefore, it is esserttal the
network be able to self-organize. Moreover, theettgyment
of an effective algorithm for the clustering wilk bbeneficial
to obtain better performance. Hence, we used détargn
parameters for the cluster-head election, whichmfieto
create stable and balanced clusters.

vector:  (Nodey, Nodey, Weight, Hop, Size,
Threshowe, Threshy,e) Where Nodey is the identifier of
sensor nodeNodey represents the identifier of its cluster-
head, in particular if this node is a cluster-hdhdn its
identifier is assigned thlode-y, Hop indicates the number of
hops separating it from its respective cluster-head Size



International Workshop on Distributed Collaborat&ensor Networks (CTS 2008) 5

represents cluster size to which it belongs. Mogeoeach are broadcasted in the network, eaemsor node will know
node is responsible to maintain a table call@dble,se,  Which cluster it belongs to and which sensor ndgldts

wherein the information of the local members cluste cluster-head. Clustering process will end aftexed interval

stored. The format of this table is defined a®ftime, which should be long enough to guarantet ¢very
Tableuse{Nodgy, Nodey, Weight) Sensor nodes could sensor can find its nearest cluster-head. Figu3tithtes the
coordinate and collaborate between each other tgteet pseudo-code of the set-up phase.

and update the above stated table by using Hellssage.

Furthermore each cluster-head maintains anothesterhu

head information table so calleddble," in which the i—-TTTTTT T T T a

ACCEPT_CH message

information about the other cluster-heads is storEde | REQ_JOIN message | ,/‘
format of these tables is represented dadble-(Node-y, - %
Weight) These tables contain the state vector of theswod ~ (u "~~~ "~~~ ~7"°°° @—— >
which should be periodically exchanged either betwe N _/%*""7"""°-===7°=7-° S
ADV_CH message AN

cluster-heads or between each cluster-head andusser
members to construct or updaf€able: s and 'Tabley" \
respectively. The weight of each node is periodcal Fig. 2. Node u joins a cluster
calculated and exchanged among its 2-hop neighbdrim
choose the node being appropriate to be a clustsi-h

In our approach, we tried to organize the sensdesi@nto
clusters by affiliating each sensor node to theestaluster-
head from it. We used Hellmessages for cluster formation
in order to avoid the broadcast overhead and ngtadie
algorithm of its performance. Hence, at the begignéach

Pseudo-code of set-up phase

1: Assign values to, p andy;
2 : Initialize (Timesuste)
/* Initialize the state vector of all nodes
3: For each Node/G do
Nodey; /* Identifier of the node

sensor node calculates its weight and generateslb H Node:+=0
message, which includes two extra fields additiorother Size=0

. : . Hop=0
regular contents: weight amdbde.;, whereNodey is set to End for

zero. Furthermore, clustering process is perforimedwo
consecutive phases as well as the clusters areetbitme
ones after the others.

1) The first phase

Cluster-head election process proceeds in theviolip
way as illustrated by Fig.2. Initially, a randomdeoinitiates
clustering process while broadcasting a Hello ngsda its

N1,(u) neighbors. Then, node that has greatest weighhgmo

its Nio[u] neighbors will be elected as cluster-hg&H).
This latter updates its state vector by assigmnilode the
value of its identifier lodgy), sets respectiveliiop value

[* each node computes its weights according to its
[* 2-density and residual energy.
4: For each Node//G do
Weight(u)m*PZdensilyﬁ'ﬁ*PRes—Energy
5: Repeat
/* a random node u broadcasts a Hello messaye(io)
6: Broadcast Hello message by u;
/* Choose node that has greatest weight anténfy]
/* nodes as cluster-head
7: Choosev/ZN;,[u] :
Weight(v)=Max(Weight(w) | & Ni2[u])
/* Update CH'’s state vector
8: Update_CH_State))
CH->Node-y=CH->Nodeqy
CH->Size=1

and Size value with 0 and 1. After that, it broadcasts CH->Hop=0
9: Send periodicallADV_CHmessage b€H to N;J[u]

gdvertiseme_nt messagdV_CHincluding its state vectorto 4 Initialize (Times.)

its 2-hop neighborhood to request them to joifcdch node 11: Repeat

belonging to N(Nodey) whoseNodey value is equal to 12: if (REQ_JOINis received fronu/ N [CH])
zero i.e. does not belong to any cluster and itghteis 13: SendACCEPT_CHo u

lower than CH’s weight, transmitREQ_JOINmessage to ¥ gf'rffsrfg :‘_ffc";_?_tfgigffecjure tyH
CH to join it. Corresponding cluster-head checkszé of its 15: perform Adhesion procedure by u
own cluster does not reacthreshyp,e i.€. Sizevalue is u->Node:i=CH->Nodecy

lower thanThreshyp,e, it transmitsACCEPT_CHmessage to if (ULNL[CH])  u->Hop=1

this node otherwise it simply drops the messagaffofation 16 Upg':f;“ga“&g‘z)_

demand. Thereafte€H increments its Size and the affiliated = E.qif v

node setdHop value with 1 andNodey with Nodey of its 17: Until (CH->Size=Thresbgpe) Expired(Times)
corresponding cluster-head, then it broadcasts ivete  18: Until Expired(Tim@use)

message again with the same transmission poweltsto i
neighbors. Similarly, each sensor node belonging to
N,(Nodey), which is not affiliated to any cluster as its
weight is lower than that ofCH, transmits REQ_JOIN
message to correspondi@H. In the same wayCH checks

if its Sizevalue is always less thafhreshye, SO Yes it During the first phase, it may not be possible &r
updates its state vector; otherwise it drops messafy clusters to reaciThreshy,, threshold. Hence, we tried to
affiliation demand. Finally, when no more Helioessages reduce the number of clusters formed during thisosé

Fig. 3.Pseudo-code of set-up phase

2) The second phase
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phase. For that, we proposed to re-affiliate theleso
belonging to clusters that have not attained clusiee

Threshlower
Threshypper

Since there is no constraint relating to the geimreof

clusters having a number of nodes lower tidmeshoyer

during the execution of first phase, it is possithiat there is
creation of this type of clusters during this phaser that,
we proposed this second phase in order to reorgathie
clusters, reduce their number and thereafter olitalanced
and homogeneous clusters.

I
The execution of the second phase proceeds in t%gq

following way. Cluster-heads that belong to clustethose

size is strictly lower thanThreshy,,e, broadcast a new
message calleRE-AFF_CHto re-affiliate nodes belonging
to the small clusters to them. Then, each nodertwives

this message and belongs to a small cluster, shmid
affiliate to the nearest cluster-head whose weigldreater

than its, and the size of its own cluster doesahwtys reach

Threshypger threshold.

After the unfolding of our algorithm, we obtain bated
and stable clusters considering that we have imebli-
density and residual energy to structure networkliusters.
Moreover, ESAC avoids a fixed cluster-head electiohto
exhaust its battery power quickly due to its heatilyzation.
Hence, cluster-head election process is carried
periodically after each service timBmesenice Therefore,
weight of each node is periodically calculated mdles to
illustrate the suitability of a node for playinguster-head’'s
role. We note that ESAC enables to generate chistbose

size does not reacfhreshy,,e;and their members are at mos
two hops from their corresponding cluster-head. .4~ig a

represents the pseudo-code of re-affiliation phase.

Pseudo-code of re-affiliation phase

1: if (|Cluster| < Thresbppe)
2: Sendre-AFF_CHmessage bZH
3: if (Re-AFF_CHis received fronu/MN;,[CH])
/* u belongs to a cluster whose sizevedr than
[*Threshower
SendACCEPT_Re-AFFmessage bgH
Update u’s state vector
u->Nodg~=CH->Nodecy
if (WUUNG[CH])  u->Hop=1
elseu->Hop=2
Update CH'’s state vector
CH->Size=CH->Size+1
Update (Tableuste);

Fig. 4. Pseudo-code of re-affiliation phase

B. Cluster maintenance

In our approach, cluster maintenance process shoeild
triggered in the case where a cluster loses itstefthead
when this latter exhausts its battery power. Moeepv
cluster-head’s re-election process only concerescihster
that lost its cluster-head and the future cluseaehwould be
chosen among the members of this cluster. We addhis
solution not to weaken our algorithm of its perfamie and
avoid chain reactions that can occur during thedhing of
clustering process.

OHT

Cluster maintenance process is performed simikslyhe
set-up phase wherein a random node among the me&mber

to clusters that did not reach cluster sizeluster initiates the clustering process.

V. SIMULATIONS

In our experiments, we conducted extensive sinaiiatio
evaluate ESAC algorithm performance and compaoa the
one hand with WCA algorithm, and those proposed
respectively by Lin et al. and Chu et al. in terofsthe
number of clusters formed, and on the other hartd WCC
orithm in terms of the number of cluster-healanges.

achieve these goals, we used NS-2 simulator {@5]
implement ESAC algorithm. Moreover, since the miopik
considered, we chosen Random WayPoint model (R2AR) [
with zero pause time (continuous mobility) to gexterthe
scenarios of the nodes mobility. In model RWP, eactie
chooses its direction and its displacement spet afery
fixed interval of time.

In this section, at the beginning we evaluatedaerage
number of clusters formed with varying transmissiange
in networks with various sizes. Then, we estimatkd
average number of clusters formed according tespeed in
the networks wherein the nodes move slowly as wsdh
wherein the nodes move with a high speed. For that,
considered a network topology where the sensor s\ade
laced randomly on an area of sif@0mx100mby using a
uniform distribution  function, we set the node’s
communication radio to 25 m, and we assumed thaCMA
layer behavior has not been taken into accountaspifk.
1packet collisions do not occur in the simulation.

The simulations are carried out during 120s and the
verage values are calculated after each secoifier this
time, ESAC algorithm allots randomly different eger
levels to the various nodes and triggers clustedise
election process again. We adopted several contexdarry
out simulations according to the models used tduava the
protocols, which we have chosen to compare thenm wit
ESAC performance.

At the beginning, to evaluate ESAC in terms of ager
number of clusters formed, we performed simulatiosing
two distinct values for thresholdThreshy,,.~=50 and
Threshyp.=30 and a fixed value thresholthreshgye~10.
For that, we performed ESAC with network size 58, &d
100. In this model, the nodes move with a speedjingn
between 0 and 10 (m/s).
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vs. transmissiange. Fig. 6(a) and Fig. 6(b) respectively illustrate tneerage

Fig. 5(a) and Fig. 5(b) show that the proposed @agr number of clusters formed in a network containiGgnddes
allows the formation of a rather reduced numbeclo$ters that move slowly, and in a network that contain§ 20des
in both cases. Indeed, with networks respectivelytaining moving with high speed. We observe that ESAC atgori
50, 75 and 100 sensor nodes, ECSA 30 and ECSA_generates less clusters than WCAaoth considerednodels,
respectively generate 3,5 and 2.5 clusters when tR& their average number show a low variation irueal
transmission range is equal to 50 m. Furthermore, we notice that ESAC performance othpes

In the second context, to compare ESAC with WCA, whose of WCA [8] and the algorithm proposed by @ehd
used the same model presented in [8]. In additiva, Lin [19], and shows similar behavior to the algamit
performed simulations using two distinct valuestfmeshold Proposed by Lin and Chu [18]. This may be due te th

Threshype=10 and Threshy,e=15 and a fixed value execution of the second phase of our algorithm khic
thresholdThreshg,e=5. permits to affiliate the nodes belonging to thestdus which

have a size lower tharhreshqwer to the nearest clusters.
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Moreover, ESAC creates balanced clusters with abeum
of nodes facilitating their management and whosenbegs

a are at most two hops from their corresponding eluseads.
1 | —%—LcCalzorithm ey Simulation results show that ESAC provides better
60 4 | —E—ESAC 10 / Ry performance than WCA, the algorithm proposed byl&er
| [ =Bacas _ \%\K\ and Tsai and that proposed by Lin and Gerla in $epfrthe
2 5y average number of formed clusters. Furthermore, it
g outperforms LLC algorithm in terms of number of stier-
z i heads changes.
§40 T With these observations and results obtained, ESAC
E . : algorithm can be promising to maximize lifetime atw
530 i / minimize broadcast overhead in WSNs. Therefore, its
E | Y, evaluation could be the subject of future work.
b/
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