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Abstract—Wireless sensor networks (WSNs) consist of a large 

amount of tiny sensor nodes. Hence a hierarchical cluster-based 
structure can be used to deal the self-organization issues of large 
networks. This cluster-based organization can prolong network 
lifetime and reduce the broadcast overhead. In this paper, we 
propose an Efficient Self-Organization Algorithm for Clustering 
(ESAC), which uses a weight-based criterion for cluster-head’s 
election. This weight relies on the combination of the k-density, 
residual energy and mobility. In ESAC, the node that has the 
greatest weight in its 2-hop neighborhood is chosen as cluster-
head for a fixed service time TimeService. Furthermore, ESAC 
enables to generate a low number of stable and balanced 
clusters. Simulation results show that ESAC provides better 
results when compared with WCA (Weight Clustering 
Algorithm), and with the algorithms proposed respectively by 
Lin et al. and Chu et al. in terms of the number of  clusters 
formed. Besides, when we compared ESAC to LCC (Least 
Cluster-head Changes) with lowest ID algorithm, it provides 
good results in terms of the number of cluster-heads changes. 
 
Keywords—Cluster-based algorithm, k-density, Self-
organization, Residual energy, Wireless Sensor Networks. 
 

I. INTRODUCTION 

SNs may be composed of a large number of small 
individual sensor nodes, which are randomly deployed 

in an interest area, and collaborate with each other to form a 
sensor network capable of reporting the phenomenon to a 
data collection point called sink or base station [1]. 
Nevertheless, they present some constraints such as low 
storage and processing power, limited battery lifetime, and 
short radio ranges. Furthermore, the networked sensors have 
many potential civil and military applications i.e., they can 
be utilized for object tracking, intrusion detection, habitat 
and other environmental monitoring, disaster recovery, 
hazard and structural monitoring, traffic control, inventory 
management in factory environment and health related 
applications etc. [11,13]. 

Information gathering in WSNs can follow different 
patterns, depending mostly on the specific needs of the 
applications. In a time-driven scenario, all sensors send data 
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periodically to the sink. As opposed to this, in the event-
driven case, sensors communicate with the sink only if a 
sensor node sense a particular event, i.e., a situation that is 
worth reporting, and in a query-driven scenario, a sensor 
transmits its collected data to the base station only in the case 
where if this latter requests it. Finally, in a dissemination-
driven scenario, the base station consults or updates the 
overall sensor nodes of the network. Thus, to carry out 
information gathering while reducing the overall energy 
consumption in the network and the broadcast overhead, it is 
suitable to design an efficient scheme that is able to self-
organize dynamically the network. One promising approach 
is to use clustering process, which has been considered as an 
efficient approach to mimic the operation of the centralised 
infrastructure. Therefore, we should involve determining 
factors in the calculation of node’s weight to generate a 
reduced number of stable and balanced clusters with a 
bounded number of sensor nodes, and whose their members 
are at an adequate distance from their corresponding cluster-
head. 

Previous clustering schemes differ on the criterion for the 
cluster-head election, which are either based on  the lowest  
(or highest) ID among all unassigned nodes, or based on the 
maximum node degree [15], or based on the mobility [4], or 
based on some generic weight [8] wherein the node with 
greatest weight will be selected as cluster-head. The 
computation of the node’s weight takes into account various 
parameters such as node degree, mobility, and residual 
energy.   

All of the above characteristics and constraints make the 
design of an efficient scheme for better management of 
WSNs a real challenge. In response to this challenge, we 
propose in this paper an Efficient Self-Organization 
Algorithm for Clustering (ESAC), which consists of 
grouping sensor nodes into a set of disjoint clusters. Each 
cluster has a designated leader called cluster-head, which is 
the node with greatest weight among its 2-hop not affiliated 
neighbors.  The weight of each node is based on the 
combination of the following parameters: the 2-density of the 
node, residual energy, and node’s mobility. Furthermore, the 
size of clusters is bounded by two values ThreshLower and 
ThreshUpper, which respectively represent the minimal and 
maximal number of sensor nodes that a cluster can contain. 
Besides, inside a cluster, each sensor node is at most two 
hops from its corresponding cluster-head contrary to the 
distributed algorithm  Low-Energy Adaptive Clustering 
Hierarchy (LEACH) [16,17], which allows only single-hop 
clusters to be constructed. 
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Since cluster members do not transmit their gathered data 
directly to the sink, but only to their respective cluster-head. 
Accordingly, the cluster-head should be responsible for 
coordination among the cluster members, aggregation of 
their data, and transmission of the aggregated data to the 
sink, directly or via multi-hop transmission mode. Thus, 
cluster-heads support a heavy load. 

In WSNs, clustering algorithm would avoid a fixed 
cluster-head election scheme, because this latter with 
constrained energy may drain its battery power rapidly due to 
its heavy utilization, what causes bottleneck failures in its 
cluster, and thereafter triggers the cluster-head election 
process. Therefore, we foresaw in ESAC that the cluster-
head election process will be carried out periodically after 
each service time TimeService to balance the load between the 
nodes. 

We aimed with ESAC algorithm to generate a low number 
of stable and balanced clusters, while guaranteeing a long 
sensor lifetime and efficiently maintain these clusters. Hence, 
once the network is divided into smaller logically disjoint 
clusters, it will be easy to carry out the cluster maintenance 
process, which relates the admission of new sensor nodes 
inside a cluster or the departure of the sensor nodes from it 
either by migration to other clusters or by exhaustion of their 
battery power. 

Finally, ESAC algorithm was simulated and compared on 
the one hand with WCA [8], and those proposed respectively 
by Lin et al. [19] and Chu et al. [18] in terms of the number 
of clusters formed, and the other hand to LCC[10] in terms of 
the number of cluster-heads changes. 

The remainder of this paper is organized as follows. In 
Section 2, we provide preliminaries necessary for describing 
our scheme. Section 3 reviews several cluster-based 
algorithms proposed previously. In Section 4, we present our 
new weighted algorithm, and Section 5 presents the 
performance analysis of the proposed algorithm. Finally, 
Section 6 concludes our paper by pointing out some possible 
future research directions. 

II. PRELIMINAIRES 

Before heading into the technical details of our 
contribution, we first give some definitions and notations that 
will be used in our paper later.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

A wireless sensor network is abstracted as an undirected 
graph G=(V,E), called a connectivity graph, where V 
represents the set of wireless nodes and E⊆V2 is the set of 
edges that gives the available communications : an edge 
e=(u,v) belongs to E if and only if the node u is physically 
able to transmit messages to v and vice versa. Each sensor 
node u∈V is assigned a unique value to be used as an 
identifier, so that the identifier of u is denoted by NodeId(u)

 and all links in the graph are bidirectional. The set of 
neighbors of a node u is represented by N1(u) where 
N1(u)={v∈V/v≠u ∧ (u,v)∈E}. The size of this set is known as 
the degree of u, denoted by δ(u). The set of two-hop nodes of 
node u i.e. the nodes which are the neighbors of node u's 
neighbors except for the nodes that are the neighbors of node 
u, is represented by N2(u) as follows:  
N2(u) = {w∈V/(v,w)∈E where w≠u ∧ w∈N1(u) ∧ (u,v)∈E}. 
The combined set of one-hop and two-hop neighbors of u is 
denoted as N12 (u)  wherein N12(u)=N1(u)∪N2(u). In a general 
manner, the set of k-hop neighbors of a node u is represented 
by Nk(u)={v∈V/v≠u ∧ d(u,v)≤ k} and its closet set of k-hop 
neighbors is denoted by  Nk[u]  where Nk[u]=  Nk[u] ∪{u}. 
Here, d(u,v) represents the minimal distance in number of 
hops from u to v. The size of Nk(u)  is known as the k-degree 
of u. 

The k-density of a node u represents the ratio between the 
number of links in its k-hop neighborhood (links between u 
and its neighbors and links between two k-hop neighbors of 
u) and the k-degree of u; formally, it is represented by the 
following formula:  

( )
( ) [ ]

( )uN
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However, we are interested only in calculation of the 2-
density nodes not to weaken ESAC algorithm of its 
performance. Hence, the previous formula results from it: 
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Fig. 1 and Table I illustrate an example of the 2-density 
calculation. 

 
 
 
 
 
 
 
 

 

Fig. 1. Example of an abstracted network 
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TABLE I 
CALCULATION  OF THE 2-DENSITY 

Node a b c d e f g h i j k l m n 

1-density 1,60 1 1,66 1,33 1,33 1,33 1 1 1 1,25 1,66 1,66 1,33 1,75 

2-density 1,55 1,50 1,40 1,40 1,37 1,60 1 1,25 1,40 1,50 1,75 1,60 1,44 1,57 
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In this paper, we assume that all sensor nodes are given in 
a two dimensional space and we measure the distance 
between two nodes u and v in terms of number of hops, 
which is simply the minimum number of edges that a 
message has to cross from u to v. Each sensor node has an 
omni-directional antenna what allows for a single 
transmission of it can be received by all nodes within its 
vicinity and we consider that the nodes are almost stable in a 
reasonable period of time during the execution of the 
clustering process.  We also assume that each sensor node 
has a generic weight and it is able to evaluate it. Besides this 
weight represents the fitness of each node to be a cluster-
head and the higher weight means the higher priority. 

III.  RELATED WORK 

In the recent years, several cluster-based algorithms are 
proposed in the literature [2,3,8,9,15,16,19,20,23,24]. These 
algorithms considered different weights as a priority criterion 
to elect whether a node will be a cluster-head. However, 
most of these proposed weighted clustering algorithms 
applied the simple greedy algorithms where the nodes with 
highest weight become cluster-heads. For example, 
Chatterjee et al. [8] considered a combined weight metric for 
their clustering algorithm, which takes into account several 
parameters such as node’s degree, transmission power, 
mobility and the battery power of the node. As the node that 
has the greatest weight among its neighbors is elected as 
cluster-head.  

In [16], authors propose LEACH, which is a distributed, 
single hop clustering algorithm for homogeneous WSNs. In 
LEACH, cluster-head role is periodically rotated among the 
sensor nodes to evenly distribute energy dissipation.   
Moreover, since LEACH allows only single hop clusters to 
be constructed, it may generate a high number of clusters. 
Therefore, it results an increase of the overhead for the inter-
cluster communications. In [20,21], the authors proposed an 
enhanced version of LEACH wherein the cluster members 
can be to more a hop from their corresponding cluster-head 
and communicate with it in multi-hop mode. Nevertheless, 
this strategy requires that each sensor node is capable to 
aggregate data, what increases the overhead for all the nodes. 
Therefore, to improve the performance of this strategy, in 
[23] the authors use heterogeneous sensor nodes instead of 
using homogeneous sensor nodes, where two types of sensor 
nodes are deployed: super sensor nodes and basic sensor 
nodes. The super sensor nodes have more capabilities on 
processing and communication, and act as cluster-heads, 
whereas the basic sensor nodes are simple with limited 
power, affiliate to their corresponding cluster-head and 
communicate with them via multi-hop mode.  

Gerla and Tsai [15] studied two algorithms, the first rely 
on lowest ID and the second on highest node’s degree. Since 
the change of the topology provokes the change of the nodes’ 
degree, there is a strong probability that a cluster-head may 
give up its statute once that the topology changes. Therefore, 
the process of the clusters rebuilding will be triggered to 
structure the network again. Furthermore, the lowest ID 
algorithm always promotes the nodes with low ID to become 
cluster-heads and probably for a long time. Therefore, these 

nodes exhaust rapidly their battery power what causes a 
bottleneck in the cluster. We notice that in both algorithms, 
the clustering process does not guarantee the stability of the 
clusters because the cluster-head relinquishes its statute as 
and when another prospective (lowest ID/highest degree) 
node joins the cluster or the topology of the network changes. 
In our algorithm, the cluster-head keeps its statute until either 
it leaves the cluster or the service time TimeService is expired 
for its cluster-heads’ role.   

Lin and Gerla [19] have proposed an improved version of 
the lowest ID algorithm by using a distributed technique with 
a limited number of hops in the cluster as constraint. In this 
proposed version, the nodes communicate with each other in 
at most two hops inside a cluster. That may generate an 
important number of clusters with a reduce number of nodes 
or the clusters with an important size in the case of the dense 
networks. Hence, their management may become very 
difficult. Furthermore, when the number of nodes increases, 
a gradual degradation in WSNs performance is observed. 
This anomaly occurred because this algorithm does not put 
any restriction on the clusters size whereas with a limited 
number of nodes inside a cluster, it will be easy to manage 
the intra-cluster communications. Thus, it seems that 
additional procedures for merging or rearranging clusters 
may be desirable to deal the compromise between the 
generation of a great number of clusters with a reduced 
number of nodes and the generation of a small number of 
clusters with an important number of nodes. Hence, we have 
proposed a cluster maintenance scheme that has tackled this 
problem by using merging of clusters based on a threshold 
size in terms of the number of the nodes per cluster. 

On the other hand, Chen and al. [9] have combined 
Highest-Degree and Lowest-ID approaches for the cluster-
heads election process, wherein Highest-Degree is 
considered as a primary criterion and in case of tie lower ID 
as a secondary criterion. Moreover, in the generated clusters 
by their approach, all nodes are at a distance of at most k 
hops from the cluster-head. In another work, Chen et al. 
proposed an unified cluster-based scheme for wireless 
networks, in which each node has a weight, which takes into 
account suitability of each node for the cluster-head role, 
speed, degree, power, and energy left. Nevertheless, this 
proposed scheme enables to generate 1-hop and 2-hop 
clusters without taking into account the cluster size. 
However, in our algorithm, we restrict both the diameter and 
the size of the cluster. 

WCA [8] considers the node’s degree, transmission power, 
mobility, and battery usage in electing cluster-heads. It limits 
the size of the formed clusters so that the cluster-heads can 
support the load without causing degradation in performance. 
Although WCA has proved better performance than all the 
previous algorithms, it presents a drawback in knowing the 
weights of all nodes before starting the clustering process. 
Therefore, it results that the overhead induced by WCA is 
very high, as well as it can cause the energy draining of the 
cluster-head rapidly if this latter may keep its statute for a 
long time. These limitations prove that WCA is only suitable 
for small networks. 

The Distributed and Mobility Clustering Algorithm 
(DMCA) [2] uses generic weights associated to the nodes 
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and elects the node that has highest weight among its one-
hop neighbors as cluster-head. It involves the node mobility 
during or after the clustering set-up phase. As it is proven in 
[6], DMCA is suitable for the networks in which the nodes 
are static or moving at a very low speed but its performance 
degrades considerably with the greatly mobile networks. For 
that reason, Basagni [3] has proposed an extended version of 
DMCA algorithm, called Generalized Distributed and 
Mobility-Adaptive Clustering Algorithm (DMAC) to deal the 
DMCA limitations. It implies that, when, due to mobility of 
the nodes, two or more cluster-heads become neighbors, 
none has to resign. Thus, it results that the clustering 
management with GDMAC requires less overhead than the 
one with DMAC in highly mobile environment. GDMAC 
algorithm is analyzed in [5], with respect to their 
convergence time and message complexity. Moreover, all of 
the above algorithms (WCA, DCA, DMAC, GDMAC) 
generate one-hop clusters, and have a complexity of O(N). 
This allows them to be suitable only for networks with a 
restricted number of nodes. 

K-clustering [14] enables to create non-overlapping 
clusters wherein the cluster diameter is at most K hops 
without taking into account their size. This may lead to 
generate the clusters having a large number of sensor nodes 
and thereafter complicate their management. The main 
purpose of this strategy is to support only partial information 
of network topology. However, its main disadvantage that it 
can generate no balanced clusters since there is no 
relationships between the diameter of the cluster and its size. 
Similarly, the clustering technique proposed by Lin and Chu 
[18] uses hop distance as parameter to control the cluster 
structure during their formation. In this technique, a 
randomize node takes the cluster-head role and the distance 
between it and each cluster member is within a 
predetermined maximum number of hops. However, 
restricting the number of hops does not restrict the number of 
nodes in the clusters. Thus, this technique can lead to the 
formation of the clusters with a large number of nodes as in 
K-clustering strategy. Therefore, it leads to the similar 
problems of K-clustering discussed earlier. 

Our algorithm should coordinate between the size of the 
clusters and their diameter to generate balanced clusters. 
Hence, we used two thresholds ThreshLower and ThreshUpper to 
control the size of generated clusters, as well as we fixed the 
distance between the cluster members and their 
corresponding cluster-head at most two hops. In K-clustering 
only the root of the sub-tree knows which belongs to the 
cluster, the other nodes of the sub-tree are unaware of their 
cluster members. However, in our algorithm, all nodes are 
aware of the cluster to which they belong. 

IV. OUR CONTRIBUTION 

As stated above, a WSN consists of a large amount of 
individual sensor nodes. Therefore, it is essential that the 
network be able to self-organize. Moreover, the development 
of an effective algorithm for the clustering will be beneficial 
to obtain better performance. Hence, we used determining 
parameters for the cluster-head election, which permit to 
create stable and balanced clusters. 

A. Cluster formation 

In this section, we propose a new weight-based clustering 
algorithm, which consists of grouping sensor nodes into a set 
of disjoint clusters, hence giving at the network a hierarchical 
organization. Each cluster has a cluster-head that is elected 
among its 2-hop neighborhood according to their weights. 
The weight of each sensor node is a combination of the 
following parameters k-density, residual energy and mobility 
as illustrated by the formula:  

 
 

 
 
Moreover the sum of the factors (α,β,γ)  is equal to 1 and 

the coefficient of each parameter can be chosen depending on 
the application. For example, if we aim to generate stable 
clusters, we will assign to α an important value relatively to 
the other factors, whereas in low mobility environment, we 
can privilege the residual energy of a node, thus factor γ can 
be chosen smaller. Therefore, we attribute adequate values to 
the different coefficients in the purpose to generate stable 
clusters and guarantee a long network lifetime. 

In our context, we grant to the cluster-head the 
responsibility to coordinate among the cluster members, 
aggregate their data and transmit them to the sink, directly or 
via multi-hop transmission mode. Accordingly, cluster 
members do not transmit their gathered data directly to the 
sink, but only to their corresponding cluster-head. In spite of 
this heavy load supported by the cluster-head, we find 
several cluster-based algorithms such as WCA scheme uses 
the cumulative time for cluster-head’s role. However, that 
can exhaust rapidly its battery power and thereafter degrade 
considerably network performance. Hence, we proposed to 
set up periodically cluster-head election process. This 
strategy enables to prolong the lifetime of sensor nodes while 
forcing them to relinquish cluster-head role after the end of 
service time for playing this role. 

In this paper, we aimed to design a cluster-based network 
architecture, wherein cluster formation takes into account the 
following constraints: each cluster has a size ranging 
between two thresholds ThreshUpper 

and ThreshLower except in 
certain case its value can be lower than ThreshLower, and in 
which cluster members are at most 2-hops from their 
respective cluster-head. If during set-up phase, there was 
formation of clusters whose size is lower than ThreshLower, 
then re-affiliation process will be triggered. Furthermore, a 
cluster-head could be able to manage its cluster members, to 
accept or refuse adhesion of new arrivals based on its 
capacity without perturbing the functionality of the other 
cluster members.  

In the proposed strategy, each node u is identified by a state 
vector: (NodeId, NodeCH, Weight, Hop, Size, 
ThreshLower,ThreshUpper) where NodeId is the identifier of 
sensor node, NodeCH 

represents the identifier of its cluster-
head, in particular if this node is a cluster-head then its 
identifier is assigned to NodeCH, Hop indicates the number of 
hops separating it from its respective cluster-head, and Size 

( )
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represents cluster size to which it belongs. Moreover, each 
node is responsible to maintain a table called "TableCluster" wherein the information of the local members cluster is 
stored. The format of this table is defined as 
TableCluster(NodeId, NodeCH, Weight). Sensor nodes could 
coordinate and collaborate between each other to construct 
and update the above stated table by using Hello message. 
Furthermore each cluster-head maintains another cluster-
head information table so called "TableCH" in which the 
information about the other cluster-heads is stored. The 
format of these tables is represented and TableCH(NodeCH, 
Weight).  These tables contain the state vector of the nodes, 
which should be periodically exchanged either between 
cluster-heads or between each cluster-head and its cluster 
members to construct or update "TableCluster" and "TableCH" 
respectively. The weight of each node is periodically 
calculated and exchanged among its 2-hop neighborhood to 
choose the node being appropriate to be a cluster-head. 

In our approach, we tried to organize the sensor nodes into 
clusters by affiliating each sensor node to the nearest cluster-
head from it. We used Hello messages for cluster formation 
in order to avoid the broadcast overhead and not degrade 
algorithm of its performance. Hence, at the beginning each 
sensor node calculates its weight and generates a Hello 
message, which includes two extra fields addition to other 
regular contents: weight and NodeCH, where NodeCH  is set to 
zero. Furthermore, clustering process is performed in two 
consecutive phases as well as the clusters are formed the 
ones after the others. 

 
1) The first phase 

Cluster-head election process proceeds in the following 
way as illustrated by Fig.2. Initially, a random node initiates 
clustering process while broadcasting a Hello message to its 
N12(u) neighbors. Then, node that has greatest weight among 
its N12[u]  neighbors will be elected as cluster-head (CH). 
This latter updates its state vector by assigning to  NodeCH the 
value of its identifier (NodeId), sets respectively Hop value 
and Size value with 0 and 1. After that, it broadcasts 
advertisement message ADV_CH including its state vector to 
its 2-hop neighborhood to request them to join it. Each node 
belonging to N1(NodeCH) whose NodeCH  value is equal to 
zero i.e. does not belong to any cluster and its weight is 
lower than CH’s weight, transmits REQ_JOIN message to 
CH to join it. Corresponding cluster-head checks if size of its 
own cluster does not reach ThreshUpper   i.e. Size value is 
lower than ThreshUpper, it transmits ACCEPT_CH message to 
this node otherwise it simply drops the message of affiliation 
demand. Thereafter, CH increments its Size and the affiliated 
node sets Hop value with 1 and NodeCH with NodeCH of its 
corresponding cluster-head, then it broadcasts received 
message again with the same transmission power to its 
neighbors. Similarly, each sensor node belonging to 
N2(NodeCH), which is not affiliated to any cluster as its 
weight is lower than that of CH, transmits REQ_JOIN 
message to corresponding CH. In the same way, CH checks 
if its Size value is always less than ThreshUpper, so yes it 
updates its state vector; otherwise it drops message of 
affiliation demand. Finally, when no more Hello messages 

are broadcasted in the network, each sensor node will know 
which cluster it belongs to and which sensor node is its 
cluster-head. Clustering process will end after a fixed interval 
of time, which should be long enough to guarantee that every 
sensor can find its nearest cluster-head. Fig.3 illustrates the 
pseudo-code of the set-up phase. 

 

 

 

 

 

 

 

 
2) The second phase  

 
During the first phase, it may not be possible for all 

clusters to reach ThreshUpper 
threshold. Hence, we tried to 

reduce the number of clusters formed during this second 

Pseudo-code of set-up phase 
 
1: Assign values to α, β and γ; 
2 : Initialize (TimeCluster) 

  /* Initialize the state vector of all nodes 
3: For each Node u∈G  do 
         NodeId; /* Identifier of the node   
 NodeCH=0 
         Size=0 
         Hop=0 

    
End for 

 /* each node computes its weights according to its   
      /* 2-density and residual energy.  
4: For each Node u∈G do 
      Weight(u)=α*P2-density+β*PRes-Energy 

5: Repeat 
   /* a random node u broadcasts a Hello message to N12(u)  
6: Broadcast Hello message by u; 
    /* Choose node that has greatest weight among  N12[u]     
     /* nodes as cluster-head 
7: Choose  v∈N12[u]  : 
      Weight(v)=Max(Weight(w) | w∈ N12[u]) 

     
/* Update CH’s state vector 

8: Update_CH_State(); 
        CH->NodeCH=CH->NodeId 

        CH->Size=1
 

 CH->Hop=0 

9: Send periodically ADV_CH message by CH to N12[u]
  10: Initialize (TimeCH) 

11:  Repeat  
12: if (REQ_JOIN  is received from u∈N12[CH] )  
13: Send ACCEPT_CH to u 
14: Perform Affiliation Procedure by CH 
              CH->Size=CH->Size+1  
15: Perform Adhesion procedure by u 
              u->NodeCH=CH->NodeCH 

      
if (u∈N1[CH])    u->Hop=1       

              
else u->Hop=2

 16:    Update (TableCluster); 
         End if  
17: Until (CH->Size=ThreshUpper) Expired(TimeCH) 
18: Until Expired(TimeCluster) 

Fig. 3. Pseudo-code of set-up phase 

CH u 

ADV_CH  message 

REQ_JOIN  message 

ACCEPT_CH  message 

Fig. 2.  Node u joins a cluster 
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phase. For that, we proposed to re-affiliate the nodes 
belonging to clusters that have not attained cluster size 
ThreshLower 

  to clusters that did not reach cluster size 
ThreshUpper. 

Since there is no constraint relating to the generation of 
clusters having a number of nodes lower than ThreshLower during the execution of first phase, it is possible that there is 
creation of this type of clusters during this phase. For that, 
we proposed this second phase in order to reorganize the 
clusters, reduce their number and thereafter obtain balanced 
and homogeneous clusters.  

The execution of the second phase proceeds in the 
following way. Cluster-heads that belong to clusters whose 
size is strictly lower than ThreshUpper, broadcast a new 
message called RE-AFF_CH to re-affiliate nodes belonging 
to the small clusters to them.  Then, each node that receives 
this message and belongs to a small cluster, should re-
affiliate to the nearest cluster-head whose weight is greater 
than its, and the size of its own cluster does not always reach 
ThreshUpper 

threshold. 
After the unfolding of our algorithm, we obtain balanced 

and stable clusters considering that we have involved k-
density and residual energy to structure network in clusters. 
Moreover, ESAC avoids a fixed cluster-head election not to 
exhaust its battery power quickly due to its heavy utilization. 
Hence, cluster-head election process is carried out 
periodically after each service time TimeService. Therefore, 
weight of each node is periodically calculated in order to 
illustrate the suitability of a node for playing cluster-head’s 
role. We note that ESAC enables to generate clusters whose 
size does not reach ThreshUpper 

and their members are at most 
two hops from their corresponding cluster-head. Fig.4 
represents the pseudo-code of re-affiliation phase. 

 

B. Cluster maintenance  

In our approach, cluster maintenance process should be 
triggered in the case where a cluster loses its cluster-head 
when this latter exhausts its battery power. Moreover, 
cluster-head’s re-election process only concerns the cluster 
that lost its cluster-head and the future cluster-head would be 
chosen among the members of this cluster. We adopted this 
solution not to weaken our algorithm of its performance and 
avoid chain reactions that can occur during the launching of 
clustering process. 

Cluster maintenance process is performed similarly as the 
set-up phase wherein a random node among the members 
cluster initiates the clustering process. 

V. SIMULATIONS 

In our experiments, we conducted extensive simulations to 
evaluate ESAC algorithm performance and compare it on the 
one hand with WCA algorithm, and those proposed 
respectively by Lin et al. and Chu et al. in terms of the 
number of clusters formed, and on the other hand with LCC 
algorithm in terms of the number of cluster-heads changes. 
To achieve these goals, we used NS-2 simulator [25] to 
implement ESAC algorithm. Moreover, since the mobility is 
considered, we chosen Random WayPoint model (RWP) [22] 
with zero pause time (continuous mobility) to generate the 
scenarios of the nodes mobility. In model RWP, each node 
chooses its direction and its displacement speed after every 
fixed interval of time.  

In this section, at the beginning we evaluated the average 
number of clusters formed with varying transmission range 
in networks with various sizes. Then, we estimated the 
average number of clusters formed according to the speed in 
the networks wherein the nodes move slowly as in those 
wherein the nodes move with a high speed. For that, we 
considered a network topology where the sensor nodes are 
placed randomly on an area of size 100m×100m by using a 
uniform distribution function, we set the node’s 
communication radio to 25 m, and we assumed that MAC 
layer behavior has not been taken into account so far, i.e. 
packet collisions do not occur in the simulation.  

The simulations are carried out during 120s and the 
average values are calculated after each second.   After this 
time, ESAC algorithm allots randomly different energy 
levels to the various nodes and triggers cluster-head’s 
election process again. We adopted several contexts to carry 
out simulations according to the models used to evaluate the 
protocols, which we have chosen to compare them with 
ESAC performance.  

At the beginning, to evaluate ESAC in terms of average 
number of clusters formed, we performed simulations using 
two distinct values for threshold ThreshUpper=50 and 
ThreshUpper=30 and a fixed value threshold ThreshLower=10. 
For that, we performed ESAC with network size 50, 75, and 
100. In this model, the nodes move with a speed ranging 
between 0 and 10 (m/s). 

 

Pseudo-code of re-affiliation phase 
 
1: if (|Cluster| < ThreshUpper)  
2:   Send Re-AFF_CH

 
 message by CH 

 3:   if ( Re-AFF_CH
 
 is received from u∈N12[CH] )   

          /* u belongs to a cluster whose size is lower than      
          /* ThreshLower     
4:        Send ACCEPT_Re-AFF

 
 message by CH

 5:        Update u’s state vector 
              u->NodeCH=CH->NodeCH

 

              
if (u∈N1[CH])     u->Hop=1

 
               

else u->Hop=2 
6:        Update CH’s state vector    
               CH->Size=CH->Size+1 
7:        Update (TableCluster); 

Fig. 4.  Pseudo-code of re-affiliation phase 
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Fig. 5(a) and Fig. 5(b) show that the proposed approach 

allows the formation of a rather reduced number of clusters 
in both cases. Indeed, with networks respectively containing 
50, 75 and 100 sensor nodes, ECSA_30 and ECSA_50 
respectively generate 3,5 and 2.5 clusters when the 
transmission range is equal to 50 m. 

In the second context, to compare ESAC with WCA, we 
used the same model presented in [8]. In addition, we 
performed simulations using two distinct values for threshold 
ThreshUpper=10 and ThreshUpper=15 and a fixed value 
threshold ThreshLower=5. 

 

 

 
 

Fig. 6(a) and Fig. 6(b) respectively illustrate the average 
number of clusters formed in a network containing 40 nodes 
that move slowly, and in a network that contains 200 nodes 
moving with high speed. We observe that ESAC algorithm 
generates less clusters than WCA in both considered models, 
as their average number show a low variation in value. 
Furthermore, we notice that ESAC performance outperforms 
those of WCA [8] and the algorithm proposed by Gerla and 
Lin [19], and shows similar behavior to the algorithm 
proposed by Lin and Chu [18]. This may be due to the 
execution of the second phase of our algorithm which 
permits to affiliate the nodes belonging to the clusters which 
have a size lower than ThreshLower to the nearest clusters.  

 

     Fig. 5(a). Average number of clusters formed 
                                    vs. transmission range. 

     Fig. 5(b). Average number of clusters formed 
                                    vs. transmission range. 

    Fig. 6(a). Average number of clusters formed vs. speed  

    Fig. 6(b). Average number of clusters formed vs. speed  
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Fig. 7 shows and compares the average number of cluster-

heads changes when we apply algorithms LCC and ESAC. 
We notice that with LCC algorithm the cluster-heads give up 
their statute when node’s speed increases. This is due on the 
one hand to the frequent changes of affiliation clusters by the 
nodes and on the other hand when two cluster-heads become 
neighbors, then the cluster-head with higher node ID would 
relinquish its cluster-head’s role. However, in ESAC the 
cluster-heads changes are not frequent because the re-
election of a new cluster-head before the end of the service 
time TimeService is done only either when a cluster-head leaves 
its own cluster or it exhausts its battery power. Besides, the 
future cluster-head will be elected among cluster members. It 
is suitable that a cluster-head keeps its statute for a long time 
because the frequent changes of cluster-head may negatively 
affect the performance of the clustering algorithm.  

VI. CONCLUSION AND FUTURE WORK 

In this paper, we proposed an Efficient Self-Organization 
Clustering Algorithm for Clustering (ESAC) based on the 
weighting parameters k-density, residual energy and node 
mobility for cluster-heads’ election, which enables to 
generate an low number of stable and balanced clusters, 
minimize the chain reactions for the rebuilding of the 
clusters. Furthermore, ESAC algorithm avoids a fixed 
cluster-head election not to drain its battery rapidly due to its 
heavy utilization contrary to several clustering algorithms. 
Hence, ESAC periodically carries out cluster-head election 
process to choose the node that has greatest weight in its 2-
hops neighborhood as cluster-head. Therefore, ESAC 
algorithm permits to prolong the sensor lifetime by 
relinquishing cluster-head role once the service time 
TimeService for playing this role is expired. 

Moreover, ESAC creates balanced clusters with a number 
of nodes facilitating their management and whose members 
are at most two hops from their corresponding cluster-heads. 
Simulation results show that ESAC provides better 
performance than WCA, the algorithm proposed by Gerla 
and Tsai and that proposed by Lin and Gerla in terms of the 
average number of formed clusters. Furthermore, it 
outperforms LLC algorithm in terms of number of cluster-
heads changes.  

With these observations and results obtained, ESAC 
algorithm can be promising to maximize lifetime and to 
minimize broadcast overhead in WSNs. Therefore, its 
evaluation could be the subject of future work. 
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