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Abstract

Image obfuscation techniques (e.g., pixelation, blurring and masking,...)
have been developed to protect sensitive information in images (e.g.
individuals’ faces). In a previous work, we designed a recommenda-
tion framework that evaluates the robustness of image obfuscation
techniques and recommends the most resilient obfuscation against
Deep-Learning assisted attacks. In this paper, we extend the frame-
work due to two main reasons. First, to the best of our knowledge
there is not a standardized evaluation methodology nor a defined
model for adversaries when evaluating the robustness of image obfus-
cation and more specifically face obfuscation techniques. Therefore,
we adapt a three-components adversary model (goal, knowledge and
capabilities) to our application domain (i.e., facial features obfusca-
tions) and embed it in our framework. Second, considering several
attacking scenarios is vital when evaluating the robustness of image
obfuscation techniques. Hence, we define three threat levels and explore
new aspects of an adversary and its capabilities by extending the
background knowledge to include the obfuscation technique along
with its hyper-parameters and the identities of the target individuals.
We conduct three sets of experiments on a publicly available celebrity
faces dataset. Throughout the first experiment, we implement and
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evaluate the recommendation framework by considering four adver-
saries attacking obfuscation techniques (e.g. pixelating, Gaussian/mo-
tion blur and masking) via restoration-based attacks. Throughout the
second and third experiments, we demonstrate how the adversary’s
attacking capabilities (recognition-based and Restoration & Recogni-
tion-based attacks) scale with its background knowledge and how it
increases the potential risk of breaching the identities of blurred faces.

Keywords: Face obfuscation, Deep learning-assisted attacks, adversary model,
background knowledge, image transformation, privacy-preserving techniques
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1 Introduction

From supply chain optimization to autonomous driving vehicles, manufactur-
ing units and automotive companies are increasingly integrating Computer
Vision (CV) applications to further improve the efficiency and the quality
of their processes and products. These CV applications (e.g. object recogni-
tion [1, 2], object detection [3] and segmentation [4]) rely on learning-based
techniques which require capturing images that might contain Sensitive Infor-
mation (SI) such as individuals faces, workers belongings, or name tags. Due
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to privacy regulations, these companies must guarantee a level of anonymiza-
tion1 that requires “irreversibility preventing identification of the data subject”
by taking into account all the means “reasonably likely to be used” for iden-
tification. In order to preserve these SI, several obfuscation techniques like
pixelation (also known as mosaicking) [5], blurring (Gaussian/motion) [5, 6]
and masking can be used (c.f. Figure 1).

In a nutshell, obfuscation is done by altering/removing features from the
images to hide SI while, at the same time, retaining some visual features to
keep the image suitable for processing. However, these visual features can be
used to identify/reconstruct the obfuscated SI via different attacks that can
be classified as recognition-based [7–9] and restoration-based attacks [10–12].

Fig. 1: Obfuscation techniques left to right , (a) Original clear image, (b)
pixelated image (4x), (c) Gaussian blurred Image, (d) motion blurred and (e)
masking by adding random black pixels [15]

Recognition-based attacks breach the images privacy and anonymity by
training learning-based algorithms to perform recognition tasks on obfuscated
information [7]. Restoration-based attacks de-anonymize privacy-protected
images by trying to restore/reconstruct the clear original features of the obfus-
cated information [10–12]. Last but not least, Restoration & Recognition-based
(R&R) attacks combine both techniques in order to recognize restored fea-
tures of the obfuscated information. Several studies showed that Deep Neural
Networks outperform traditional learning-based approaches for image restora-
tion and recognition tasks [1, 13, 14]. Hence, from a privacy perspective,
these Deep Learning-based (DL) techniques are highly nominated as strong
recognition-based and restoration-based attacks [7, 15–17].

As defined in [18] within the field of security, an adversary refers to an
attacker, often with malicious intents, that undertakes an attack on a secure
system to prevent or disrupt its proper operation. The authors in [18] formal-
ized the adversary as a three-components model having a goal, knowledge

1Throughout the rest of this paper, we will use the terms obfuscation and anonymization
interchangeably.
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and capabilities. Let us consider an adversary who has access to a dataset
of obfuscated faces belonging to certain individuals and its goal is to recover
their identities. On the one hand, the adversary is capable of performing a
recognition-based, a restoration-based or an R&R-based attack in order to
extract the needed information from the anonymized faces. On the other hand,
undertaking these attacks depends heavily on the adversary’s knowledge with
regard to the anonymized dataset, more specifically its background knowledge.
For instance, the adversary should only be aware of the obfuscation technique
employed in the anonymized dataset when performing a restoration-based
attack. Whereas, she/he is capable of performing an identity recognition-based
or an R&R-based attack only when equipped with knowledge related to the
identities present2 in the target anonymized dataset [16].

As stated in a recent review [19], existing obfuscation techniques in the con-
text of images do not come with formal provable privacy guarantees. Hence,
several evaluation frameworks have been proposed in the literature to eval-
uate empirically the obfuscation techniques in the context of images/videos.
Some frameworks rely on human observers [20] whereas others [21–23] employ
quantitative metrics, e.g. structural similarity metrics SSIM [24], recogni-
tion algorithms, etc. As classified by the authors in [19], these evaluations
consider either (i) the efficiency of the privacy enhancement, (ii) the bio-
metric utility preserved after privacy enhancement or (iii) the robustness to
attempts to reverse the obfuscation techniques. In a previous work, we designed
a quantitative recommendation framework that evaluates the robustness of
image obfuscation techniques and recommends the most resilient obfuscation
against DL-assisted attacks [15]. We assumed that the background knowledge
of the adversary comprises the obfuscation technique and its hyperparameters.
Hence, we performed restoration-based attacks. In this work, we extend the
recommendation framework proposed in [15] by:

1. Embedding and adapting the three-components adversary model inspired
from [18] to the context of facial image obfuscation. To the best of our
knowledge and as mentioned in a recent review [19], there is not a stan-
dardized evaluation methodology nor a defined model for adversaries when
evaluating the robustness of image obfuscation [7, 25] and more specifically
face obfuscation techniques [15, 16].

2. Defining several threat levels with regard to the adversary’s background
knowledge which constitutes the obfuscation technique employed, its hyper-
parameters and the identities present in the target dataset (c.f. Table 2).
As stated by the authors in [19], considering several attacking scenarios
and exploring new aspects of the adversary is critical when evaluating the
robustness of image obfuscation techniques.

3. Supporting restoration-based and recognition-based as well as R&R-based
attacks (c.f. Figure 3).

2That possess obfuscated face images



Springer Nature 2021 LATEX template

Evaluating Image Obfuscation under DL-Assisted Privacy Attacks 5

We consider that the adversary’s goal is to recover the identity of the obfus-
cated faces while its capabilities (i.e., restoration-based, recognition-based
or R&R-based attacks) depend heavily on its background knowledge (i.e.,
obfuscation technique and identities present in the target dataset). Inspired by
Shannon’s Maxim3, we defined three threat levels T1, T2 and T3 with regard to
the adversary’s background knowledge (i.e., ”our system”). In T1, we assume
an adversary aware of the obfuscation technique used to obfuscate the tar-
get dataset along with its hyperparameters. In T2, we assume an adversary
aware (i) of the identities present in the target dataset and (ii) of the obfus-
cation technique used along with its hyperparameters. As for T3, we assume
an adversary aware (i) of the identities present in the target dataset and (ii)
of the obfuscation technique used but not of its hyperparameters. We conduct
three sets of experiments on a publicly available celebrity faces dataset [26].
Throughout the first experiment, we implement and evaluate the recommenda-
tion framework by considering four adversaries in T1 against four obfuscation
techniques (e.g. pixelating, Gaussian/motion blur and masking). Throughout
the second experiment, we demonstrate how the adversary’s attacking capabil-
ities vary and scale with its knowledge in T2 and how it increases the potential
risk of breaching the identities of blurred face images. For instance, we re-
identify 692 anonymized individuals out of 854 (81%) when simulating our
strongest adversary in T2. Throughout the third experiment, we study the
possible privacy breaches and the attack range of an adversary in T3 against
face images blurred with different kernels. For instance, we demonstrate that
an adversary has the widest attack range against target datasets blurred with
different blurring kernels when she/he prepares the training dataset of the
recognition-based attacks with a blurring kernel of (37,37).

Table 1: Acronyms

CV Computer Vision
SI Sensitive Information
SR Super Resolution
DL Deep Learning
R&R-based attack Restoration & Recognition-based attack
GAN Generative Adversarial Network
GT Ground-truth image
AN Anonymized image
RC Reconstructed image
BK Background Knowledge

The remainder of this paper is organized as follows. In Section 2, we review
different obfuscation techniques. In Section 3, we extend the recommendation
framework by adapting the adversary model to our application domain and
considering three threat levels. Section 4 evaluates different face obfuscation
techniques via the proposed framework and studies the effect of the background

3”the enemy knows the system”, i.e, “one ought to design systems under the assumption that
the enemy will immediately gain full familiarity with them.”



Springer Nature 2021 LATEX template

6 Evaluating Image Obfuscation under DL-Assisted Privacy Attacks

knowledge on the adversary’s capabilities. In Section 5, we present how our
recommendation framework can be extended to other SI and scaled to include
different adversaries, DL-assisted attacks and evaluation metrics. In Section 6,
we investigate works related to privacy attacks in the context of images and to
evaluation frameworks. Last but least, we conclude by discussing our study’s
limitations and possible future work.

2 Obfuscation Techniques

Numerous obfuscation techniques have been proposed in the literature to
hide/protect SI in images such as (i) the traditional techniques (e.g. pixelat-
ing, blurring, masking), (ii) the k-same methods [27] or (iii) the inpainting
approaches [28, 29]. Nowadays, the majority of social media platforms, news
agencies and publicly available research datasets still use the traditional tech-
niques such as pixelating or blurring: for instance, Google Maps [30] as well as
the large-scale dataset nuScenes [31] published in 2019 for autonomous driving
still employ blurring kernels to obfuscate individuals’ faces/homes or vehicle
plates. Therefore, we focus in this study on the following three obfuscation
techniques: pixelating, blurring and masking.

2.1 Pixelating

Pixelating (a.k.a. mosaicking) is widely adopted as an obfuscation technique.
The SI to be obfuscated is divided into a square grid, a.k.a. “a pixel box”. Each
pixel box will have one color after averaging the values of the grouped pixels in
it [5]. The size of the pixel box can be modified depending on the needed level
of privacy. The larger the box, the more pixels will be averaged together, the
higher the level of privacy. As stated in [7], although the size of the image stays
the same, pixelating can be thought of as reducing the obfuscated section’s
resolution. For instance, downscaling an image by a factor of four is equivalent
to applying a pixel box of size 4x4 (c.f. Figure 1.b).

2.2 Blurring

Blurring is also a degradation technique utilized in image processing. It can be
generated by a Gaussian kernel or via a camera motion effect, a.k.a. motion
blur. A Gaussian like blur kernel is used extensively as an obfuscation tech-
nique [5]. It removes details from an image by applying a Gaussian kernel. A
motion blur alters the details of an image by generating the effect of a syn-
thetic camera motion blur [6]. The level of blurriness is affected by the length
and the angle of the synthesized motion (c.f. Figure 1(c-d)).

2.3 Masking

Masking removes details from an image by replacing the original pixels by
black pixels. The masking technique can have multiple derivatives depending
mainly on the color intensity and location of the altered pixels. For instance, if
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an individual’s face is considered sensitive, pixels can be modified around the
eyes and nose or at random points of the face. The level of privacy depends
on the amount, location and color intensity of the modified pixels. In our case,
we consider random black pixels around the entire face (c.f. Figure 1.e).

3 Proposed Framework

In this section, we extend the recommendation framework proposed in [15]
by defining a three-components adversary model with three threat levels and
supporting recognition-based, restoration-based and R&R-based attacks. The
framework attacks obfuscation techniques by restoring/recognizing hidden
facial features, evaluates the reconstruction/recognition and suggests the most
resilient obfuscation. It is mainly composed of four units: (a) a data preparation
unit, (b) an adversary unit, (c) an evaluation unit and (d) an interpretation
unit (c.f. Figure 2).

Fig. 2: The generic recommendation framework [15]

3.1 Data preparation unit

The data preparation unit takes as inputs an image dataset along with the
SI. It is divided into two modules: (a) SI detector and (b) Anonymizer (c.f.
Figure 3). As its name indicates, the SI detector localizes and detects the SI
in the image, crops it and sends it to the Anonymizer. As stated before, we
consider in this study the faces as SI. Hence, the SI detector employs the
OpenFace toolbox[32] to detect faces in an image, crop and forward it to the
Anonymizer. In this study, the Anonymizer obfuscates the SI via: pixelating,
blurring (Gaussian/motion) and masking techniques and sends the anonymized
images to the adversary unit.

3.2 Adversary unit

The adversary unit receives the obfuscated cropped face images. As shown in
Figure 3, it is divided into four modules, one per obfuscation category: (a) the
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Fig. 3: Extending the proposed generic framework in [15] to include additional
adversaries, DL-assisted attacks and evaluation metrics

super-resolution module (for pixelating), (b) the Gaussian deblur module (for
Gaussian blurring), (c) the motion deblur module (for motion blurring) and
(d) the inpainting module (for masking). Each module contains one or more
adversaries.

3.2.1 Adversary Model

In our domain of application, an adversary undertakes an attack on obfuscated
face images in order to extract particular information from the hidden facial
features. Inspired by the authors in [18, 33–35], we define our adversary as a
three-components model (c.f. Figure 4):

• Adversary’s goal: It refers to the adversary’s intentions and to the par-
ticular information she/he attempts to obtain/extract from the target
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anonymized dataset. In our work, the adversary’s goal is to acquire the
identity of the obfuscated faces.

• Adversary’s knowledge: The background knowledge is any sort of informa-
tion regarding the anonymized dataset itself. In our work, (i) the obfuscation
technique used to anonymize the target face images along with its hyperpa-
rameters and (ii) the identities present in the target dataset constitutes the
background knowledge.

• Adversary’s capabilities: It represents to what extent can the adversary
act in order to reach its goal, i.e. the adversary’s abilities. It depends on
the adversary’s background knowledge. In our work, we consider that the
adversary can perform a restoration-based, a recognition-based or a R&R-
based attack.

Fig. 4: Adapting the three-components adversary model to the face obfusca-
tion scenario

3.2.2 Threat Levels

In addition, we consider three threat levels based on the adversary’s back-
ground knowledge (c.f. Table 2):

• Threat level T1: assumes an adversary aware of the obfuscation technique
used to protect the target dataset along with its hyperparameters.

• Threat level T2: assumes an adversary with full/partial knowledge about
the identities present in the target dataset in addition to the obfuscation
technique used and its hyperparameters.

• Threat level T3: assumes an adversary with full/partial knowledge about
the identities present in the target dataset in addition to the obfuscation
technique used without being aware of its hyperparameters.
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Table 2: Comparing the adversary’s capabilities and knowledge with regard
to the three threat levels

As we mentioned before, the adversary’s capabilities scale with regard to
its background knowledge. Hence, the attacks that the adversary can perform
vary between T1, T2 and T3. We consider three attacks: (i) restoration-based,
(ii) recognition-based and (iii) Restoration & Recognition-based (R&R-based)
attacks.

• Restoration-based attack: de-anonymize obfuscated faces by trying to
reconstruct the clear original features of the anonymized information. Train-
ing a Deep Neural Network to perform a restoration-based attack requires
randomly gathering pairs of original/obfuscated face images. Hence, the
adversary is capable of performing this sort of attack in T1, T2 and T3

4.
• Recognition-based attack: The adversary breaches the images privacy
and anonymity by training learning-based algorithms to perform recogni-
tion tasks on obfuscated faces. An identity recognition-based attack requires
gathering obfuscated face images for specific identities. Hence, the adversary
can perform this attack in T2 and T3.

• Restoration & Recognition-based attack: The adversary attempts to
defeat the obfuscation technique via a two-steps attack: (1) reconstructing
the hidden features of an obfuscated face and (2) trying to associate it with
an identity by training an identity recognition model on clear face images.
Therefore, only the adversaries in T2 and T3 can perform this two-steps
process because it requires knowledge of the identities.

At the end of each attack, the adversary outputs either a reconstructed face
(in case she/he performed a restoration-based or a R&R-based attack) or a
predicted class label/probability (in case she/he performed a recognition-based

4In T3 the restoration-based attack could be less dangerous compared to T1 and T2 because
the adversary is not aware of the exact hyperparameters of the obfuscation technique.
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or a R&R-based attack). Both ways, each face image has three derivatives: the
clear, obfuscated and reconstructed class/face as shown in Figure 5.

Fig. 5: (a) Ground truth, anonymized and reconstructed images output via
the SRGAN network. (b) Ground truth, anonymized and reconstructed image
outputed via the SRResNet network [15]

3.3 Evaluation unit

The evaluation unit is divided into two main modules: (1) the restoration and
(2) the recognition evaluation modules (c.f. Figure 3). The former assesses
the reconstruction ratio of the restoration-based attacks whereas the latter
measures the accuracy of the recognition-based attacks. As for the R&R-
based attacks, both the restoration and the recognition evaluation modules are
employed.

3.3.1 Restoration evaluation module

The restoration evaluation module assesses the face restoration with regard
to structural, verification and identification-based metrics. Each metric-based
sub-module receives as input three images: a clear face image (GT), an
obfuscated face image (AN) and a reconstructed face image (RC).

– The structural-based evaluation sub-module quantifies the image enhance-
ment/degradation quality after reconstruction attempts. In this study, we
measure the holistic similarity between the clear image (GT) and the obfus-
cated image (AN) and between the clear image (GT) and the reconstructed
image (RC) via SSIM5 [24]. For normalization purposes, the structural-
based sub-module computes the SSIM’s complement, i.e. 1-SSIM. Hence,
the output values are between 0 and 1 where 0 means the two images are

5The Structural Similarity Index (SSIM) measures image quality modifications (enhancemen-
t/degradations)
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identical:
AN value struc = 1− SSIM(GT,AN) (1)

RC value struc = 1− SSIM(GT,RC) (2)

– The verification-based evaluation sub-module validates the identity of a
target face with a reference image. It mainly tries to conduct a 1-to-1 match-
ing. In this study, we compute the identity distance via the OpenFace6

toolbox [32] between the reference clear face images (GT) and both the
obfuscated face image (AN) and the reconstructed face image (RC). Open-
Face maps the two input faces to an identity distance between 0 and 4. The
verification-based evaluation module normalizes the values to 0 and 1 where
0 value means that the two faces are identical, hence:

AN value verif = Normalized(OpenFace(GT,AN)) (3)

RC value verif = Normalized(OpenFace(GT,RC)) (4)

We employed in this study SSIM [24] and the OpenFace toolbox [32]
because they are both publicly available and widely used in the literature
to evaluate the reconstruction of degraded faces in the context of image
transformation tasks[37, 38].

– The identification-based evaluation sub-module attempts to recognize an
identifying feature of an individual based on a single face image. It mainly
tries to compare the face in question with many others by conducting a 1-to-
many matching. In our study, we employed a DL-based identity recognition
model (c.f. Section 4.1.4). The identification-based sub-module uses the infer-
ences over the three received images in order to compute two average relative
error values7. The average relative error ranges between 0 and 1. We denote
the class probability returned by the DL-based recognition model as conf.

AN value ident =
|conf(GT )− conf(AN)|

conf(GT )
(5)

RC value ident =
|conf(GT )− conf(RC)|

conf(GT )
(6)

In (5) and (6), both confidences in the numerator belong to the same predicted
class label. In other words, in case the inferences of the recognition model over
the obfuscated or reconstructed (AN or RC ) image do not contain the GT
class name, the AN value ident or the RC value ident would be 1.

AN -values and RC -values, outputted by the three restoration evaluation
sub-modules, ranges between 0 and 1 where 0 indicates that the individ-
ual’s privacy is completely breached whereas 1 means that it is intact. Each

6OpenFace is a Python and Torch implementation of face recognition with deep neural net-
works [36]. OpenFace directly learns a mapping from face images to a compact euclidean space
where distances directly correspond to a measure of face similarity.

7By definition, the average relative error is the absolute difference between the “exact theoreti-
cal” value and its ”measured” counterpart, divided by the “exact theoretical” value. We consider
the inference over the clear face image (GT) as the “exact” value whereas the prediction over the
anonymized (AN) and the reconstructed (RC) face images as the ”measured” values.
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restoration evaluation sub-module computes the average AN -values and the
RC -values over the entire obfuscated/restored dataset received from each
DL-assisted attack and forwards them to the corresponding module in the
interpretation unit.

3.3.2 Recognition evaluation module

The recognition evaluation module assesses the face (obfuscated or restored)
recognition ratio with regard to an accuracy-based metric. The accuracy-based
sub-module receives as input the class names and probabilities predicted (by
recognition-based or R&R-based attacks) over the obfuscated face image (AN-
class) and the reconstructed face image (RC-class) along with the ground-truth
label (GT-class).

– Accuracy-based evaluation sub-module measures the Top-n accuracy of the
DL-based recognition models employed as recognition-based attacks by the
adversaries. For each face image, the accuracy-based sub-module determines
if the GT class label (GT-class) is equal to one of the top n predicted
class labels8 over the obfuscated (AN-class) and the reconstructed (RC-
class) faces. After analyzing the entire obfuscated/restored dataset, the
sub-module outputs the AN-value accur and the RC-value accur. For nor-
malization purposes, we compute the fraction and the complement of the
Top-n accuracy. Hence, the output values are between 0 and 1 where 0 means
that the recognition model used by the adversary was highly accurate9, i.e.
the individual’s anonymity is completely breached.

3.4 Interpretation unit

The interpretation unit selects the most robust obfuscation techniques per
evaluation metric based on the results provided by the evaluation unit. As
seen in Figure 3, the interpretation unit is divided into four selection mod-
ules, one per evaluation metric: (a) structural-based, (b) identification-based,
(c) verification-based and (d) accuracy-based selection module. Each module
performs a two-steps comparison in order to select the most resilient obfus-
cation technique: (1) intra-attack and (2) inter-attack comparisons (e.g., the
structural-based selection module selects the most resilient obfuscation with
regard to the SSIM metric whereas the verification-based selection module
selects the most resilient obfuscation with regard to the Openface iden-
tity distance metric). As a first step, the intra-attack comparison allows us
to identify the strongest DL-assisted attack against each obfuscation tech-
nique with regard to each evaluation metric. In other words, the attack that
restored/recognized most of the obfuscated face images. As a second step,
the inter-attack comparison chooses the most resilient obfuscation against the
selected DL-assisted attacks. A detailed example is showcased in Section 4.1.4.

8Class labels with the Top n highest probabilities.
9Top-n accuracy is 100%.
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Table 3: The different adversaries considered for the first experimental setup

In this section, we described how our recommendation framework rec-
ommends the most resilient obfuscation technique via the 4-layered iterative
workflow: (a) detecting/obfuscating the SI, (b) restoring/recognizing via the
DL-assisted attacks performed by the adversaries, (c) evaluating the recon-
struction/recognition and (d) selecting the most robust obfuscation based on
the inter/intra-attack comparisons.

4 Experiments

To validate and assess our approach, we set up our experiments to (i) evaluate
the recommendation framework (c.f. Section 4.1) and study thoroughly the
effect of the background knowledge on the adversary’s capabilities with regard
to (ii) the identities present in the target dataset (c.f. Section 4.2) and (iii) the
obfuscation technique (c.f. Section 4.3). Throughout the three experiments,
we considered that the adversaries have the same goal: identify/recover the
identities of the obfuscated faces.

4.1 Evaluating the recommendation framework

In this experimental setup, we evaluate our recommendation framework by
considering four obfuscation techniques: pixelation, Gaussian blur, motion blur
and masking.

4.1.1 Input Dataset & SI

In order to prepare our evaluation test dataset, we select10 370 face images
from the official CelebA test set. Our test set contains face images belonging
to male and female celebrities of different races and different age (majority are

10We first selected 1307 images from the official CelebA test set, then we filtered out, via a pre-
trained celebrity recognition model, the faces that were wrongly recognized or correctly recognized
with a probability lower than 0.7
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above 18). To normalize our experimental setup, we use the same face images
to evaluate the different DL-assisted attacks. The training sets vary between
DL-assisted attacks, however, no face images from the test set were included
throughout the training of any of the DL models.

4.1.2 Obfuscation techniques

We employed in this setup four obfuscation techniques: (1) pixelation (a.k.a.
mosaicking), (2) Gaussian blur, (3) motion blur and (4) masking. We specified
for each obfuscation technique a fixed parameter as shown in Table 3. Regard-
ing the pixelation, we simply downscaled the face images by a factor of 4.
For the Gaussian blur, we applied a Gaussian filter with a kernel size (31,31)
and standard deviation of 5. As for the motion blur, we synthesized a motion
blur kernel from random 3D camera trajectories [6]. Regarding the masking
technique, we replaced random pixels all over the image by black pixels. As
seen in Figure 1, the different obfuscation techniques guarantee ”visually” the
anonymity of the target identities.

4.1.3 Adversaries & DL-assisted attacks

We simulated four adversaries in T1 who perform 5 restoration-based attacks
against the four obfuscation techniques (c.f. Table 3).

For the Super Resolution (SR) task, we considered that the adversary
performed two restoration-based attacks against pixelation: SRResNet and
SRGAN. On the one hand, the SRResNet is a ResNet-based architecture [2]
and is considered a benchmark when it comes to SR algorithms [13, 39]. More-
over, SRResNet is a generic SR-network applicable to our faces dataset11. On
the other hand, SRGAN is a GAN-based super resolution model implemented
by [40] similar to [41]. The model was developed specifically for faces. We gen-
erated the training pairs by downsampling the unobfuscated (GT) face images
by a factor of four and trained both networks from scratch.

For the deblur task, we considered two distinct adversaries against two
distinct blurring techniques. Regarding the Gaussian blur, we adapted the
SRResNet architecture by modifying the input size of the network implemented
in [42] (i.e., DeblurResNet). In addition, we generated the training pairs by
applying Gaussian blur to the unobfuscated (GT) face images and trained the
network from scratch. As for the motion blur, we used the implementation and
the pre-trained model provided by the authors (i.e., DSF Deblur) [43].

Last but not least, we considered that the adversary applied the deep gen-
erative model DCGAN proposed in [44] and the implementation in [45] to
attack the masking technique (i.e., DSI inpaint). We trained the DCGAN net-
work on our face dataset from scratch. Table 4 summarizes the technical details
regarding each DL-assisted attack.

11The implementation [42] provided a network which upscales the input image by a factor of 2.
Hence, we added an upscaling function and re-trained it from scratch for upscaling by a factor of 4.
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Table 4: Technical details regarding the obfuscation techniques and the imple-
mentations of the DL-assisted attacks [15]

4.1.4 Evaluation & Interpretation

As stated in section 3.3, the framework provides (i) structural, (ii) verification
and (iii) identification-based evaluations to assess the reconstruction ration of
the restoration-based attacks. Each evaluation sub-module in our framework
computes two metric-based values for each clear image: (a) AN -value and (b)
RC -value. These values range between 0 and 1 where 0 indicates that the
individual’s privacy is completely breached. In the following sections, we report
the average values over the entire test set.

– Structural-based evaluation (c.f. Section 3.3.1): As shown in Figure 6.(a),
the average RC values struct of all the DL-assisted attacks are lower than
the average AN values struct since the reconstructed RC face images are
overall more similar to the clear GT face images than the obfuscated AN
face images in terms of SSIM. As mentioned in Section 3.4, the interpre-
tation unit executes the intra/inter-attack comparisons in order to select
the most resilient obfuscation. First, the intra-attack comparison selects
the strongest DL-assisted attack against each obfuscation technique. For
instance in our case, all adversaries performed a single DL-assisted attack
against each obfuscation except “Adversary 1” (c.f. Table 3) which per-
formed two DL-assisted attacks against the pixelation technique: (a) SRGAN
and (b) SRResNet attacks. Therefore, the intra-attack comparison selects
the attack that caused the highest privacy breach against pixelation, i.e. the
SRResNet attack because it resulted in the lowest RC value struct as seen in
Figure 6.(a) when compared to SRGAN. Furthermore, the inter-attack com-
parison selects the most resilient obfuscation technique, i.e. the obfuscation
whose DL-assisted attack records the highest RC value struct. As seen in
Figure 6.(b), the “DSF-Deblur” attack records the highest RC value struc,
as such, “motion blur” is the most resilient obfuscation with regard to the
SSIM metric.
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(a) Before Intra-attack comparisons (b) After Intra-attack comparisons

Fig. 6: The Structural-based evaluation sub-module output before and after
the intra-attack comparisons [15]

– Verification-based evaluation In Figures 7.(a,b), we report the average
RC val verif and AN val verif values. The intra/inter-attack comparisons
select ”masking” as the most resilient obfuscation technique with regard to
the identity distance metric because the corresponding ”DSI Inpaint” attack
recorded the highest RC-value verif in Figure 7.(b).

(a) Before Intra-attack comparisons (b) After Intra-attack comparisons

Fig. 7: The Verification-based evaluation sub-module output before and after
the intra-attack comparisons [15]
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– Identification-based evaluation In Figures 8.(a,b), we report the average
AN values ident and RC values ident. The intra/inter-attack comparisons
select “Gaussian blur” as the most resilient obfuscation technique with
regard to the identification-based metric because the ”DeblurResNet” attack
recorded the highest RC values ident in Figure 8.(b).

(a) Before Intra-attack comparisons (b) After Intra-attack comparisons

Fig. 8: The Identification-based evaluation sub-module output before and after
the intra-attack comparisons [15]

The ”masking” technique would be the most robust obfuscation with regard
to the different metrics, even after reconstruction attempts, if we were to block
the entire face image with black pixels. In this study, we are masking the face
image by randomly placing black pixels and leaving some original pixels intact
(c.f. Figure 1.(e)), hence our results.

4.1.5 Comparison with other evaluation frameworks

On a different note, the authors in [20] considered a human-based evaluation
where they showed each participant an obfuscated face image and a couple
of clear face images in order for her/him to match them up and guess the
obfuscated identity. If we were to apply the same scenario to our four obfusca-
tions, it would be more difficult for a human to re-identify an identity masked
with random black pixels in comparison to the pixelated or blurred identi-
ties (as seen via the obfuscated face images in Figure 9). Nevertheless, after
reconstructing the obfuscated faces via restoration-based attacks, the ”mask-
ing” technique becomes also vulnerable to the human visual system (as seen
via the reconstructed face images in Figure 9). Similarly, if we were only to
evaluate the obfuscation techniques like the authors did in [21–23] where they
compared the obfuscated image to the original image via quantitative met-
rics, then ”masking” would be the most resilient obfuscation with regard to
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the different evaluation metrics as we notice when observing the AN-values
in Figures 6,7,8 (e.g. the AN-values of the ”masking” technique are always
1). However, we notice that it is not always the case after performing the
restoration-based attacks: for instance when observing Figure 6.(b), we notice
that the RC value struct of ”masking” is lower than ”pixelation” and ”motion
blur”, i.e. the reconstruction of the masked face images was better with regard
to the SSIM metric compared to the pixelated and motion blurred face images
therefore making it more vulnerable. These two observations stress the impor-
tance of employing restoration-based attacks when evaluating the robustness
of an obfuscation technique.

As a future step, we would like to add a human-based evaluation sub-module
similar to what the authors did in [20]. Therefore, we would have the possibility
to select the most resilient obfuscation technique after reconstruction attempts
with regard to the human visual system as well.

Fig. 9: Comparison of the different reconstructions. Columns from left to right
include Ground truth, Obfuscated and Reconstructed faces. Rows from top to
bottom include the DL-assisted attacks [15]

4.2 Studying the effect of the background knowledge
regarding the known individuals

In this experimental setup, we show how the adversary’s knowledge regarding
the identities present in the target dataset affects its capabilities. In the earlier
section, we identified ”masking”, ”motion blur” and ”Gaussian blur” as the
most robust obfuscations with regard to the different evaluation metrics in
our framework. In this section, we focus on the ”Gaussian blur” obfuscation
technique as it is still the most widely used technique for privacy preservation
purposes [30, 31, 46].
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4.2.1 Data Preperation

In this setup, we needed to train identity recognition models in order to per-
form recognition-based and R&R-based attacks. Hence, we had to gather face
images for each identity. Although the CelebA dataset is not designated for
identity recognition tasks, we used it for training and evaluating the DL-
assisted attacks12[26]. We selected13 854 identities from the CelebA dataset
and we gathered 60 face images for each celebrity14. Out of these 60 images,
5 were left for testing and the remaining 55 were used for training purposes.
Therefore, our test set contained 4270 face images (854 selected individuals x 5
test images) which are not part of the official CelebA test set (58% are female
and 42% are male). We resized all the images to 64x64 and then applied the
blurring function with a kernel size (31x31) and standard deviation of 5 (c.f.
Figure 1.(c)).

4.2.2 Incremental Background Knowledge

In order to simulate the adversary in T2, we designed an adversary with an
incremental background knowledge regarding the number of identities present
in the target dataset. We denoted as N the set of identities known by the
adversary. We varied |N | between 0 (no knowledge about the identities present
in the target dataset, i.e. T1) and 854 (Full knowledge, i.e. T2)15. In total, we
considered 10 distinct values for |N | = {0, 100, 200, ..., 800, 854}.

4.2.3 Adversary & DL-assisted attacks

As mentioned in Section 3.2.2, the adversary in T2, is capable of executing
either a (i) R&R-based or a (ii) recognition-based attack.

On the one hand, the R&R-based attack is a combination of a DL restora-
tion model followed by a DL identity recognition model. Regarding the
restoration model, we trained the same DeblurResNet network [39, 42] as in
section 4.1.3. The only difference is that we included in the training set 10
pairs of clear/obfuscated face images for each identity in N . As for the recog-
nition model, the adversary uses the remaining 45 clear face images of each
identity in N to train a SEResNext10116 classifier with |N |+ 1 classes17 and
attempt to recognize reconstructed faces [71, 72].

On the other hand, the recognition-based attack tries to associate each
anonymized face image with an identity (bypassing the reconstruction process).
Therefore, the adversary obfuscates the 55 face images of each identity in N
and train a SEResNext101-based classifier with |N | + 1 classes in order to

12For instance, we did not employ the FaceScrub dataset [60], which is designated for identity
recognition tasks, because the number of identities is limited to 530 whereas it is 10,177 in the
CelebA dataset.

13for additional details regarding the data preparation process, please contact jim-
mytekli@hotmail.com

14we mined images from google via google-images-download as well.
15854 being the maximum number of individuals in our test set
16https://github.com/BMW-InnovationLab/BMW-Classification-Training-GUI
17In addition to the classes regarding the individuals in N , we also added an additional class

to our classifier entitled “others” which grouped 800 images that belong to other individuals
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Table 5: Technical details regarding the DL-based models employed as restora-
tion, recognition and R&R-based attacks

recognize obfuscated face images. We applied transfer learning to our classifier
network by employing ImageNet pre-trained weights and also augmented our
training datasets by randomly flipping, resizing and adding noise (e.g. color
variations and saturation) to the face images.

We simulated for each value of |N | the corresponding attacking capabilities
hence we trained 1 restoration-based, 9 R&R-based and 9 recognition-based
attacks as seen in Table 5.

4.2.4 Results and Interpretations

We show how the incremental background knowledge with regard to the iden-
tities present in the target dataset affect the adversary’s capabilities. Our
results show that:

• The incremental background knowledge does not affect the reconstruction
accuracy of the restoration models in the R&R-based attacks.

• The incremental background knowledge increases the accuracy of the recog-
nition models in both the R&R-based and the recognition-based attacks, i.e.
increases the privacy breaches.

• The adversary is more dangerous when performing recognition-based attacks
compared to R&R-based attacks.
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(a) Structural -based metric (b) Verification-based metric

Fig. 10: Effect of the background knowledge on the reconstruction quality
with regard to the structural and verification-based evaluation sub-modules

As stated in Section 3, our framework provides structural and verification-
based evaluations regarding the restoration-based attacks. In the following
part, we measure the AN-values and the RC-values of the restoration models
in the restoration-based and R&R-based attacks for each value of |N |.
• The incremental background knowledge does not affect the recon-
struction accuracy of the restoration models in the R&R-based
attacks: We notice in Figure 10 for the different values of |N | that (a) the
RC values struct and (b) RC values verif values are stable with minor fluc-
tuations. This demonstrate that increasing |N | does not increase nor affect
the reconstruction accuracy of the restoration models with regard to the
SSIM [24] and the Openface [32] evaluation metrics. In other words, even
if the adversary knows the identity of a particular individual in the target
dataset, adding face images of this particular individual to the training set
of the restoration model (DeblurResNet [42] in our case) does not affect its
reconstruction accuracy. This behavior should be further investigated when
employing other restoration models (e.g. [40, 44]) as DL-assited attacks.
Also, another experiment could study the effect of modifying the number of
face images per individual in the training set instead of considering a fixed
number as we did (10 face images per individual).

In the following part, we count the number of individuals who were re-
identified and whose anonymity was breached. As we mentioned before, our
test set contains 5 anonymized face images per identity. Hence, we consider that
an individual is re-identified if L face images out of 5 are correctly recognized
(Top-1 recognition) where 0 < L <= 5. In the following, we report the values
for L = 2.
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• The incremental background knowledge increases the accuracy of
the recognition models in both the R&R-based and the recogni-
tion-based attacks, i.e., increases the privacy breaches: In Figure
11.(a), we count the number of individuals re-identified by the R&R-based
attacks. Because the recognition model is trained on clear face images, the
GT curve serves as a reference. We report that the number of re-identified
individuals with regard to the RC images increased along with the back-
ground knowledge of the adversary. For |N |=100, the adversary re-identified,
via the R&R-based attack, 10 out of 854 (1.2%) individuals after recon-
struction whereas at |N |=854 she/he recognized 135 individuals (15.8%).
The increase in the privacy breach is mainly due to the increase of the
recognition models’ accuracy because as we notice in Figure 10, the recon-
struction accuracy of the restoration-based attacks does not change despite
the incremental BK.
In addition, in Figure 11.(b) we report the number of individuals re-identified
by the recognition-based attacks. We notice a steady increase in the num-
ber of re-identified individuals with regard to the AN face images along
with the background knowledge. At |N |=854, the adversary re-identified 692
individuals out of 854, i.e., almost 81% of the anonymized individuals. The
recognition-based attacks demonstrate poor results when inferring over clear
(GT) face images in Figure 11.(b) because the identity recognition models
are trained via obfuscated face images.

• The adversary is more dangerous when performing recognition-
based attacks compared to the R&R-based attacks:
When comparing the adversary’s capabilities in Figure 11.(c), we notice
that when equipped with |N |=100 as background knowledge, the adversary
re-identified 10 individuals when performing a R&R-based attack whereas
she/he re-identified 81 when performing a recognition-based attack. The
same behavior persists throughout the incremental process of the back-
ground knowledge. When equipped with |N |=854 as background knowledge,
the adversary re-identified 135 out of 854 (15.8%) when performing an R&R-
based attack whereas she/he re-identified 692 (79.8%) when performing a
recognition-based attack. We notice such a difference regarding the number
of re-identified individuals because the recognition models of the R&R-based
attacks are trained on clear images while inferring over reconstructed images.
Including obfuscated version of each face image in the training dataset of
the recognition models might/should increase the recognition accuracy of
the restored image as well as the privacy breach making the adversary more
dangerous.

In this experimental setup, we demonstrate that it is not sufficient to pro-
tect face images in a target dataset by obfuscating them via certain techniques
(e.g. blurring). However, it is also vital to protect any information (e.g. statisti-
cal information) about the target dataset that could be published, such as the
identities of the faces present in the target dataset or information about the
obfuscation technique employed, which could enforce the BK of the adversary
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(a) R&R-based attacks (b) Recognition-based attacks

(c) Recognition-based vs R&R-based attacks

Fig. 11: Counting and comparing the number of recognized individuals in the
test set when performing R&R-based and recognition-based attacks

and lead to higher privacy breaches. Furthermore, publishing quasi-identifying
information (e.g. the gender or race distribution of the face images in a target
dataset) could also lead to privacy breaches [47]. For instance, the adversary
could perform DL-assisted attacks to recognize the gender or the race of the
target individual instead of the full identity which might lead as well to poten-
tial privacy breaches when linked to other data sources (i.e., identity disclosure
via linking attacks[19]).
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Table 6: The seven target datasets blurred with distinct ktest values

4.3 Studying the effect of the background knowledge
regarding the obfuscation technique

In this experimental setup, we show how the background knowledge with
regard to the obfuscation technique and its hyper-parameters affects the adver-
sary’s capabilities. Similar to the previous section, we consider ”Gaussian blur”
as the obfuscation technique.

4.3.1 Data Preparation

We selected randomly 100 identities from the dataset prepared in Section 4.2.1.
For each identity, 55 face images were left for training purposes and 5 images
were left for testing (i.e. 500 images in the test set). We prepared 7 different
versions of the target dataset, each blurred with a kernel from ktest= {19, 25,
31, 37, 43, 49, 55} (c.f. Table 6).

4.3.2 Background knowledge

We consider threat level T3, i.e., the adversary is aware of the obfuscation
technique employed in the test/target dataset (e.g., Gaussian blur) however
not of its hyper-parameters (e.g., the blurring kernel’s size). In addition, we
consider the adversary is aware of the identities in the target dataset (i.e.,
N = 100).

4.3.3 Adversary & DL-assisted attacks

We perform recognition-based attacks as it is more dangerous compared to
the R&R-based attacks as demonstrated in the earlier section (c.f. Section
4.2.4). We employ the same SEResNext101 classifier and training parameters
used in section 4.2.3. In T3, the adversary can choose any blurring kernel and
prepare the training dataset accordingly because she/he is not aware of the
blurring kernel used to obfuscate the target dataset. Hence, we trained 5 recog-
nition-based attacks, each with a distinct kernel from ktrain={31,37,43,49,55}.
We report the privacy breaches of each attack against the 7 target datasets
blurred via ktest. Last but not least, we considered two training modes for each
recognition-based attack: (i) “blur-&-clear mode” where the training set
contains clear and blurred version of each face image and (ii) “blur mode”
where the training set contains blurred face images only.
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4.3.4 Results and Interpretations

In the following section, we show that:

• The adversary must not know the exact blurring kernel of a target dataset
in order to breach its anonymity.

• The privacy breaches decrease steadily in a linear fashion when attack-
ing face images blurred with kernels greater than the kernel chosen by the
adversary while preparing its training dataset.

• Including both, clear and blurred images in the training datasets increases
the recognition accuracy of the recognition-based attacks, specifically when
the target dataset’s blurring kernel is smaller than the training dataset’s.

• Preparing the training dataset with blurring kernel (37,37) provides the
widest attack range against the 7 target datasets.

Each subfigure in Figure 12 reports the Top-1 accuracy of the recognition-
based attacks (blur-&-clear and blur modes) trained with a specific kernel
ktrain spe and attacking the 7 target datasets. For instance, Figure 12.(a) cor-
responds to the recognition-based attacks (blur-&-clear and blur modes)
trained on face images blurred via ktrain spe=(31,31). We report the following
observations:
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(a) ktrain spe = 31 (b) ktrain spe = 37

(c) ktrain spe = 43 (d) ktrain spe = 49

(e) ktrain spe = 54

Fig. 12: Top-1 accuracy of the recognition-based attacks (blur-&-clear and
blur modes) trained with a specific kernel ktrain spe and attacking the 7 target
datasets.
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• The adversary must not know the exact blurring kernel of the
target dataset in order to breach its anonymity. For instance in Figure
12.(e), we notice that the adversary breached the faces’ anonymity 46%
(blur-&-clear mode) and 36% (blur mode) of the time on average against
the 7 target datasets despite training the recognition models with kernel
size ktrain spe=(55,55). Similar behavior is observed, although with different
magnitudes, for the other ktrain spe values as well.

• The privacy breaches decrease steadily in a linear fashion when
attacking face images blurred with kernels greater than ktrain spe. As
we notice in Figure 12.(a), the Top-1 accuracies (for both blur-&-clear and
blur modes) decrease steadily when the adversary attacks target datasets
blurred with kernels greater than ktrain spe=(31,31). The same behavior clearly
persists in Figures 12.(b) and 12.(c) for ktrain spe=(37,37) and ktrain spe=(43,43)
respectively.

• Including both, clear and blurred images in the training datasets
increases the recognition accuracy of the recognition-based
attacks, specifically when attacking a target dataset obfuscated
with a kernel smaller than ktrain spe. When trained via the blur mode,
the highest privacy breach occurs when the training and the target datasets
are blurred with the same kernel, i.e., ktrain spe= ktest. Whereas, when trained
via the blur-&-clear mode, the highest privacy breach occurs against the
target dataset blurred with the smallest kernel, i.e., ktest=(19,19). Last but
not least, we notice that both, blur and blur-&-clear modes report almost
the same Top-1 accuracies for ktest=ktrain spe when observing Figures 12.(b)-(c)
and (d).

Table 7: The AUC values of the Top-1 accuracy curves for each kernel ktrain

measured against the different kernels ktest.

• Using blurring kernel (37,37) provides the widest attack range
and highest privacy breaches against the 7 target datasets. To esti-
mate the range of each attack (e.g. each kernel ktrain spe) against the 7 target
datasets, we report in Table 7 the Area Under the Curve (AUC) of the Top-1
accuracy curves for each kernel in ktrain (i.e., for each sub-figure in Figure 12).
We notice that kernel size (37,37) reports the highest AUC values for both
training modes, i.e. the highest privacy breaches and attack range against the
7 target datasets. The adversary does not need to blur its training datasets
with the highest blurring kernel (ktrain spe=55 in our case) in order to cause the
highest privacy breaches over the different target datasets. In other words,
considering an adversary unaware of the target dataset’s blurring kernel, the
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most dangerous attack she/he could perform is a recognition-based attack
trained via the blur-&-clear mode using kernel ktrain spe=(37,37).

As demonstrated in this experimental setup, an adversary can still breach
the anonymity of face images even when they are obfuscated with a greater
degree (e.g. higher blurring kernel) than its own training set. In other words,
simply increasing the degree of obfuscation will not guarantee the privacy of
the face images in the target dataset. Hence, it should not be the only strat-
egy adopted when defending a target dataset against an adversary performing
DL-assisted attacks. This in turn stresses the importance of investigating,
developing and employing other approaches (e.g., using adversarial examples
[48] to trick recognition-based attacks) for better and more robust defense
mechanisms.

5 Framework discussion

In this section, we describe briefly how our recommendation framework is
generic and scalable.

First, our recommendation framework is generic because it can be adapted
to other SI such as workers’ badge name, workers’ personal belongings or even
the workers’ silhouette (e.g., ReID scenarios [25]). Let us consider the worker’s
badge name as the SI instead of the worker’s face. In other words, our goal is
to recommend the most robust obfuscation techniques for the workers’ badge
names. In short, we need to:

• Change/train a detector in the data preparation unit (c.f. Section 3.1) to
localize and detect the text/Badge Names in an image, e.g. OpenCV’s scene
text detector18.

• Train DL-assisted attacks to restore/recognize obfuscated characters in
image by adding pairs of clear/obfuscated text images to their training sets.

• Change/adapt the evaluation metrics in the evaluation unit (c.f. Section
3.3): for instance, employing the Tesseract OCR library19 in the verification-
based sub-module in order to extract the text from the clear, obfuscated
and restored images and compare the extracted results.

Second, our recommendation framework is scalable with regard to the:

• Obfuscation techniques: for instance we can evaluate the robustness of the
inpainting method [28, 29] in the context of face images by implementing
it in the anonymizer (data preparation unit) and train a DL-assisted attack
accordingly.

• Adversaries: we can also consider adversaries with different threat levels,
capable of performing more dangerous DL-assisted attacks either by consid-
ering additional knowledge, different neural network architectures [49–52],
other training hyper-parameters or larger training datasets. . .

18https://docs.opencv.org/master/da/d56/group text detect.html
19https://github.com/tesseract-ocr/tesseract
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• Evaluation metrics: including additional metrics provides ’redundancy’ and
’diversity’ for the evaluation process. For instance in the context of face
images, we can consider human evaluators as in [20] or other identity-based
metric to measure the identity distance between two faces alongside the
OpenFace tool.

6 Related Works

In this section, we investigate works related to (i) adversaries attacking obfus-
cated images via recognition/restoration-based attacks and (ii) to evaluation
frameworks.

6.1 Recognition-based attacks

In [8], Newton et al. designed an algorithmic attack to identify people from
pixelated and blurred face images. The recognition rates increased after apply-
ing the same obfuscation to the probe and gallery set of the face recognition
approach [53]. They showed that small pixel box (e.g., 2x-4x) and simple blur-
ring cannot prevent identification attacks. In another study [54], Gopalan et al.
presented a method to recognize faces obfuscated with non-uniform blurring
by examining the blurred images. As a follow-up study [55], Punnappurath et
al. applied blurring effects to images in the target gallery and measured the
minimal distance between the gallery images and the blurred probe image.
On another note, the authors in [7] demonstrated that modern image recog-
nition approaches, based on artificial neural networks, can be employed as
attacks to recover hidden information from obfuscated images. They focused
on three forms of obfuscation: pixelating, blurring and P3 (an encryption-based
method [56]). The adversary successfully identifies obfuscated faces and objects
by training DL networks with obfuscated images (faces [57, 60], digits [58] and
objects [59]). Also in a recent medical study [17], the authors performed DL-
assisted attacks against a publicly available anonymized medical dataset[61]
containing x-rays of patients with sensitive meta-data such as treatment his-
tory, clinical institution, diagnosis. . . They considered an adversary aware of
the identities present in the target dataset. Therefore, she/he can perform
recognition-based attacks and link the known identity to the anonymized x-
rays in the target anonymized dataset in order to gain more sensitive data
about the identity.

Similar to [17] and unlike the other studies, we assume a more realistic
scenario where an adversary can perform a recognition-based attack only when
equipped with the proper background knowledge. Additionally in our case,
we study thoroughly how the background knowledge affects the recognition-
based attacks. For instance, in T2 we show how the incremental background
knowledge regarding the identities present in the target dataset intensifies
the privacy breaches and increases the number of re-identified individuals.
Whereas in T3, we show how an adversary can perform a recognition-based
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attack and breach the face’s anonymity despite lacking knowledge regarding
the hyper-parameters of the obfuscation technique used.

6.2 Restoration-based attacks

The authors in [10] tackled the privacy-preservation question in the context
of obfuscated faces by restoring obfuscated features and evaluating the recon-
struction with regard to face recognition. They considered three obfuscations:
pixelating, blurring and masking. They used traditional image reconstruction
techniques (i.e., reconstruction [62] and interpolation-based [12] techniques for
super resolution). In addition, they evaluated the identity restoration using
the same traditional face recognition techniques as in [23]. In our framework,
we adopted DL-based techniques for both, face reconstruction and recogni-
tion because as stated in [32, 39], DL-based techniques demonstrate great
superiority over traditional methods. Alternatively, the authors in [11] inves-
tigated the amount of obfuscation needed to guarantee patients anonymity.
They applied CycleGAN [63] in order to reconstruct features from anonymized
medical imaging. They considered two anonymization techniques: (a) blurring
and (b) masking. They also compared the results qualitatively and quantita-
tively by computing correlation coefficients and SSIM between the original and
reconstructed images as well as between the original and anonymized images.
In our approach, we add a level of abstraction to the restoration and evalua-
tion process, i.e. the intra/inter attack comparisons in the interpretation unit,
in order to not only evaluate the reconstruction process but recommend the
most robust obfuscation technique.

6.3 Background knowledge effect

In a similar study to ours, the authors in [16] evaluated the effectiveness
of 8 obfuscation techniques by considering three threat levels based on the
knowledge of the adversary with regard to the obfuscation technique employed
along with its hyper-parameters. They considered that the weakest adversary
has no knowledge about the obfuscation used whereas the strongest knows
the exact one employed. In addition, they performed three types of attacks:
an recognition-based, a verification-based and a restoration-based attack and
they showed that the privacy breaches increase along with the background
knowledge. In our work, we first defined the background knowledge of the
adversary with regard to the identities present in the target dataset, not only
the obfuscation technique employed. Second, we designed the adversary with
an incremental background knowledge with regard to the number of identi-
ties known by the adversary. Whereas the authors in [16] considered a specific
number of known identities when performing identification attacks and it was
not part of the background knowledge. Third, in our work we considered
the hyper-parameters of the obfuscation technique as part of the background
knowledge. Last but not least, we adapted the three-components adversary
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model (i.e., goal, knowledge and capability) to the image obfuscation applica-
tion domain to clearly define and demonstrate how these different components
(mainly knowledge and capabilities) affect one another.

6.4 Evaluation Frameworks

Several evaluation frameworks have been proposed in the literature to evaluate
obfuscation techniques in the context of images/videos. Some frameworks rely
on human participants [20] whereas others rely on quantitative metrics [21, 22]
e.g. SSIM, recognition algorithms...

On the one hand, the authors in [20] conducted an online experiment with
271 participants to evaluate the effectiveness of different obfuscation tech-
niques (e.g. blurring, pixelating, inpainting. . . ) against human recognition and
how they affect the viewing experience. In our study, we employ quantitative-
based metrics however we can hybridize our framework by including either a
human-based adversary that attempts to recognize obfuscated/restored faces
or a human-based evaluation module that attempt to assess the reconstruction
of the images. On the other hand, the authors in [22] propose a framework that
evaluates the obfuscation techniques (pixelating, blurring, complete masking,
cartooning) based on the privacy and utility aspects in the context of videos
via quantitative-based metrics. They assess the privacy aspect by quantifying
the appearance similarity between the original and the obfuscated image and
assess the utility by quantifying the structural similarity. Also, the authors
in [73] propose an adversarial framework to address the privacy preservation
problem regarding action recognition in videos. The framework explicitly min-
imizes a hybrid loss function combining both, privacy and utility aspects in
order to find an optimal level of privacy (anonymization) while maintaining
a good level of utility. Our framework evaluates the robustness of obfuscation
techniques by (i) simulating adversaries with different background knowledge,
(ii) performing attacks (recognition or restoration-based) and (iii) evaluat-
ing these attacks via structural, verification, identification and accuracy-based
metrics. In [21], the authors proposed a framework to verify the effective-
ness of obfuscation techniques (pixelating, blurring, scrambling) by conducting
recognition-based attacks via the PCA [53] and LDA [64] algorithms. Also, the
authors in [23] investigated the privacy-intelligibility trade-off by proposing a
framework for evaluation of privacy filters. They applied several privacy tech-
niques to faces (e.g. blurring, pixelating and masking) with varying intensities.
The accuracy of the face recognition algorithm was considered a measure of
privacy (a specific person should not be identified). Whereas, the accuracy of
the face detection algorithm was used as a measure of intelligibility (a face
should be detected). Similar to [21], they applied traditional methods for face
recognition such as PCA [53], LDA [64] and LBP [65]. They concluded that an
increase in the strength of privacy filters leads to an increase in privacy and a
decrease in intelligibility. Similarly, the framework proposed in [23] evaluates
the best obfuscation technique regarding the privacy-intelligibility trade-off by
varying the level of privacy and comparing the accuracy of both face detection
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and recognition algorithms. Here and unlike [21, 23], (i) we employ DL-based
approaches instead of traditional approaches, (ii) we add a level of abstraction
to the framework to not only evaluate but recommend the most robust obfus-
cation technique and (iii) we study thoroughly how the background knowledge
can limit/increase the adversary’s attacking capabilities (restoration-based or
recognition-based attacks) and privacy breaches.

7 Conclusion

In this paper, we extend the recommendation framework proposed in [15]
by (i) adapting a three-components adversary model (goal, knowledge and
capabilities) to our application domain (i.e., facial features obfuscations), (ii)
extending the background knowledge of the adversary to include both the
obfuscation technique and the identities present in the target dataset and
(iii) supporting restoration-based and recognition-based as well as Restoration
& Recognition-based attacks. In addition, we conducted three sets of exper-
iments on the CelebA dataset [26]. In the first experiment, we validated our
approach by implementing and testing our framework on obfuscated faces.
Throughout the second experiment, we demonstrated how the adversary’s
attacking capabilities scale with its knowledge and how it increased the poten-
tial risk of breaching the identities of blurred face images. Throughout the third
experiment, we studied the possible privacy breaches and the attack range of
an adversary against blurred face images while lacking knowledge about the
obfuscation’s hyper-parameters.

Prospects that we did not explore in this study, could be addressed in future
work. First of all, other visual features such as an individual’s name tag, pos-
ture or personal belongings can be identifying and considered sensitive. In this
work, we focused on individuals’ faces because they are the most revealing in
the context of images. Second of all, the adversary’s background knowledge in
this work covers the identities present in the target dataset, therefore she/he
can mine images for each known identity and perform a DL-assisted attack to
recognize and re-identify the identity of the obfuscated face images. Neverthe-
less, in other scenarios the adversary’s background knowledge could be limited
to quasi-identifying information such as the individual’s race or gender. If that
is the case, the adversary could perform DL-assisted attacks to recognize the
gender or the race of the target individual [47] instead of the full identity which
might lead as well to potential privacy breaches when linked to other data
sources(i.e., identity disclosure via linking attacks [19]). Last but not least,
different approaches have been proposed in the context of image classification
and identity recognition to trick, ruin or corrupt DL models. Some approaches
rely on designing adversarial examples by perturbing the query image at the
inference phase either physically (e.g. the target individual wears special acces-
sories, e.g. glasses or hats [66]) or quantitatively [48] (small perturbations are
added on a pixel level which are not visible to the human visual system).
Other approaches rely on modifying/corrupting the training dataset via data
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poisoning (clean-label [67, 68] and dirty-label attacks [69]), to ruin the neural
network’s weights and trick it into inferring incorrect labels when queried with
non-perturbed images, i.e., breaking the DL models at training phase. These
approaches can be employed in our scenario as a defense mechanism against
the adversary’s attempts to breach the obfuscated faces’ anonymity [70]. Nev-
ertheless, it requires a thorough examination and investigation therefore we
leave the defender concept for a future study.
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