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Abstract

We report the application of a neural network to correlate spectral and temporal properties for modulation

instability excited by a continuous wave field with random quantum noise. Using numerical simulations to

generate large ensembles of chaotic modulation instability data, a trained neural network is shown to be able

to correlate unstable intensity spectra and associated temporal intensity peaks with correlation coefficients

exceeding ρ = 0.90 for dynamic ranges exceeding 40 dB. Such excellent correlation is obtained both in the

initial evolving phase of modulation instability where spectra typically possess significant sideband structure,

as well as in the stationary phase of the instability when distinct sideband structure is not apparent. For

both cases, we also test the degree to which a neural network may be able to “forecast” temporal instability

peaks based on analyzing spectral intensity at an earlier spatial reference position, but conclude that such

forecasting is successful over only within a very localized distance range much less than the characteristic

nonlinear length.
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I. INTRODUCTION

The connection between solitons in optical fibers and the process of modulation instability has

a long history, dating to the earliest days of nonlinear fiber optics and the farsighted work of

Hasegawa and many other pioneers [1–4]. The study of modulation instability remains of great

interest both in optics and in other fields, as theoretical and experimental advances continue to

yield new insights into both the underlying physics, as well as into potential means of controlling

the instability. A particular focus has been to understand potential analogies between localized

regions of high intensity that emerge from modulation instability, and the properties of extreme

rogue waves that appear more generally in nonlinear systems [5].

In parallel, there has also been much recent interest in applying machine learning techniques

to gain insights into nonlinear fiber optics, including soliton physics [6]. Experimental studies,

for example, have applied a range of optimization methods such as neural networks and genetic

algorithms to identify optimal operating regimes of dissipative soliton modelocked fiber lasers [7],

and to predict time series behaviour in chaotic lasers [8]. In addition, numerical studies have

shown how neural networks can be used as emulators to replace direct integration of the non-linear

Schrödinger equation (NLSE) that governs nonlinear propagation in optical fiber [9, 10], as well as

to predict pulse profiles arising from NLSE propagation [11].

Another area of recent work in fiber systems has studied how neural networks can predict

temporal instabilities (including rogue waves) based only on analyzing patterns in the corresponding

frequency-domain intensity spectra. In fact, this has already been demonstrated for envelope

modulation instability (MI) inducing the breakup of picosecond pulses [12], the emergence of

frequency-shifted Raman solitons in supercontinuum generation [13], and the detection of random

soliton peaks in a noise-like pulse fiber laser [14].

In a sense, the detection of temporal instability peaks based only on spectral intensity anal-

ysis should be difficult or even impossible, because the precise transformation between time and

frequency domains requires knowledge of spectral phase [15]. However, the fact that this works

so successfully reflects the powerful ability of a neural network to identify and correlate defining

signatures of localized temporal structures, even within complex spectra associated with unstable

propagation. From an experimental perspective, this is of particular interest in nonlinear fiber op-

tics where the measurement of spectral instabilities in real-time is relatively straightforward when

compared to equivalent real-time measurements in the time domain [16–18]. And while recent work

has contributed to significant progress in understanding the physical origin of these high intensity



peaks, there remains clear interest in being able to potentially predict the emergence of extreme

time-domain events based only on spectral measurements [19]

A potential shortcoming of these previous studies, however, is that they have all been performed

for various generalized NLSE scenarios including higher order dispersive and nonlinear contribu-

tions [4]. There has not yet been a careful study to examine whether such correlations can also be

identified by neural networks for the ideal case of chaotic MI induced by continuous wave (CW)

excitation in the presence of noise. This paper fills this gap, and we show in particular how a

neural network succeeds in spectral-temporal correlation in two regimes of CW MI: an early stage

of propagation where the instability is still evolving and where intensity spectra show distinct side-

band structure, as well as a later “stationary” regime observed at greater distances where spectral

sideband structure is no longer apparent [20]. In addition, we consider the ability of a neural

network to “forecast” the occurrence of MI temporal instabilities at a future stage of propagation

based on analyzing spectral intensity at an earlier spatial reference position. We find, however,

that such forecasting is successful within a very localized distance range of only a small fraction of

a growth-decay evolution cycle.

II. METHODS

Our modelling is based on the nonlinear Schrödinger equation (NLSE) as written in dimensional

form for fiber optics:

i
∂A

∂z
− β2

2

∂2A

∂T 2
+ γ|A|2A = 0. (1)

Here A = A(z, T ) is the field envelope evolving in space z and co-moving time T , with β2 and γ

the usual fiber group velocity dispersion and nonlinearity parameters respectively [4]. We consider

MI developing from an incident CW field of power P0, upon which is imposed a perturbation that

seeds the instability. In the case of induced MI, this seed is typically a single-frequency harmonic

modulation, but for spontaneous MI, we impose low amplitude random noise at the one photon

per mode level [21]. In this case we see highly irregular evolution with random localized peaks in

space and time that can be interpreted in terms of nonlinear breather structures [22–24].

Although we present results in dimensional units to make links with potential future experi-

ments, since we only consider the ideal NLSE without any higher-order terms, the results below are

completely applicable to any NLSE system. Indeed, we can transform into the dimensionless NLSE

iuξ + 1/2uττ + |u|2 u = 0 with u = A/P
1/2
0 , ξ = z/LNL, and τ = T/T0 with T0 = (|β2|/γ P0)

1/2
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and nonlinear length LNL = (γP0)
−1. We also note that the precise choice of noise source to seed

the instability is unimportant, and similar results are obtained for a range of typical noise models

[25]. We take realistic parameters of: β2 = −2.1 × 10−26 s2 m−1, γ = 1.1 × 10−3 W−1 m−1 and

P0 = 50 W. For these parameters, the nonlinear length is LNL ≈ 18 m.

The numerical method used is the standard split-step Fourier technique [4]. As a general rule for

simulations of MI, the time window needs to be large enough so that we see a variety of localization

scenarios and observe the full range of soliton on finite background solutions such as Akhmediev

breathers and Peregrine solitons. We also require that the temporal resolution is sufficient to

accurately resolve temporal peaks, and that the corresponding frequency window is such that we

can clearly see the MI spectrum sitting on a background noise floor without truncation. For our

fiber and power parameters, we expect the temporal structures to be separated (in a statistical

average sense) by the reciprocal of the MI characteristic frequency fMI = 1/2π(2γP0/|β2|)1/2,

suggesting temporal separation ∼2.7 ps. We therefore chose a time window of 110 ps such that we

will typically observe ∼40 evolving structures, and with 2048 grid points, this is associated with a

temporal resolution of 53.7 fs. Since typical high intensity peaks in the simulations were found to

have ∼500 fs FWHM, this is sufficient for peak detection. For these parameters, the frequency span

of 18.6 THz encompasses the full MI spectra, which was found to span ∼11 THz before reaching

the background noise floor.

III. SIMULATION RESULTS

We model two regimes of MI. In the first, we consider the propagation of a noisy CW input over

a total distance of 450 m. Figure 1 illustrates this regime of early stage propagation dynamics,

where the evolution consists of an initial phase of instability development over ∼200 m, followed by

∼4 growth and decay cycles of the breather dynamics over the subsequent ∼250 m. Figs 1(a) and

(b) plot typical spatio-spectral and spatio-temporal evolution respectively, with the results in (b)

in particular showing the emergence from noise of a complex series of randomly evolving temporal

peaks. Following the approach used for envelope MI in Ref. [12], we perform a large number

(10000) of these simulations using different random noise seeds, saving the temporal and spectral

intensity profiles at the end of the propagation segment. Figures 1(c) and 1(d) show results from 4

of these simulations where we see how the output spectral and temporal characteristics respectively

vary significantly from shot to shot. Although it is not clear from visual inspection of the single

shot spectra, the computed mean spectrum shows sideband structure reflecting the early stage of
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evolution. The mean spectrum (over the 10000 simulations) is shown as the top curve in Fig. 1(c),

and the inset to this figure shows an expanded view over a 20 nm span around the pump to highlight

the sideband peaks. Our aim here is, based on each spectral intensity profile Sk(λ), to attempt to

predict the maximum intensity Pk anywhere within the temporal window. These points are shown

as circles in Fig. 1(d).

The second regime of MI that we study considers propagation over a much greater distance of

550 km for the same initial conditions. In this case, we wish to analyse the spectral and temporal

characteristics beyond the initial phase of propagation, in the stationary regime where the input

evolves into fully-developed random (turbulent) MI with no apparent sideband structure [20]. To

this end, we discard the evolution prior to a distance of 2.7 km (∼ 150LNL) and then from this point

onwards, we extract 10000 spectral and temporal intensity profiles at 55 m intervals (∼ 3LNL) to

form training and testing datasets. These results are shown in Fig. 2 and can be readily compared

with the similar plots in Fig. 1. In Figs 2(a) and (b), however, we plot over a distance span of 300 m

only when we have entered the stationary regime (this particular plot shows evolution far into the

stationary regime starting at 55 km). The fact that we have entered into this particular stationary

regime of dynamics (integrable turbulence) is apparent from the computed average spectrum shown

in the inset of Fig. 2(c), which does not show any explicit sideband features [20, 24].

IV. NEURAL NETWORK RESULTS AND DISCUSSION

Figure 3(a) shows the neural network architecture that we use to correlate the spectral and

temporal characteristics. In particular, we use a fully-connected feedforward neural network with

two hidden layers to map an input spectrum spanning multiple wavelengths to a single scalar output

corresponding to the maximum intensity of the associated temporal profile. The spectral sampling

points and dynamic range influence the network performance, and to pre-process the input data

in a way similar to experimental measurements, we convolve each spectrum with a 1 nm spectral

gaussian response, and downsample to a specified number of sampling points. We also transform to

a logarithmic (dB) scale and truncate to a specified dynamic range with the addition of a random

numerical noise floor.

The network design has been previously presented in detail in Ref. [17] but for completeness, we

give a brief summary here. The input is a spectral intensity vector X(0) =
[
x
(0)
1 , x

(0)
2 , . . . , x

(0)
N0

]
of

length N0 = 150, whilst the network output is a single scalar y equal to the maximum intensity of

the corresponding temporal profile. The input vector is transformed using the standard approach
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for a feedforward network where the value of a generic neuron in a given hidden layer h
(k)
i (ith

neuron in layer k) is constructed from a parameterized linear transformation of the neurons in the

preceding layer h(k−1), followed by a nonlinear transformation (“activation function”). Specifically,

for weight and bias parameters w and b respectively, and for hyperbolic tangent activation function,

we can write:

h
(1)
i = tanh

 N0∑
j=1

w
(1)
ij x

(0)
j + b

(1)
i


This procedure then repeats to compute the values of the second hidden layer h(2) and once again

to compute the output y which is the prediction of the network. A defined cost function (quadratic

or mean-squared error) measures the error between the true value that the network should have

predicted (the target) and its actual prediction; and a standard gradient descent training method

is used to update the weights and biases in order to minimize the error. This procedure was

implemented here using a conjugate gradient backpropagation algorithm with Fletcher-Reeves

updates. We used 300 passes through the training dataset (epochs) for all results in this paper.

Additional details about the methods used can be found in e.g. [26]. Out of the 10000 simulations,

7500 were used in training and 2500 in testing. As discussed further below, Fig. 3(b) shows results

examining the network performance for different numbers of neurons in each hidden layer.

Figure 4 shows results of network training and testing for the early stage propagation regime

(Fig. 1). Specifically, we consider an architecture of 150 and 10 nodes in the two hidden layers, input

data consisting of 150 wavelength points over a 150 nm span, and simulation resolution-limited

dynamic range (i.e. no truncation) of ∼100 dB. Note that the wavelength sampling was found

to play a minor role and essentially identical results are obtained using input data downsampled

to 50 points. The testing procedure quantifies how the network estimates the maximum intensity

in the temporal MI field from a given spectrum, comparing the predicted value with the known

(ground-truth) value in a correlation plot. The results in Fig. 4(a) show excellent results with

clear grouping around the expected x = y linear relationship (white dashed line), and a very high

correlation coefficient of ρ = 0.99.

Figure 4(b) shows testing results for a significantly truncated dynamic range of 40 dB (keeping

the wavelength span and number of sampling points the same) where we see that good correlation

coefficient with∼ 0.92 is still attainable. To study this in more detail, Fig. 4(c) plots the dependence

of the test correlation for truncation over the range 20-100 dB, suggesting that 40 dB is a practical

limit for input data to the network. This dependence on dynamic range is not surprising since

the detection of high intensity peaks in the time domain will necessarily be correlated physically
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with the larger bandwidths associated with structure in the spectral wings, and it is exactly this

structure that is removed with truncation.

Figure 5 shows similar results, but for the case of simulation data obtained in the stationary

regime of MI propagation (Fig. 2). As is clear from comparison of the results in Figs 4 and 5,

the correlation plots and the dependence on dynamic range are essentially identical. This suggests

that any potential spectral sideband structure near the pump plays negligible role in driving the

correlation, and this is consistent with the remark above concerning the fact that the highest

intensity peaks in the time domain will necessarily be correlated with the extension in the spectral

wings. These results are important in confirming the network’s performance given that training

uses only intensity data without any phase information.

We also note that we tested the neural network performance with data sets obtained from

simulations with different time windows. In particular, we used a doubled time span of 220 ps with

4096 points (which increases the number of temporal structures in the computation window but

with the same temporal resolution and same frequency span) and we also used a halved time span

of 55 ps with 2048 points (which reduces the number of temporal structures observed, but which

improves the temporal resolution and increases the frequency span). In both cases we obtained

results that were essentially indistinguishable from those shown above.

Note that we also used simulation data in the stationary regime with maximum dynamic range

to test the performance of the network for different architectures with different numbers of neurons

in the first and second hidden layers between 10-310 and 10-110 respectively. These results are

shown in the grid in Fig. 3(b) and we can clearly see that high correlation is obtained for a broad

range of architectures. The global maximum within this range was observed for 150 and 10 neurons

in the two hidden layers, which was the choice of design used for all results in this paper. Note

that because the optimization of coefficients in a neural network begins from randomly chosen

initial values and can vary between training runs even using identical training data, we performed

5 training runs for each network architecture; the results plotted in the figure are the mean values.

It is interesting to see from the grid search results in Fig. 3(b) that the accuracy of the network

appears to degrade as the number of neurons in the second hidden layer increases. We attribute this

to overfitting that results from the increased learning capacity of the network with a larger number

of neurons [26]. Increased learning capacity in this context can lead to a generalisation error, i.e.

even though the network can perform extremely well on the training data, the generalisation of the

network is poor and degraded performance is observed when the network is applied on new data.

In a general context, the training of a neural network is well-known to be highly dependent on
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the architecture and parameters of the network (e.g. the number and size of layers), the training

process (e.g. conjugate gradient or steepest descent), as well as on the data that the network is

trained with and the particular features in the data that one is attempting to correlate. Although

some rules of thumb have been developed for some situations [27], it is generally accepted that

there are no rigorous criteria that apply in all circumstances [26]. Indeed in the general case, it

is only through systematic grid searches such as that which we have performed here that one can

reliably identify a parameter regime that yields good results.

Finally, we also studied if a network is able to “predict” the emergence of MI peaks based on

analyzing spectra at an earlier stage of propagation from that at which the temporal intensity

peak was extracted and used in training. Figures 6(a) and 6(b) show these results for both early

stage and stationary propagation regimes respectively. For both cases we plot the obtained (test)

correlation coefficient as a function of ∆z/LNL, the distance between the spectra used as input

to the network and the target temporal profile, expressed as a percentage of the nonlinear length.

Although the correlation rapidly falls with distance, we are able to establish limits on the useful

(ρ > 0.8) predictive power of the network as associated with distance ∆z ≈ 0.1LNL. Although

from a predictive point of view, these results suggest that there is rapid decorrelation between

temporal and spectral properties with propagation distance, establishing this limit quantitatively

is nonetheless useful.

V. CONCLUSIONS

The results shown here have shown that simple feedforward neural networks can accurately

correlate spectral and temporal intensity characteristics in continuous wave modulation instability

described by the ideal nonlinear Schrödinger equation. These results complement previous work

studying similar correlations under conditions of pulsed excitation and in the presence of higher-

order effects. We have also explicitly shown that such spectral-temporal correlation is successful

both in the initial evolving phase of modulation instability where spectra typically possess sideband

structure, as well as the stationary phase of the instability when sideband structure is not apparent.

For both cases, we have also tested whether a neural network may be able to forecast the

properties of temporal instability peaks based on analyzing spectra at an earlier spatial reference

position, but our results show that this is possible only over a very small fraction of a nonlinear

length. In fact, from a physical perspective, the growth and decay of a particular temporal structure

typically occurs over a distance scale of several LNL, and so what these results suggest is that any
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correlation is limited within the extent of a small fraction of the growth and decay lifetime of

each emergent peak. In other words, this highlights the independence and incoherence between

sequential emerging peaks that develop within the modulation instability field.

Overall, the results presented here provide a further example of the utility of neural networks in

being able to analyse complex dynamics in nonlinear Schrödinger equation systems. Further areas

of work would be expected to consider more general scenarios including modulation instability in

the presence of convective effects (third order dispersion) and for the case of excitation with a

partially coherent pump [24, 28, 29].

VI. ADDITIONAL INFORMATION

DATA AND CODE AVAILABILITY

Data are available from the corresponding author upon reasonable request. The results in the

manuscript were obtained using standard techniques for solving the nonlinear Schrödinger equation

[4] to generate the MI data, as well as neural network code suites within the MATLAB Global

Optimization toolbox.
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FIG. 1. Simulated MI dynamics from CW excitation in the early stage propagation regime. (a) Spectral

and (b) temporal evolution over 450 m for one simulation. (c) Spectral and (d) temporal intensity (at the

fiber output) from 4 different simulations. (c) also shows the computed mean (top) and a zoom in the

neighbourhood of the pump (inset). The inset is plotted over a 20 nm span and over 50 dB dynamic range.

In (d) the peak Pk in each case is shown by a circle, and this is the parameter that we are aim to predict from

the corresponding single-shot spectra. For the purpose of clearly displaying multiple single-shot simulation

results, an artificial vertical offset between different profiles is added in (c) and (d).
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FIG. 2. Simulated MI dynamics from CW excitation in the stationary propagation regime. (a) Spectral

and (b) temporal evolution over a distance of 300 m, beginning at 55 km when we are well in the stationary

regime. (c) Spectral and (d) temporal intensity profiles extracted at 55 m intervals. (c) also shows the

computed mean (top) and a zoom in the neighbourhood of the pump (inset). The inset is plotted over a

20 nm span and over 50 dB dynamic range. In (d) the peak temporal intensity in each case is shown by

a circle, and this is the parameter that we aim to predict from the corresponding single-shot spectra. For

the purpose of clearly displaying multiple single-shot simulation results, an artificial vertical offset between

different profiles is added in (c) and (d).
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FIG. 3. (a) Schematic of the feedforward network design used in our study (150 points at the input, 150

neurons in the first hidden layer, 10 neurons in the second hidden layer, and one output). (b) Map of test

correlation coefficient obtained as a function of the neural network architecture (number of neurons in each

hidden layer) for the stationary MI regime. The blue circle indicates the particular architecture chosen for

the study.
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FIG. 4. Neural network performance for the early stage propagation regime, quantifying neural network

prediction of temporal MI peaks based only on input spectral data. These results were based on an ensemble

of 2500 simulations not used in the training phase. We compare the predicted peak power of the highest

intensity temporal peak with the known result from simulations for input spectra: (a) with the full 100 dB

dynamic range of simulations, (b) truncated to a dynamic range of 40 dB. (c) Plots the achieved correlation

coefficient after testing as a function of dynamic range over 20–100 dB.

16



200 400 600 800
Simulated intensity (W)

200

400

600

800
P

re
di

ct
ed

 in
te

ns
ity

 (
W

)
 y = x
 ; = 0.99

10-4

10-3

10-2W-2

200 400 600 800
Simulated intensity (W)

 y = x
 ; = 0.86

10-4

10-3

10-2W-2

20 30 40 50 60 70 80 90 100
Dynamic range (dB)

0

0.2

0.4

0.6

0.8

1

C
or

re
la

tio
n 
;

100 dB dynamic range
(a)

40 dB dynamic range
(b)

(c)

FIG. 5. Neural network performance for the stationary propagation regime, quantifying neural network

prediction of temporal MI peaks based only on input spectral data. These results were based on an ensemble

of 2500 simulations not used in the training phase. We compare the predicted peak power of the highest

intensity temporal peak with the known result from simulations for input spectra: (a) with the full 100 dB

dynamic range of simulations, (b) truncated to a dynamic range of 40 dB. (c) Plots the achieved correlation

coefficient after testing as a function of dynamic range over 20–100 dB.
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FIG. 6. Test correlation coefficient for (a) early stage and (b) stationary propagation regimes as a function of

∆z/LNL, the distance between the target temporal profile used in training and that used in this predictive

test. The distances are expressed as a percentage of the nonlinear length. Results are plotted for two

dynamic ranges as shown.
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