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Abstract
This paper deals with the automatic control of the trajectory of T-lymphocytes using dielec-

trophoretic (DEP) actuation. Dielectrophoresis is a physical phenomenon induced by a non uniform
electric field enabling to apply a force on a dielectric object. In most of the cases, it is used in a
passive way. The electric field is in a steady state and the force applied on the cells depend on
the cell’s characteristics and position inside the channel. Those systems are limited as cells with
similar characteristics will undergo the same forces. To overcome this issue, active devices where
the electric field changes over time were developed. However, the voltages that should be applied
to generate the desired electric field are mostly computed offline using finite element methods.
Thus, there is a low number of devices using automatic approaches with dielectrophoretic actua-
tion where the electric field is computed and updated in real-time based on the current position of
the cell. We propose here an experimental bench used to study the automatic trajectory control
of cells by dielectrophoresis. The computation of the dielectrophoretic force is done online with
a model based on the Fourier series depending on the cell’s characteristics, position and electric
field. This model allows the use of a controller based on visual feedback running at 120 Hz to
control the position of cells inside a microfluidic chip. As cells are sensitive to electric field, the
controller is limiting the norm of the electric field while maximizing the gradient to maximize the
DEP force. Experiments have been performed and T-lymphocytes were successfully steered along
several types of trajectories at a speed of five times their size per second. The mean error along
those trajectories is below 2 µm. The viability of the cells has been checked after the experiments
and confirms that this active DEP actuation is not harming the cells.

1 Introduction
Single cell motion control has recently gained interest as the study
of specific biological behaviors needs the monitoring and acting
capabilities at the scale of a single cell1,2.

The classical way to displace individual cells relies on methods
where the cell is mechanically handled3. The use of micropipette
is common, the negative pressure created inside the pipette is
used to hold the cell. This principle is extended to study cell’s
mechanical properties or interactions4. However, those types of
positioning cannot be performed in closed environments, thus re-
cent studies focused on the use of cell positioning without contact.
Non-contact positioning can be classified in two categories, if an
intermediate device is used or not. The indirect positioning refers
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transparent electrodes. One figure showing the result of a simulation assessing the
performance of the proposed closed-loop controller. A video showing the camera
view during an experiment.]. See DOI: 00.0000/00000000.

to methods5,6, where a physical principal (e.g. magnetic field)
is used to actuate an intermediate tool able to handle cells. The
direct non-contact positioning refers to methods where the cell it-
self is directly influenced by the physical phenomenon. The most
commonly used physical principles are acoustic waves7,8, optical
tweezers9,10 and electric fields11,12. Each technics has advan-
tages and drawbacks 2,13. This article focuses on electric fields
which are particularly interesting as they can induce fluid flows
by electro-osmosis or electro-thermal effects14, be used to char-
acterize cells15 and displace cells with dielectrophoresis16. The
displacement of cells using dielectrophoresis is actively studied.
Most of the works consist of sorting cells inside a micro-channel
using a steady electric field and rely on the differences between
cells characteristics to achieve the separation11. A more advanced
platform has been developed by Godino et al.17 where they use a
visual feedback to track the position of cells and switch on/off the
voltage on electrodes to generate or not dielectrophoretic forces
on the cell. It results in a device that is used to study cells and
cell interaction. The DEPArray™18, allowing to retrieve specific
cells inside a sample with low concentration, is recently used
in several publications19–21 for cell analysis despite its limited
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throughput. However, the control of cell’s trajectory using dielec-
trophoresis is an ongoing work. Several studies and experimental
platforms22–24 have been built to steer artificial objects along a
defined trajectory, however, the demonstration on biological ob-
jects remains a challenge addressed in this paper.

This article deals with an experimental platform to perform
trajectory control of cells based on visual feed-back using di-
electrophoresis inside a PDMS pool. In our previous work we
demonstrated the effectiveness of our model based on Fourier
series to compute the dielectrophoretic force25 and of our con-
troller, allowing to steer microbeads along a defined trajectory26.
However, the cells behave differently from microbeads as both
have different density and different sensitivity to electric fields
(beads may experience large electric field and cells cannot). Thus,
the controller developed for microbeads cannot be used on cells.
We consequently propose a new controller for cell motion con-
trol based on visual feedback. Successful trajectory control of
T-lymphocytes are realized following different paths and viability
tests confirm that the cells are not perturbed by the controller.

The rest of this paper is organized as follows. Section 2 de-
scribes the dynamic model. Section 3 defines the open loop con-
troller which is a first step to build the closed-loop controller pre-
sented in section 4. The description of the experimental is given
in section 5 and experimental results and discussion are detailed
in section 6. Finally, section 7 concludes the paper.

2 Model definition

This section is based on the models that have been used in26 to
compute the dominating forces applied on the cell. The system is
a microfluidic chip composed of parallel electrodes independently
supplied in voltages. Those electrodes are used to generate a
dielectrophoretic force in the (⃗x,⃗y) plan inducing a displacement
of the cell in the same plan. The Fig. 1 shows the chip and
defines the orientation of the used axis. It also represents the
forces applied on the cell and an overview of the chip which will
be introduced more deeply in section 5. The next parts of the
section defines the model of the cell and the computation of the
considered forces.

2.1 Cell model

The model used for the cell is the "Single shell model" presented
by Sukhorukov et al.27. Following this model the cell is consid-
ered as a spherical particle composed of an intern part covered by
a uniform shell. The characteristics of each part are used to create
an equivalence of the cell in terms of electrical behavior charac-
terized by a conductivity and permittivity σc and εc. This elec-
trical model is needed to compute the Clausius-Mossotti factor
K that characterizes the difference of polarizability between the
medium, of conductivity σm and permittivity εm, and the cell. The
dielectrophoretic force is proportional to the Clausius-Mossotti
factor, the sign of this factor also determines if the cell undergoes
positive or negative dielectrophoresis. The software MyDep28

and its database are used to compute the Clausius-Mossotti fac-
tor depending on the frequency. Considering human T-cells in a
medium with σm = 0.2Sm−1, it reveals that to perform negative
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Fig. 1 Representation of the system, and schematics of the working area
from a top view. It defines the orientation of x⃗ axis that is perpendicular
to the electrodes, y⃗ axis that is the axis of the altitude, and z⃗ axis which
is parallel to the electrodes. The three main forces undergone by the
cell, FDEP, FDrag and Fb+g, are represented. The chip is composed of
transparent electrodes made of ITO (Indium Thin Oxyde) on top of glass
BF33 (Borofloat).

dielectrophoresis the used frequency must be fhz ≤50 kHz. More-
over, it has been shown by Napotkin et al.29 that cells are sensi-
tive to the potential across their membrane Vtm called transmem-
brane potential. If Vtm exceeds 200 mV, the cells can be damaged
due to electroporation. The potential that cross the membrane is
defined30 as:

Vtm =
1.5Ea√

1+(ωτ)2
, τ =

RCmem(σcyto +1/2σm)

1+Rσmem(σcyto +1/2σm)
(1)

where E is the electric field norm, a the cell radius, ω the fre-
quency of the applied voltage, Cmem the capacitance of the cell
membrane, σcyto is the cytoplasmic conductivity, σm is the con-
ductivity of the medium, and σmem is the membrane conductivity.
Considering a human T-cell of 10 µm of diameter and a medium
with σm = 0.2Sm−1, the electric field must not exceed |Emax| =
26668 Vm−1 to not affect the cell (Fig. S1 in supplementary ma-
terials). |Emax| = 25000 Vm−1 is retained for the following. This
model will be used in the rest of this article. The next part defines
the forces undergone by a cell during its displacement inside the
chip.

2.2 Equation of motion
The equation of motion comes from Newton’s second law and
depends on the main forces at stake. The considered forces are
the fluid drag force Fdrag, the gravity-buoyancy Fg+b and the di-
electrophoretic force FDEP. The AC electro-osmosis, Brownian
motion and electro-thermal flow are at least two orders of magni-
tude less than the dielectrophoretic force31 and are consequently
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neglected. Kharboutly et al.32 demonstrated that the inertial term
in Newton’s second law can be neglected at this scale for spherical
particles. As a result, the equation of motion is:[

0
0

]
= Fg+b +Fdrag +FDEP (2)

2.2.1 Definition of Fg+b

Fg+b is the combination of the gravity and buoyancy forces de-
scribes by:

Fg =

[
0

4
3 πa3(ρm −ρp)g

]
(3)

where a is the radius of the particle, ρm (resp ρp) is the fluid den-
sity (resp. particle density) and g is the gravitational acceleration.

2.2.2 Definition of Fdrag

Fdrag is the drag force. It takes into account the effect of the floor
of the chip33,34 resulting in :

Fdrag =−6πµa

[
λx 0
0 λy

]
.

[
ẋ
ẏ

]
(4)

where µ is the dynamic viscosity, ẋ (resp ẏ) is the particle velocity
on the x⃗ (resp y⃗) direction. λx and λy are correction factors31 and
enable to model the impact of the substrate when the cell is close
to it. They are defined as:

λx =

[
1− 9

16
a
y
+

1
8

(
a
y

)3
]−1

, (5)

λy =
8
15

sinhα

[
2sinh3α +3sinh2α

4sinh2 1.5α −9sinh2
α
−1

]
(6)

where
α = cosh−1(1+(y−a)/a)

with y the altitude of the center of gravity of the particle above
the substrate.

2.2.3 Definition of FDEP

FDEP is the dielectrophoretic force. It depends on the gradient of
the square of the electric field generated by the electrodes. The
computation of this force need to be fast enough to be used in
the closed-loop controller. The used model, referred as FSM, was
developed25 by Gauthier et al. It considers that inside a homoge-
nous medium, for dielectrophoretic applications, the potential is
defined by the Laplace’s equation Eq. 7:

∇⃗
2
φ = 0 (7)

This equation states that the permittivity and conductivity have
no impact on the electric field. In addition, the laplacian is a lin-
ear operator which allows to consider the potential generated by
all the electrodes as a linear combination of the contribution of
each electrode. The FSM model assumes that this linear combi-
nation can be expressed as a Fourier series. This assumption is
verified by the convergence of the found Fourier series25,35

The expression of the potential using the FSM is:

φ(x,y,U(t)) = e(x,y)T ·A ·U, (8)

where e(x,y) is a sum of exponential terms25. A is a matrix com-
posed of the Fourier series coefficients and U is a vector composed
of the potential applied on each electrode.

The electric field E, generated by the electrodes, can be ex-
pressed as:

E =−−→
∇ (φ) =−

 ∂eT

∂x AU
∂eT

∂y AU

 (9)

and

FDEP =CDEP

[
Ex

∂Ex
∂x +Ey

∂Ex
∂y

Ex
∂Ey
∂x +Ey

∂Ey
∂y

]
(10)

inducing

FDEP =CDEP

[
∂ 2eT

∂x2 AU ∂ 2eT

∂x∂y AU
∂ 2eT

∂y∂x AU ∂ 2eT

∂y2 AU

]
.

[
∂eT

∂x AU
∂eT

∂y AU

]
(11)

with CDEP = 4πεma3K and K the Clausius-Mossotti factor. This
formulation is suited to compute the dielectrophoretic force from
the electric potential field as the derivatives of exponential terms
are relatively easy to compute. In addition, the last expression
can be rewritten as:

FDEP = U(t) ·P ·UT (12)

where:

P =CDEP.

(
∂eT

∂X
(x,y) ·A

)T

· ∂ 2eT

∂X2 (x,y) ·A (13)

with X =

[
x
y

]
. Equation 12 shows that this method allows to de-

couple the command variable U from the other variables making
this model interesting for closed-loop control where U has to be
computed several times per second. In the next part, the precision
of the FSM compared to FEM simulation is discussed.

2.3 Precision regarding the electric field

The ability of the FSM to compute dielectrophoretic force has al-
ready been compared with classical FEM using the COMSOL Mul-
tiphysics® software26. For this application, it is interesting to
compare the FSM regarding the norm of the electric field as it is
a key parameter to avoid cell damage, as seen in section 2.1. For
these simulations the properties of the medium are σm =0.2 Sm−1

and εm =78 The electrodes are considered with a negligible thick-
ness. The simulated chip is composed of 16 electrodes with a
width of 10 µm and a gap between two electrodes of 10 µm. The
boundary conditions are defined in26. One electrode is supplied
with 5 V and the others are all at 0 V. It results that close to the
supplied electrodes and below 5 µm the difference is between -
20% and 20%. However, as the considered cell has a diameter of
10 µm, 5 µm is the minimum possible altitude of the cell. Above
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Fig. 2 Block diagram of the open-loop controller. The inputs are the
desired displacement δXc and the estimated position of the cell X̃. This
information fed the inverse dynamic model that computes Fb+g and Fdrag
and outputs the desired DEP force Fdes

DEP. Based on Fdes
DEP, the inverted

FSM computes U, the set of voltages that is applied on the physical
system to induce a displacement δXc to the cell.

5 µm and up to the substrate, the FSM is always overestimating
the norm of the electric field (Fig. S2 in supplementary materi-
als). This guaranties that the electric field computing by the FSM
is relevant information that can be controlled to avoid the phe-
nomenon of electroporation described in section 2.1. The next
section is about the definition and precision of the open-loop con-
troller.

3 Open-loop controller
The open-loop controller consists in controlling the voltage ap-
plied on each electrode to move the cell to a desired position. It
is based on the model of the previous section. With this model
it is possible to compute the displacement of a cell knowing its
properties, the medium properties, the electrodes geometry and
the applied voltage on each of them. The purpose of the open-
loop controller is to solve the opposite problem, to compute the
voltages U knowing the targeted displacement, the medium prop-
erties and the electrode geometry. The block diagram in Fig. 2
represents the controller composed of two parts. The first one,
"Inverse dynamic model", takes as input the desired displacement
and the position of the cell. It computes Fb+g, Fdrag and outputs
the desired DEP force Fdes

DEP that should be applied to perform the
desired motion. The DEP force is fed in the inverse model of the
FSM which outputs U. This set of voltages is then applied to the
physical system.
The inversion of the dynamic model is computed based on equa-
tion Eq. 3 and 4. The inversion of the FSM and the behavior of
this controller are detailed in the following parts.

3.1 Inversion of the FSM
The inversion of the model consists in finding U ≤ Umax a set of
voltages applied to the electrodes that induces a force Fdes

DEP to
the cell. Umax being the maximal voltage that can applied with-
out damaging the electrodes. The considered chip is composed
of Ne = 16 parallel electrodes. This geometry of electrodes and
the non-linearity inherent to the dielectrophoretic force (Eq. 10)
make the inversion of the model a problem with several outputs,
redundancies and non-linearity which has no analytical solution.
As shown in previous works26, the simulated annealing is an ef-

Fig. 3 Simulation of trajectory control of human T-cell at high speed
using the open-loop controller. Figure a) represents the reference and
followed trajectory on x⃗ and y⃗. The reference trajectory on x⃗ is a sinusoidal
one with a maximum velocity of 375 µms−1.The maximum error on both
axis is below 4 µm. Figure b) shows that the limitation of electric field is
effective as during all the experiment the curve never crosses the dashed
line representing |E|max fixed here at 25000 Vm−1.

ficient algorithm to invert the FSM. The simulated annealing is a
stochastic algorithm used to approximate the global minimum of
a function fcost(U) = Nr j, where Nr j is the energy of the system.
This algorithm replicates the behavior of an annealing method.
The system is considered with an initial virtual temperature Tinit

which decreases until Tf inal following T = Tinite−t.β with t the step
number and β a coefficient allowing to control the number of it-
eration between Tf inal and T = Tinit . At each step, the parameter
of fcost(U) randomly changes and the energy is updated. If the
new energy is lower than the previous one, it is saved and the
algorithm goes to the next iteration. If the energy has increased
the new solution is randomly saved depending on the value of T .
This avoids getting stuck in local minimum and goes on until Nr j

reached an arbitrary value called εstop or until T < Tf inal .
For the inversion of the model, the parameter of the cost func-

tion is U, the voltage applied on each electrode. As the objective
is to find a U enabling to induce a desired DEP force to the cell,
the force is used as a criterion for the optimization. The goal of
the algorithm is to minimize the cost function representing the
difference between the desired force and the one computed by
the FMS as a function of U. It also considers a limitation of the
norm of the electric field in order to limit the maximum electric
field at the location of the cell. The cost function is defined by:

fcost(U) = (αx∆Fx +αy∆Fy)− εstop +Flag|E| (14)

where ∆Fx =FDes
x −Fx(U) and ∆Fy =FDes

y −Fy(U). Fx(U) and Fy(U)

are the forces computed by the FSM generated by the set of volt-
ages U. αx and αy are the weights managing the importance of
the error on the different axis. Flag|E| represents a penalty func-
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Fig. 4 Effect of the density of the object on the control. A set of voltages
has been computed for a simulated cell of density ρc = 1025 to follow a
sinusoidal path. The set of voltages is then applied to two simulated cells
where the only difference is their density, one with ρc = 1025, another one
with ρc = 1000 . The top part of the figure represents the trajectory fol-
lowed by the two simulated cells on x⃗ axis while the bottom part represents
the trajectory on y⃗ axis. It shows that the control in open-loop is sensitive
to the altitude and variation of density as the two curves quickly diverge.

tion of the value of the norm of the electric field |E| applied to the
cell compared to the maximum value |E|max:

Flag|E| =

{
2.εstop if |E|> |E|max

0 else
(15)

This parameter ensures that the electric field applied to the cell
does not exceed |E|max, the one that damages the cell (section
2.1).

3.2 Simulation of trajectory control

The open-loop controller is implemented to realize simulation of
trajectory control. For those simulations, the considered cell is
a human T-cell defined in section 2.1 with ρc = 1025 and a ra-
dius a =5 µm. The simulation is running at 120 Hz to replicates
experimental conditions. The chosen reference trajectories are
sinusoidal ones on both x⃗ and y⃗ axis. The maximum speed on
the x⃗ axis is of 375 µms−1 which should require high |E|. The re-
sults of a simulation are presented in Fig. 3. Fig. 3.a) represents
the reference and followed trajectories on both axis. The maxi-
mum error is below 4 µm. Fig. 3.b) represents |E| at the location
of the simulated cell. It shows that |E| never exceeds the limit
|Emax|= 25000Vm−1, meaning that the limitation of electric field
is effective. The next section analyses the impact of an impreci-
sion of the density of a cell on the open-loop controller.

3.3 Sensitivity to the density

The open loop controller presented here computes a set of volt-
ages U to move a cell accordingly to a predefined trajectory. The
previous section describes the behavior of the optimization algo-
rithm used for this task and shows that this an iterative process
computing the DEP force applied to the cell for each iteration.
Section 2 shows that the DEP force is computed for one point in
space and that its magnitude and direction is highly dependent
of the position. Thus, a good knowledge of the position of the
controlled cell is needed. While working with cells, the controller
needs to be robust because of this heterogeneity in terms of size,
shape and density. Simulations where conducted to demonstrate
the sensitivity to this open loop controller to a wrong estimation
of density and the results are presented in Fig. 4. One set of
voltages was computed for an object with a density ρc = 1025 and
applied in a simulated open-loop to two objects with respective
density ρc = 1025 and ρc = 1000. For the object with ρc = 1025
the trajectory is the expected one, on the other hand, for the ob-
ject ρc = 1000 the control is lost. The error on the density induces
an error in the computation of Fb+g leading to an increase of the
altitude of the object over time. The DEP force is computed at
a wrong location as the estimated altitude is not the good one
and the error is accumulating with time. Same observation can
be done for a wrong estimation of the size of the object as Fb+g is
also dependent of this parameter.

This section describes the principle of the open-loop controller
and shows its sensitivity to parameters. It put forwards the im-
portance of a closed-loop control to increase the robustness of
the control regarding external perturbations and model approxi-
mations.

4 Closed-loop controller
The previous section defines the open-loop controller, which relies
on the models but does not take into consideration the measured
position of the cell. A closed-loop controller uses the same model
with added feed-back information on the position of the cell on x⃗
and y⃗ axis. This information allows to compensate the imprecision
of the model and external perturbations as well as the different
size and shape of the cells that will induce a different motion.

4.1 Closed loop controller

The designed closed loop controller is based on visual feedback
from a top view to obtain the position of the cell along the x⃗
axis. As the measurement of the altitude of a cell inside a pool is
a tedious task that requires specific equipment, design and pro-
cessing36, it is proposed here to reconstruct the altitude using an
observer. The observer corrects the estimated altitude of the cell
by the FSM using the measured displacement of the cell on the
x⃗ axis. The behavior of this controller is defined in Fig. 5. It

takes as an input Xdes =
[
xdes ydes

]T

which represents the suc-

cession of positions that the cell has to follow. The measured

error ε =
[
εx ε̃y

]T

is computed using the measured value xm and

a corrected reconstruction of the altitude ˜ycorr computed by an
observer (called "ỹ Observer"), that will be detailed in a following
section 4.1.1. A PI controller is then used to compute the com-
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Fig. 5 Closed loop control architecture. The control purpose is to perform closed-loop actuation of cells based on visual feedback. It is composed of
a PI controller, an open-loop controller, a direct model and an observer.

mand δXc =

[
δxc

δyc

]
that is used as an input for the "Open-Loop

Controller" which was defined in the previous section. It outputs
a vector of voltages U which is applied on the real system induc-
ing the displacement of the cell which position xm is recorded by
a high speed camera.

The next paragraphs detail the behavior of the proposed alti-
tude observer to obtain feedback information on y⃗ axis based on
the image processing on x⃗ axis.

4.1.1 Behavior of the altitude observer

During the experiments, an error between the desired motion of
the cell and the measured one will occur and is used to correct
the estimated altitude. Indeed, if the estimated altitude is higher
than the real one, the cell will undergo a higher DEP force induc-
ing a bigger displacement on x⃗. On the contrary, if the estimated
altitude is lower than the real one, the cell will undergo a lower
DEP force and consequently a smaller displacement on x⃗. It re-
sults that the feedback information on the displacement along
the x⃗ axis also contains information on the altitude of the cell.
The observer is based on a study of the local evolution of the DEP

force along the altitude. Considering a position Xc =
[
xc yc

]T

,

a desired position Xdes and one set of voltages U that should dis-
place the particle from Xc to Xdes, the FSM is used to compute
the evolution the DEP force along the x⃗ axis for different alti-
tude close to yc. The computed values of DEP force are then
used to compute the estimated induced displacement, δx, as a
function of an error of the altitude. To perform statistics anal-
ysis on a relevant set of data, 3 preliminary experiments were
conducted on cells, with limitation of |E|. 240 different sets of
voltages U were extracted and used to study the change of the
DEP force, computing by the FSM, depending on the altitude for
different desired displacements δXc. The result of the study is
presented in Fig. 6. The figure represents the variation of δx−δxc

δxc

−3 −2 −1 0 1 2 3

∆y (µm)

−0.4

−0.2

0.0

0.2

0.4

δx−δxc
δxc

Min slope

Max slope

Mean slope

Mean linear fit > 0.98

Fig. 6 The figure represents the link between an error of the estimated
altitude ∆y and a ratio of the error between the computed δx and desired
displacement δxc on the x⃗ axis. There is on the figure a total of 240 curves
form 3 different experiments. Each curve represents the variation of
displacement, compared to the desired one, as a function of the variation
of the altitude for a fixed set of voltages U and position x. As an example,
considering curve of slope sl, if the estimated altitude is correct, ∆y =

0 µm, the displacement of the cell δx should be δxc thus δx−δxc

δxc = 0.
However, if ∆y = 1 µm, it will induce an error of displacement of the cell
of δxc · sl ·∆y. The figure reveals that the ratio δx−δxc

δxc linearly changes
with the error of altitude with a mean slope slmean =−0.11.

as a function of an error on the estimated altitude ∆y. It shows
that around the cell ∆y ∈ [−3,3]µm, this variation can be repre-
sented by a linear approximation as the mean linear fit score of
the 240 data set is above 0.98. In addition, the slope of those lin-
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ear fit sl ∈ [−0.095,−0.15] with slmean =−0.11. This study is used
to establish the following model.

δx−δxc

δxc = ∆y · slmean (16)

The goal of the observer is to correct the estimated altitude
using the measured error (δx− δxc) on x⃗. It uses the model pre-
sented in section 2 to estimate the theoretical displacement from
U and compared it to the measured one to obtain (δx − δxc).
Then, the controller acts as a proportional controller on the es-
timated altitude ỹ with a gain Kcorr

p . Knowing δx and δxc Eq. 16
is used to compute ∆y, resulting in

ỹcorr = ỹ+
Kcorr

p

slmean
(

δx−δxc

δxc ) (17)

A simulation of the effect of this observer is presented in Sup-
plementary materials Fig. S4. The next section describes the im-
age processing to measure the position of the cell on the x⃗ axis.

4.2 Estimation of the position of the cell on the plan of the
electrodes

The feedback information regarding the position of the cell on
the x⃗ axis is obtained with image processing. A region of inter-
est is defined in the image to reduce the computing time. The
cells inside this region of interest are detected using a threshold
algorithm and a blob detection one. The cell is then tracked over
time. To ensure the control and avoid taking into account wrong
detection, a threshold on the distance between two consecutive
detection is used. If this threshold is exceeded, the measured po-
sition is ignored and an estimated position reconstructed with the
model is used.

5 Materiel and methods

5.1 Experimental platform

5.1.1 Hardware

The experimental test bench is presented in Fig. 7. This setup is
situated in a temperature, pressure and humidity controlled room
with filtered air to ensure a “dust free” environment. A Biologi-
cal Safety Cabinet - BSC (MSC advantage from Fisher scientific)
is also used to manipulate cells inside a sterilized environment.
The whole experimental platform is handled by a computer (Dell
T3400) with OpenSuse 13.2 operating system, and a kernel 2.6
patched with RTAI 3.8.1 to achieve real time performances. This
computer communicates with all the hardware and process all
the data through a software developed in C++. It processes the
images received from a camera (Photon Focus MV-D 1024) with
a pixel size of spix =0.8 µm . It generates DC current through
NI PCI 6733 analog output devices. The DC signal generated is
then multiplied with a signal of reference 1 Vrms at a frequency
fHz =50 kHz generated by a HAMEG HM8131-2 using a home-
made electronic card. The output of this last electronic board
is U, a set of sixteen AC signal independently controlled in am-
plitude. A SAMTEC MB1 mini edge card connector is used as a
bridge between the electronic board and the microfluidic chip.
A pool made of PDMS (Polydimethylsiloxane), with a thickness

BSC

Camera

Light source
Electronic 
board

Bio waste 
container

Micro�uidic
chip

Fig. 7 Presentation of the experimental setup. It is composed of a BSC
and a bio waste container to safely manipulate cells. A computer with a
real time OS that is connected to a camera for visual feed-back, and to an
electronic board to generate 16 independent AC signals. The microfluidic
chip is connected to the electronic board and is enlightened from below.

around 1 mm is added on top of the chip and stuck by adhesion.
The walls created by this pool are far from the working area and
do not have an effect on the displacement of the cell. The chip
details are given in the next section.

5.1.2 Microfluidic chip

The microfluidic chip is composed of 16 parallel electrodes. In
our case, the cells are on top of the electrodes. With artificial
objects the detection can be performed using a combination of
transmission and reflection enlightenment even on top of non-
transparent electrodes. However, the optical properties of the cell
requires the use of transparent conductive material for the elec-
trodes to enable the detection through image processing on top
of electrodes (Fig. S3 in supplementary materials).

The chosen conductive transparent material is ITO (Indium
Thin Oxide). 370 nm of ITO (Indium Thin Oxide) is deposited by
the company SOLEMS on a glass BF33 wafer. This layer is then
protected using a S1813 resin patterned using photo-lithography.
The unprotected ITO is etched with a RIE using Argon gas only.
The obtained chip is composed of electrodes with a width of
10 µm and a gap between two electrodes of 10 µm as well. The
workspace is 310 µm long along the x⃗ axis.

5.2 Biological cells
Mammalian cell line CEM/C1 (CRL-2265™, ATCC®) is used.
CEM/C1 is a type of human T leukemia cell line. CEM/C1 cells
were grown in RPMI 1640 medium (72400-021, Gibco) supple-
mented with 10% fetal bovine serum (10270, Gibco) and 1% peni-
cillin/streptomycin (15140-122, Gibco) in a humidified incubator
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Table 1 Composition of the used buffer

Components
Buffer 1 :
Control

Buffer 2 :
Viability test

Glucose (µgmL−1) 11 11
Sucrose (mgmL−1) 104 104

RPMI (%) 13 (v/v) 13 (v/v)
BSA (%) 0.0033 (w/v) 0.0033 (w/v)

Trypan Bleu (%) - 0.02

at 37°C in 5% of CO2. Cells were prepared at the concentration
of 1.107 cell/mL in RPMI 1640 medium only.

A homemade buffer suited for dielectrophoretic actuation is
then prepared. It is inspired from R. Di Martino et al.37 and
modified to reach a conductivity of 0.2 Sm−1 while keeping the
osmolarity of RPMI. The composition of the buffered is defined
in Table 1 where the columns define the proportion of each com-
ponent for each medium. Two buffers are prepared, “Buffer 1” is
used for control trajectory experiments and “Buffer 2” is used for
control trajectory followed by viability tests as it includes trypan
blue.

5.3 Experimental protocol

For each experiment, the microfluidic chip surface is activated us-
ing BSA for 15 min and is then flushed, sterilized using absolute
ethanol and brought under the BSC. The cells are moved into a
buffer whose composition is detailed in Table 1 to reach a con-
centration of 1.106 cell/mL. 40 µL of this solution is poured into
the PDMS pool and a cover glass is added at the top of the pool
to seal it, to avoid leakage and to obtain a smooth surface to en-
able observation with the camera. The microfluidic chip is then
plugged into the SAMTEC connector.
To perform viability tests, 10% of trypan blue 0.2 is added to
the medium for experiments dedicated to the study of viability
(“Buffer 2” in Table 1). It allows the detection of dead cells af-
ter the experiment without the need to extract the cells from the
pool. This quantity of trypan blue has been determined after a
study on the minimum concentration required to have an effec-
tive test. Its impact on dielectrophoresis has been checked and is
negligible.

6 Results and discussion
This section presents the results obtain while controlling T-
lymphocytes along three different trajectories using the method
and parameters presented previously. The shape of the trajecto-
ries is chosen to study the behavior of the controller with respect
to stability, precision, repeatability and acceleration. For all the
curves in Fig. 8, the dotted blue curve is the measured position of
the cell during the experiment while the crossed orange one is the
reference trajectory. The dashed curve is the error between the
two previously defined curves. The error between the measured
xm

k and the desired position xdes
k is called δxtra j. The duration of

each experiment is 15 s, the desired altitude is ydes =15 µm and
remains constant during all the experiments to keep the cell in
the focal plan.
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(a) Experimental result of the control of the trajectory of a T-cell along a saw shape
trajectory. The orange curve is the reference path, the blue curve is the measured one
during the experiments. The cyan one is the measured error of position. The maximum
error during this experiment is below 4 µm
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(b) Experimental result of the control of the trajectory of a T-cell along a sinusoidal
shape trajectory. The orange curve is the reference path, the blue curve is the measured
one during the experiments. The cyan one is the measured error of position. The point
inside the red rectangle represents a wrong detection of the cell during the image pro-
cessing. The fact that it has no impact on the trajectory demonstrates the efficiency of
the strategy described in section 4.2 to handle such issues. The maximum error during
this experiment, excluding the error of detection, is below 5 µm.
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(c) Experimental result of the control of the trajectory of a T-cell along a complex trajec-
tory. The orange curve is the reference path, the blue curve is the measured one during
the experiments. The cyan one is the measured error of position. The maximum error
during this experiment is below 4 µm

Fig. 8 Results of different experiments of trajectory control of T-
lymphocytes. The maximum error during those experiments was below
half of the diameter of the cell.

6.1 Saw shape trajectory
The first trajectory is a saw shape with a slope of ±20 µms−1. It
has been performed using medium 1. The result of this experi-
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Manipulated cell

Reference sample
 Viability = 90.6 %

Sample after experiment
   Sinusoidal trajectory
        Viability = 85 %

Dead cells

Living cells

Fig. 9 Viability test of T-lymphocytes after the experiment presented
in Fig. 8a. Before the experiments, the solution with cells in medium 2
was divided in two parts. One undergoes dielectrophoretic manipulation
while the other one is used to fill a Malassez counting cell. After the
experiment, a counting is performed on both samples on 250 cells. It
results that the manipulated cell is unharmed and that the global differ-
ence of viability is 5.5%

ment is presented in Fig. 8a. The instantaneous change of direc-
tion in this trajectory shows that the inertia of the cell is negligible
at this scale. The ramps show the capability of the system to move
a cell with a constant speed which is directly linked to its ability
to generate a same force at different locations. It is thus a way to
test the precision of the control. The maximum measured error
for this trajectory δxmax

tra j = 2.1µm.

6.2 Sinusoidal shape trajectory

The second trajectory is a sinusoidal shape trajectory. This tra-
jectory is used to demonstrate the resolution of the system being
the minimum speed induced to a cell. It results that the camera
is a limiting factor as the measured resolution is just below the
size of a pixel of the camera used to measure the position, which
is spix = 0.8µm. The result of the experiment is presented in Fig.
8b. The red square represents an error of detection that occurred
during the image processing. The fact that it has no impact on
the trajectory demonstrate the efficiency of the strategy described
in section 4.2 to handle such issues. The mean and maximum
error of trajectory during this experiment are δxmean

tra j = 1µm and
δ max

tra j = 4.7µm excluding the error of detection. This experiment
was performed in the Medium 2 and viability test was done after
the trajectory control. The result of the test is presented in Fig. 9.
Before the experiments, the solution with cells in medium 2 was
divided in two parts. One undergoes dielectrophoretic manipula-
tion while the other one is used to fill a Malassez counting cell.
After the experiment, a counting is performed on both samples on
250 cells. It results that the displaced cell is unharmed and that
the global difference of viability is 5.5%.

6.3 Complex trajectory

The last trajectory is a combination of saw shape and sinusoidal
trajectories and time of hold in position. This trajectory is used
to demonstrate the capability of the system to steer cells along
complex trajectories for a certain amount of time, at low and null
speed as well as relatively high speed (50 µms−1). For this exper-
iment the maximum error is δ max

tra j = 4.5µm, which remains below
half of the diameter of the cell. Simulation of this experiment
was done to assess the observer and is presented in supplemen-
tary materials Fig. S4

6.4 Discussion

The experimental bench to study automatic trajectory control of
cells using dielectrophoresis allows the control of cells along dif-
ferent trajectories in 2D, the direction perpendicular to the elec-
trodes and the altitude. Those experiments have been realized in-
side a PDMS pool to demonstrate the importance of the altitude
of the cell while using dielectrophoretic actuation. The differ-
ent experiments reveal the efficiency of the observer to estimate
the altitude of the cell. The T-lymphocyte are controlled along a
defined path with a maximum error of half their diameter at a
maximum speed of 5 time their diameter per second. This con-
trol is performed without harming the controlled cell. The errors
observed during the experiments can have several causes. The in-
verse model used to compute the vector U uses parameters that
are approximations of the real ones. This can lead to approxi-
mations on the estimated position. In addition, the simulated an-
nealing algorithm, on which is based the inverse model, is an
optimization algorithm that outputs the vector U that limits the
most the error among a limited number of solutions computed in
a limited number of iterations. This is a constraint due to in-line
processing. Plus, the information used as a feed-back is an image
whose resolution is 0.8 µm per pixel. Performing image processing
on this image induces approximations regarding the measured
position of the cell. The speed remains limited as 50 µms−1 is the
maximum speed that can be reached with this controller. Above
this speed, the precision decreases and the control is not guaran-
teed. The inverted model has to find an optimal set of voltages
U that generates a high force on the x⃗ axis and a small one on y⃗.
The difference of magnitude between the generated force on the x⃗
axis and y⃗ axis increases with the targeted speed, and the number
of solutions decreases. In the case of cells, the dielectrophoretic
force needed on y⃗ to counter the gravity and the buoyancy is low,
with a magnitude of 7e−13N. The algorithm doesn’t manage to
find a solution that generates this force on y⃗ and a much bigger
one on x⃗, with a magnitude above 7e−11N, in the limited number
of iterations. The use of the controller and model presented in
this article can be extended to several applications. Inside a mi-
crofluidic channel, it can be used to automatically position cells
inside the channel to create virtual ones. As the model is com-
puted online, it can be used to perform controlled and automatic
electroporation of cells. To reach higher speed of manipulation,
it is necessary to have a better control and estimation on the alti-
tude of the cell. The different behaviors of cells observed through
experiments can be used to perform a statistical analysis to esti-
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mate more accurately the perturbations and inaccuracies inside
the model to improve the simulations. More realistic simulations
could become a tool to optimize the controller. Future work will
focus on the development of a microfluidic chip with parallel elec-
trodes on top and bottom plates perpendicular to each other. This
configuration will allow 3D manipulation of cells at higher speed
because of the possibility to generate high electric field gradient
at the top of the chip. Future work will also focus on the use of
impedance spectroscopy to measure the position of the cell and
perform closed loop actuation based on impedance feed-back. Be-
side these results, this work presents the methodology to perform
automatic closed loop control of the trajectory of single cells and
open the door to applications where single cell characterization is
required.

7 Conclusions

This article proposes a platform based on dielectrophoretic actu-
ation to study the control of cell trajectories. The platform allows
to monitor the position of the cell, and to control in real time
the electric field and dielectrophoretic force at a precise location.
It is used to steer cells along a defined trajectory taking into ac-
count their physiological properties. The platform is based on
a closed loop controller using visual feed-back and limiting the
electric field applied to the cells. As the images are taken from a
top view, the altitude of the cell is reconstructed with the model
and corrected with an observer. The controller is able to run at
120 Hz. This platform is used to steer T-lymphocytes along a de-
fined complex trajectory with a maximum speed of 50 µms−1, a
maximum error of 4.4 µm and a mean error of 1.5 µm which is ap-
proximately a tenth of the diameter of the displaced cell. Viability
tests demonstrate that this trajectory control does not damage the
cells and can thus be promising for more complex tasks.
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Transmembrane potential as a function of the electric field
magnitude
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Fig. S1 Evolution of the transmembrane potential as a function of the
norm of the electric field using equation 1. The simulation is done consid-
ering a human T-cell of 10 µm of diameter, Cmem = 10e−3 Fm−2, σcyto =

0.65Sm−1, σmem =20 Sm−1 inside a medium with σm = 0.2Sm−1. The
horizontal line represents the maximum value of Vtm = 200mV that can be
applied to avoid damaging the cells. It shows that this value corresponds
to a norm of the electric field |E|max = 26668Vm−1.

Comparison of the electric field computed by Comsol and FSM

Supplied electrode

Fig. S2 Comparison of the norm of the electric field in % between
the FEM and FSM model. The horizontal red line shows the limit of
5 µm. The color map represents the percentage of difference between
both models. A negative value (area in purple) means that the FSM is
overestimating |E|, a positive value (area in yellow) means that the FSM
is underestimating |E|. Close to the supplied electrode, at 5 µm the error
is between [−20,20]%, above 5 µm, the FSM is always overestimating |E|.
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Comparison of images of cells on top of ITO and gold elec-
trodes

Gold electrode
Cell on top of 
gold electrode

ITO electrode Cell on top of
ITO electrode

Fig. S3 Comparison of images of a cell on top of gold and ITO electrodes.
The cells are inside the red circle. The cell on the top part of the image is
hardly visible, the image is not usable for tracking the cell. The bottom
image shows that a cell on top of ITO electrodes still has a bright inner
part and can be tracked using image processing.

Effect of observer through simulation

Fig. S4 Effect of the observer demonstrated through simulation. The
simulation considers inaccuracies on parameters of the cell. The diam-
eter is overestimated by 20% and the density is also overestimated by
10%. The doted curve represents the trajectory of reference which is
the same as the one used in the experiment Fig. 8c. The curve with
cross represents the one simulated with the closed-loop controller. The
curve with triangle represents the one simulated in open-loop. Figure
(a) represents the trajectory on the x⃗ axis and figure (b) represents the
trajectory followed on the y⃗ axis.
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