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Abstract: With computer science and technology development in today’s world, many tradi-
tional industries, such as the oil and gas industry, are beginning to transform to digitalization.
In this transformation process, many data-driven models are often necessary; e.g., a data-driven
model, based on existing data, is used to estimate the risk associated with drilling tools. Before
building this model, the preliminary work needs to assess how much data are available at this
stage, what is the quality of the data, whether the existing data are suitable for building the
model, and if not, what measures can be taken to improve the data quality. To answer these
questions, this paper presents a data management framework that includes data preparation,
data quality assessment, and data-based knowledge acquisition. An actual case study result
demonstrates that the framework can answer these questions.
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1. INTRODUCTION

Drilling and measurement (D&M) tools used for oil well
drilling are complex systems that contain multiple elec-
tronic boards. These boards play a vital role in the tool’s
functions, such as signal acquisition, processing, and op-
eration control. However, the challenging downhole op-
erating conditions, i.e., high temperature, vibration, and
shocks, cause the electronic boards to fail in complex ways,
resulting in drilling job failures and significant economic
losses. One way to enhance drilling job success and effi-
ciency is to plan proactive tool maintenance activities. Fur-
thermore, estimating the risk of electronic board failures
is essential to improve tool maintenance decision-making.
In the context of maintenance, the risk is defined as the
probability of failure multiplied by the consequence of the
failure. Assuming the consequence of the failure is constant
for the same type of electronic board; then the risk is
equivalent to the probability of failure.

Due to the specificity of D&M tools, there are only a few
research works about the risk estimate of electronic boards
in D&M tools. For example, Kale et al. (2014) used a
stress function with two reliability functions to estimate
the risk of electronic boards. The stress function is built
based on exposure time at different environmental levels.
Kang et al. (2022) proposed a risk level estimate method
based on the hidden Markov model. These methods are
data-driven and assume that the data are available and of
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high quality. However, the assumed high-quality data are
usually unavailable for the D&M tool electronic boards
for many reasons, such as tool lost in the hole because
of drilling accidents, computerized maintenance manage-
ment system transformation, communication errors during
drilling operations, and field engineers forgetting to dump
the data. Ignoring the data quality issues, e.g., missing
values and outliers, might result in misinformed analyses.
Therefore, data quality assessment is of great significance
before constructing data-driven models.

Given the data quality challenges for prognostics and
health management applications, researchers have put
forth various data quality management methodologies.
For instance, Omri et al. (2021) proposed a data quality
requirement model for fault diagnosis based on empiri-
cal classification results of public classification datasets.
Jia et al. (2018) presented a data suitability assessment
method for machine prognosis using maximum mean dis-
crepancy. Chen et al. (2013) introduced a new method
to evaluate and improve data quality for system health
diagnosis modeling. However, to our knowledge, there are
no studies on data quality management for risk estimate,
especially for electronic boards or systems. To fill this
research gap, this paper proposes a data management
framework to deal with data quality issues in risk esti-
mation for electronic boards in D&M tools.

The remainder of the paper is organized as follows. In
Section 2, the data management framework is presented as
well as the description of data quality dimensions. A case



study is then presented in Section 3. A discussion and a
conclusion are presented in Sections 4 and 5, respectively.

2. DATA MANAGEMENT FRAMEWORK

Figure 1 shows the proposed data management framework
for estimating the risk of electronic boards. The framework
consists of three main segments, including data prepa-
ration, data quality, and data-based knowledge. These
segments are described in detail in the following sections.

2.1 Data Preparation

The data preparation consists of three steps, i.e., data
acquisition and storage, channel selection, and feature
extraction.

Data Acquisition and Data Storage  In drilling oper-
ations, each D&M tool measures many analog signals
through built-in sensors. The analog signals are then
converted to digital signals via signal acquisition circuits
or analog-to-digital converters; however, limited data are
transmitted to the surface due to bandwidth limitations.
Most of the data are processed in real time by a field pro-
grammable gate array or a digital signal processor inside
of the tool. The processed information is then input into a
central processing unit (CPU) for automatic control of the
tool or stored on a memory board for offline data analysis.
After the drilling job is completed, the tool is pulled out of
the well. The data stored on the memory board will then
be copied on the hard disk and subsequently uploaded to
a data cloud when the Internet is available. The raw data
from the cloud can be retrieved and used for building the
risk estimate model of the electronic boards in the D&M
tool.

Channel Selection  As previously mentioned, the D&M
tool acquires numerous information channels containing
data during a drilling job; however, only a few channels are
used to build the risk estimate model. In general, channels
containing environmental data, such as temperature and
vibration are selected because environmental exposure sig-
nificantly impacts the electronic board condition (Michael
G. Pecht, Myeongsu Kang, 2018). It is important to note
that humidity is not considered in modeling the risk of the
electronic boards. Because the boards are mounted inside
the tool, and nitrogen is filled into the tool before each
drilling job, it is unlikely that the boards will be exposed
to moisture.

Feature FExtraction  Histogram features are commonly
used for the risk estimate of electronic boards (Kang et al.,
2022; Kumar et al., 2012). In estimating the risk of the
electronic boards in D&M tools, the histogram features
are the board environmental exposure time under different
environmental levels. In this case, the environmental levels
are equivalent to the histogram bins, and the exposure
time is the product of the corresponding histogram fre-
quencies and the data recording rate.

2.2 Data Quality

Assessing the data quality is an essential procedure before
creating the risk estimate model. Through data quality

assessment and data-based knowledge of data quality vs.
model performance, which will be described Section 2.3,
it is possible to assume the data quality requirement for
building a risk estimate model with desired performance.
If the data do not satisfy the condition, then data quality
improvement techniques should be made. In this section,
we will initially introduce and define data quality followed
by describing the metrics used to indicate data quality and
different ways to improve the data quality.

Definition  There is no definitive definition of data qual-
ity. Information quality describes the extent to which
information is fit for purpose (Lee et al., 2002; Fadahunsi
et al., 2021). Data quality refers to how well data meet the
requirements of data consumers (Karkouch et al., 2016).
Data are usually regarded as being high quality if it is
suitable for its intended use in business, decision-making,
and planning. In this paper, the data quality for the risk
estimate of electronic boards in D&M tools is defined as
” Data quality refers to the fitness of use for risk estimate” .

Metrics  The data quality metric is also termed by var-
ious researchers as data quality dimension (Wang and
Strong, 1996), data quality indicator (Wang et al., 2019),
or data quality characteristics (Gualo et al., 2021). Similar
to the data quality definition, many types of data quality
metrics have been proposed and presented in the liter-
ature. For example, in International Standard ISO/IEC
25012 (ISO/IEC 25012:2008), five data quality metrics,
namely, accuracy, completeness, consistency, credibility,
and currentness. Klein and Lehner (2009) used five metrics
to represent the data quality in sensor data streaming
environments, including accuracy, confidence, complete-
ness, data volume, and timeliness. Rekatsinas et al. (2015).
appraised the quality of data sources using coverage, ac-
curacy, timeliness, and position bias. Wang and Strong
(1996) proposed four categories of data quality metrics;
i.e., intrinsic data quality, contextual data quality, rep-
resentational data quality, and accessibility data quality,
in addition to several subcriteria for each category. Al-
though many data quality metrics are introduced, it is not
recommended that all of them be used because based on
the definition of data quality, data quality highly depends
on the intended application scenario. In this paper, three
metrics (data volume, accuracy, and completeness) are
used to quantify the quality of the environmental exposure
data used for building the risk estimate model. These
three metrics are also widely used in prognostic and health
management applications (Omri et al., 2021).

Data volume is often regarded as the most important
data quality metric. For the risk estimate of electronic
boards in D&M tools, the data volume relates to the two
following aspects:

e n: the number of failed electronic boards, n > 0
e N;: the number of observations of failed board i,
N; >0

Each observation of the data represents the histogram
features extracted using the environmental exposure data
of the selected channel from a drilling job.

Accuracy is the degree to which the data values reflect
the actual event state in a specific context of use (ISO/IEC
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Fig. 1. The data management framework.

25012:2008). In our context, the event is a drilling job, the
state is the operational condition, and the data values are
the extracted histogram features; i.e., the observations.
Assume that an outlier is an observation that does not
accurately represent the corresponding real operating en-
vironment. As a result, the data accuracy of the electronic
board i is defined as follows:

|0

A i=1— 1
ceuracy N (1)

where O; denotes the ensemble of outliers of the electronic
board i, |e| refers the cardinality of the data space, and
0 <10 < N;.

Completeness is the data quality metric that handles
the problem of a missing value (Omri et al., 2021). There
is only one type of missing data in our situation. The
environmental exposure data of some drilling jobs are
completely missing because the field engineers might not
have uploaded the data to the cloud, or the memory board
was damaged or lost in hole due to drilling accidents.
Similar to data accuracy, the completeness of the electronic
board i is expressed as follows:

Completeness; = 1 — M; (2)

N

where M; denotes the number of drilling jobs without
collecting environmental exposure data of the electronic
board 7 and 0 < M; < N;.

Improvements  Using the previously mentioned metrics
makes it possible to assess the data quality of the available
data. Furthermore, it is also conceivable to obtain knowl-
edge about the relationship between data quality and risk
assessment model performance during simulations using
the data collected from similar systems. A detailed descrip-
tion of acquiring the knowledge will be presented later in
Section 2.3. Given the knowledge and model performance
goals, one can conclude the data meets the data quality
required to build a risk estimate model with expected per-
formance. Data quality improvement activities should be
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conducted if the data does not satisfy the requirement. The
data quality can be enhanced from three aspects; i.e., tech-
nological improvement, managerial improvement, and data
preprocessing improvement. Technological improvement is
to improve the data quality from a technology perspective;
e.g., enhance sensors to increase signal precision, which
may well improve the accuracy of the data quality. Man-
agerial improvement is to enhance the quality of data from
a management perspective. As mentioned in the previous
section, missing data are likely caused by field engineers
because they failed to move the data from the memory
board to the hard disk and upload it to the data cloud.
Thus, training of field engineers should be enhanced and a
key performance indicator of data collection ratio be set for
the engineers to increase their awareness of data collection,
which will improve the data quality of completeness. Both
technological and managerial improvement measures are
costly because they demand additional investment of time
and budget. Furthermore, technological and managerial
improvements require long-term continuous input, and it is
not easy to realize a significant improvement in data qual-
ity in the short term. Data preprocessing improvement,
however, would achieve quality improvement immediately.
In this report, the authors will focus on data preprocessing
improvement.

Data preprocessing improvement uses data preprocessing
methods such as outlier detection and missing value im-
putation to improve data quality.

Outlier detection also known as anomaly detection
or novelty detection, focuses on discovering those ob-
servations that are significantly different from most of
the data (Zimek and Schubert, 2017). The outlier de-
tection methods can be grouped into four categories, in-
cluding statistical-based methods, distance-based meth-
ods, density-based methods, and clustering-based meth-
ods (Smiti, 2020). For additional details on outlier de-
tection methods, refer to two review articles by Smiti
(2020) and Chandola et al. (2009). It should be noted
that the outlier detection method used depends heavily on



the context of use. In our context, outliers are attributed
to measurement or recording errors. More specifically, in
some drilling jobs, the total environmental exposure time
measured by the tool differs from the drilling time due to
recording errors. In reality, these two parameters should be
equal because if the tool is drilling, the environmental data
are being measured. There are two ways to handle outliers;
one is to remove them directly, which is the easiest but
reduces data completeness. The second way is to substitute
the outliers with other values (e.g., mean, median).

Missing value imputation seeks to replace missing
data with estimated values. The missing value imputation
methods can be generally classified into two categories;
i.e., statistical and machine learning-based methods (Lin
and Tsai, 2020) (Hasan et al., 2021). The commonly used
statistical-based methods for missing value imputation
are expectation-maximum, linear regression, least squares,
and mean or mode. Machine learning techniques, such as
regression tree, random forest, support vector regression,
and k-nearest neighbor are used widely in missing value
handling methods. Additional details about missing value
imputation are contained in review articles by Lin and

Tsai (2020) and Hasan et al. (2021).

2.3 Data-based Knownledge

Typically, if the system under study is a recent implemen-
tation or the system is not commonly used, it is not easy to
accumulate sufficient high-quality data to gain knowledge
about the relationship between data quality and model
performance. In this case, an option is to use a similar
system containing more data than the system under study.
These data can be used to accumulate the knowledge. In
this paper, this knowledge is referred to as data-based
knowledge and denoted by K(Q, ¢), Q is a vector of data
quality metrics, and £ is the loss to be defined later.

Loss Function It is difficult or impossible to know the
actual risk level of an electronic board after each drilling
job is completed. Therefore, traditional model evaluation
metrics, such as classification error and mean squared
error are not suitable for evaluating electronic board risk
estimate model performance. However, for boards that
have failed, their actual lifetime is known. Based on
this information, the loss function (3) indicates the risk
estimate model performance.

S el(ts > Th) + ea(Ti — t)1(t; < Ti)

(t,T) = : 3)
where
e n: the number of failed electronic boards.

e t;: the time when the electronic board ¢ is replaced,
assuming all electronic boards’ lives begin at time 0.
Specifically, t; equals the time when the electronic
board is estimated as being at the highest risk level
by the risk estimate model.

e T;: actual life of the electronic board 4; i.e., the time
when the electronic board actually failed.

e c1: unit failure cost.

e cy: premature replacement cost per unit of time.

e 1: an indicator function. In other words, ¢; > T;
means the electronic board is replaced too late, which

involves failure cost. On the other hand, t; < T;
means the electronic board is replaced too early,
which includes premature replacement cost.

Knowledge Acquisition Removing and modifying portion
of the data in a similar system can simulate data with
different data quality. It is possible to train risk estimate
models based on these simulated data. Then based on
these models, the same test data are used to estimate the
lifetime of test boards and calculate the loss function. In
addition, to better characterize the model losses, cross-
validation techniques can be adopted. As a result, the
knowledge K(Q,¢) can be obtained. A case study pre-
sented in Section 3 will demonstrate how to acquire the
knowledge in more detail.

In

3. CASE STUDY

This section will use historical tool measurement data
collected in the field from actual D&M tools to demon-
strate how the data management framework functions.
The system being studied is the CPU board of a specific
logging-while-drilling tool. A similar system is the CPU
board of a particular rotary steerable system tool. The
risk estimate model used in this paper is based on the
hidden Markov model (HMM). More details are contained
in work by Kang et al. (2022).

3.1 Data-based Knowledge Acquisition

Due to space limitations of this paper and the difficulty
of simulating data with different accuracy, this paper will
only present how to acquire the knowledge of data volume
and completeness vs. model performance in this case study.
In addition, the paper presents only one aspect of data vol-
ume; i.e., the number of failed electronic boards n. Because
electronic boards have different numbers of observations,
randomly removing observations from the overall sample
might result in uneven completeness among the electronic
boards. The procedures for acquiring the knowledge are
shown in Algorithm 1, where Q = [n,Completeness].
In this case study, m = 20, Ly = [5,10,...,50], Ly =
[0.40,0.45,...,1.00], ¢; = 10000, c; = 3 and n4est = 50.

8.2 Data Quality Assessment

The data from 14 electronic boards in the system under
study were collected using the data preparation proce-
dures. To better demonstrate the data quality effect on the
risk estimate model, seven boards with low data complete-
ness were selected as training data, and their data quality
metrics are shown in Table 1. The other seven boards with
data completeness close to 1 were used as test data. Based
on the data quality metrics of the training data and the
knowledge presented in Fig. 2, we can roughly foresee the
loss would be more than 5500 if the risk estimate model is
trained using this training data. If the model performance
goal is that the loss should be less than 5500, then the
data quality does not meet the requirement. In turn, data
quality improvement measures need to be implemented.



Algorithm 1 Knowledge K(Q, ¢) acquisition

Input: entire dataset, simulation times m, sequence L, contains the numbers of training electronic boards, sequence
L contains the completeness of each training electronic board, ¢, co, the number of test electronic boards nsegs:

Output: £(Q, )
1: forie€ {1,2,3,...,m} do

sampling observations of n;.s; boards from the entire dataset without replacement as the test data

for n in Ly do

for Completeness in Ly do

2
3
4: sampling observations of n boards from the remaining data without replacement as temporary dataset T'emp
5
6

remove some observations from Temp to make the completeness of each board equal to Completenss,
use the data after removal operation as the training data

7 train the risk estimate model €2 using the training data
8: predict the lifetime of test boards using the model £

9: calculate the loss function and store the result in £(Q,¢)
10: end for

11: end for

12: end for
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Fig. 2. Data-based knowledge K(Q,¢) visualization
Table 1. Data quality metrics of the training

boards
Board 14 1 2 3 4 5 6 7
N; 69 3 8 27 11 21 14
Completeness; 0.52 0.67 0.38 0.67 0.64 0.67 0.64

3.8 Risk Estimate Model Performance After Improving
Data Quality

Mean imputation is adopted to fill in the missing values
of the training data. The model performances before
and after missing value handling are compared based on
the loss function on the test data. Specifically, the loss
before missing value handling is 8994.2, whereas, after
missing value handling, it is 6098.6. The loss is reduced
by about 3000, which proves that even simple data quality
improvement techniques, such as mean imputation, can
improve the model performance if the data quality of the
training data is low.

4. DISCUSSION

This paper presents a data management framework to de-
termine whether the collected data meet the data quality
requirements to build a risk estimate model with the ex-
pected performance. The goal of this framework is to assist

in making improved maintenance decisions, which explains
why the failure cost and early replacement cost is applied
in defining the loss function. Thus, this framework can also
be extended to predictive model selection based on data
quality. Specifically, data-based knowledge can be obtained
about different predictive models through a simulation
study. Then, based on this knowledge and the data quality
assessment of the available data, it is possible to inform
the decision maker the current best predictive model is.
For example, in Fig. 3, the difference in loss between HMM
and mean time to failure (MTTF) is shown. Notice that
the MTTF model predicts the lifetime as the MTTF of
training data. Because the MTTF model is uncomplicated,
it has a larger bias but less variance than HMM. As a
result, one should choose the MTTF model if the difference
between the two models is insignificant and the decision
maker is relatively conservative. Moreover, it is possible to
label which model is the best for different data quality co-
ordinates based on the performance of each model. Then,
based on these labels, a classification model can be trained
for more accurate model selection. In the case study in
Section 3, the loss function for 10 data volumes and 13
completeness was presented. This knowledge accuracy can
be enhanced through additional simulations. There are two
main methods to perform this. First, increase the number
of simulations. Second, increase the size and density of the
grid for the data quality dimension.

5. CONCLUSION

This paper has presented a framework for data manage-
ment that addresses data quality requirements for elec-
tronic board risk estimate models. The model builder can
effectively decide whether the data meet the quality re-
quirements by applying this framework. If the data do not
meet the criteria, one can use the three methods mentioned
(i.e., technological improvement, managerial improvement,
and data preprocessing improvement) to improve the data
quality. This paper successfully applied the framework to a
real-world case in the oil and gas industry. The case study
results show that the framework can effectively guide the
construction of improved electronic board risk estimate
models from a data quality perspective. Furthermore, ex-
tended uses of the framework (e.g., model selection) can
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be used to acquire more accurate data-based knowledge
through additional simulations.
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