Assessing power needs to run a workload with quality of service constraint on green datacenters
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Abstract

Datacenters are an essential part of the internet, but their continuous development requires finding sustainable solutions to limit their impact on climate change. The Datazero2 project aims to design datacenters running solely on local renewable energy. In this paper, we tackle the problem of computing the minimum power demand to process a workload under quality of service constraint in a green datacenter. To solve this problem, we propose a binary search algorithm that requires the computation of machine configurations with maximum computing power. When machines are heterogeneous, we face the problem of choosing the machines and their DVFS state. A MILP (Mixed-Integer Linear Programming), to find the optimal solution, and four heuristics that give satisfactory results in a reasonable time are proposed. The bests reach an average deviation from the optimal solution of 0.03% to 0.65%.
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1 Introduction

Since a decade datacenters have become an essential part of the internet, either being at the edge or at the center, and their number and size are continuously increasing, as their global energy consumption. These datacenters represented in 2018 1% of the global energy consumption, that is to say 6% more than in 2010 [14]. It is estimated [4] that, by 2025, energy consumption will have multiplied by 2.9 and greenhouse gas emissions by 3.1. To reduce the datacenter impact on climate change several research works propose solutions to optimize their energy consumption [6], [18]. These solutions are essential on the way to efficiency, but cannot achieve a drastic reduction of the carbon footprint. Other projects and research works claim to reduce their brown energy consumption [10], [2]. The objective of the DataZERO project [21] (2015-2019) and DATAZERO2 (2020-2024) is to investigate the solutions to design and operate a datacenter only fueled by renewable energies. By design, this project builds on a negotiation [24] between the electrical management (power production and storage) and the IT management (workload processing) to choose a power command that will be applied in the next time window, typically the coming 72 hours. A power command refers to the control commands that are asked to the electrical side, so that the needed power is provided along the time window.

The negotiation is developed as a process based on game theory that loops on asking for IT consumption and power production predictions over the time window to converge after several iterations on an acceptable solution for both the IT and electrical management. The result of the negotiation is a power command for the time window, represented as a time series of power values for each time interval, called a power profile. This power command is then applied on the infrastructure. The negotiation therefore needs predictions of the power needs during the time window. In this article, we tackle the problem of computing the minimum power profile required to process a workload forecast. We do not address the problem of workload forecast that has been widely studied already [15]. Rather, we investigate the problem of transforming a workload prediction to an optimized usage of a given infrastructure, called a plan,
that minimizes the electrical power needs. This plan is made for how the machine will be switched-on and off based on the negotiated power profile. It is sent to an online module, which applies it and adapts it to events, due to the uncertainty of the plan [8]. Since the negotiation process is interactive, this computation must last a reasonable time [24]. It must be noted already that we consider a consolidated workload, and not individual jobs. Therefore, a workload represents the total amount of work units that have to be processed along time. A workload possibly aggregates the work units of several jobs that may concurrently use the infrastructure and share each of the machines of the infrastructure.

This paper contributes with multiple variants of an algorithm that computes a minimized power profile. The algorithm realizes this computation in steps. The main step iterates on each time interval of the time window. For each time interval, a binary search algorithm is used to find a minimized power value. Last, for each power value, the algorithm computes the maximum processing capacity that can be reached using the datacenter machines and tries to schedule the workload under quality of service (QoS) constraints, using the processing capacity. We propose several solutions, a MILP and different heuristics, to compute the maximum computing capacity for a power value.

In the following, related work is detailed in Section 2. Section 3 formally defines the problem of computing a capping value from a workload forecast and maximizing a processing capacity within a given power value. Section 4 and Section 5 respectively present the binary search algorithm and the heuristics proposed to solve the problem. Section 6 presents experiments and results. Finally, Section 7 summarizes the paper, highlighting the main conclusion.

## 2 Related Work

In order to minimize energy or power consumption while possibly meeting another criteria, different online approaches are considered in the literature. In [27], an online method manages energy consumption and workload scheduling for hybrid geo-distributed datacenters. Several variables are taken into account such as the variation of the electricity price, the power consumption of the cooling, machines, or constraints on renewable energy. In a similar way, in [20] a genetic based online algorithm optimizes energy consumption, performance degradation as well as power grid cost for multiple hybrid datacenters. Zhang et al. [26] propose PoDD, an online power-capping algorithm to maximize performances of homogeneous servers for dependent application workloads. The applications are composed of a front-end and a back-end, and the front-end produces the data consumed by the back-end. A similar method is also proposed for heterogeneous nodes of a datacenter [7]. In [25], different online algorithms are introduced to minimize the performance degradation and the total energy consumed: LmsReg, based on regression, which detects overloaded servers and migrates virtual machines, and MuP, which addresses the trade-off between power consumption, number of migrations, server performance and the total number of servers that have been switched-off in the selection of virtual machines. These algorithms migrate virtual machines from overloaded servers to under-loaded servers. Other methods using virtual machine allocation and migration are proposed [10], [12], [17]. In [13], an online holistic approach schedules virtual machines to minimize the total energy consumption of the datacenter by considering the datacenter as a whole and not trying to divide it into several parts to be treated separately from each other. But these works focus only on the objective of reducing online energy consumption by allocating and migrating virtual machines. In our case, we seek to minimize a forecast of power demand.

In [17], an online multi-objective algorithm optimizes energy consumption, by taking into account QoS, energy, number of active servers and number of virtual machine migrations on servers. A similar method in [9] is used by considering DVFS (Dynamic Voltage and Frequency Scaling), temperature-dependent task scheduling, dynamic resource provisioning, and cooling management. But the optimization is also done online, with a non-clairvoyant approach.

In [11], in the context of cloud datacenters, an online clairvoyant method for predicting the total energy consumption of the datacenter is proposed to improve the datacenter energy management that controls and coordinates all the equipment. This method evaluates the importance of the variables of the equipment to make the prediction. Then a neural network computes the prediction on the total energy consumption, a single value for the coming 20 minutes. Finally, an online module is in charge of updating the model based on the forecast errors.

In [8], the authors develop a complementary approach to ours. An online module is based on offline decisions, adapting them to real-time events via different compensation policies, to stay as close to
the offline plan. The module is responsible for compensating energy utilization, scheduling and servers in a green datacenter. Different compensation policies are evaluated according to five metrics. The results indicate that compensation are necessary and simply following the plan is not enough, due to the uncertainty of the plan.

Finally, all these studies address the online problem and, to the best of our knowledge, there is no work addressing the offline minimization of power consumption in the case of homogeneous or heterogeneous machines with different amount of work to process, under the constraint of deadline violations.

3 Problem definition, model and objective

The power management system, running solely on renewable energy, needs to plan its power sources and storage usage to correctly fuel the machines. Due to technical constraints [21], the power command delivered to the machines must be constant over a minimum time duration, a time interval, that ranges from 15 minutes to one hour. To give the power usage over a time window, we thus need to define a power profile that gives, for each time interval, a constant power need value. Since the power supply only relies on intermittent renewable energies, saving as much energy as possible, and storing it, is essential to operate the datacenter during periods of underproduction. The problem we face is hence to compute the minimum power profile needed to process a given workload.

On the other hand, the time intervals are independent. For this reason, in the following we concentrate on finding the minimal value $P$ for one interval, then the same method is applied to each time interval of the time window. Note that the problem is tackled as an offline problem, but it is also constrained by the interactivity of the negotiation, which requires several exchanges before converging to a solution. The problem must hence be resolved in a reasonable time. In the following, we first define the problem and its associated model, then we define the objectives.

In the context of this paper, the workload forecast is an input of the problem and the solution must be able to handle any workload, whatever its characteristics. Since the temporalities are different between the power and the load variations, a time interval is subdivided into multiple time steps and the workload gives the variation of the load on time steps, which duration typically ranges from 1 second to one minute. Formally, we denote by $T$ the number of time steps, and we normalize the time axis such that the $t^{th}$ time step begins at time $t - 1$, for $t \in T = \{1, \ldots, T\}$. We define $\Delta t$ as the duration of a time step in seconds.

The datacenter is composed of $M$ machines which are noted machine $i$ with $i \in M = \{1, \ldots, M\}$.
Considering the power consumption, machine $i$ dissipates a power $\text{static}_i$ when it is idle. Each machine $i$ can be set in $S_i$ different DVFS states [9]. The DVFS state of a machine is noted $j \in S^{(i)} = \{0, \ldots, S_i\}$. The set of machines with their DVFS states defines the configuration of the datacenter. We note $S$ the set of DVFS states of all machines, $S = \{S^{(1)}, \ldots, S^{(M)}\}$. A DVFS state $j$ defines $g_{\text{max}_j}$, the maximum amount of operations per second that machine $i$ can process, and $\text{power}_j(i)$, the consumed power per operation per second. For the sake of simplicity, we consider an average value for this consumed power. The model could be extended to consider different power consumption for different operations, since consumption can vary depending whether the workload is CPU, I/O, memory or network intensive. If machine $i$ is switched-on, it computes $g^{(i)}$ operations per second with $0 \leq g^{(i)} \leq g_{\text{max}_j}$, while dissipating $\text{power}_j(i)$ power per operation per second. Therefore, if a machine $i$ computes several load parts $l_k$ in state $j$ during a time $\Delta t$ with an amount of operations to be processed $g^{(i)} \Delta t = \sum_{k \in \mathcal{W}} p_k \leq g_{\text{max}_j} \Delta t$, it consumes a power of $P_i = \text{static}_i + g^{(i)} \times \text{power}_j(i)$. We assume that, when a machine is off, its DVFS state is $j = 0$ and it does not consume any power, nor does it process any operation. Last, the power consumption $P$ of a configuration is $P = \sum_{i \in \mathcal{M}} P_i$ and its maximum available computing power $\bar{w}^{(p)}$ is $\bar{w}^{(p)} = \sum_{j \in \mathcal{M}} g^{(i)} \Delta t$.

The objective of this optimization problem is thus to find a machine configuration (off, on and other DVFS states) that delivers enough computing power to process the workload while consuming the lowest power $P$. In addition, to give the users a flowtime guarantee, we define $\bar{w}$ as the total amount of operations missing their deadline and the ratio $D$ as the amount of operations killed over the amount of operations to be processed during the time interval $\sum_{i \in \mathcal{M}}$. This ratio must not exceed a fixed threshold $D_{\text{max}}$ to meet the flowtime guarantee.

$$D = \frac{\bar{w}}{\sum_{k \in \mathcal{W}} p_k} \quad (1) \quad \text{and} \quad D \leq D_{\text{max}} \quad (2)$$

### 4 Determining the minimum power value

To address the problem of minimizing the power value for a time interval under the deadline violation constraint we propose a binary search algorithm (Algorithm [1]). For a given power value $P$, the algorithm first computes a machine configuration that maximises the computing power and then schedules the workload to determine the deadline violation ratio $D$ of the time interval.

**Algorithm 1:** Binary search algorithm to minimize the power need to run a workload on a configuration violation ratio

**Data:** $\mathcal{M}, S, \mathcal{W}, \mathcal{T}, \epsilon, D_{\text{max}}, \Delta t$

**Result:** minimize $P$

1. begin
2. \hspace{1em} $P_{\min} \leftarrow 0$; $P_{\max} \leftarrow \sum_{i \in \mathcal{M}} (\text{static}_i + \text{power}^{(i)} \times g^{(i)}_{\text{max}_j})$
3. while $P_{\max} - P_{\min} \geq \epsilon$ do
4. \hspace{2em} $P \leftarrow (P_{\min} + P_{\max})/2$
5. \hspace{2em} $\bar{w}^{(p)} \leftarrow \text{config}(\mathcal{M}, S, P, \Delta t)$
6. \hspace{2em} $\bar{w} \leftarrow \bar{w}^{(p)}$
7. for $t \in \mathcal{T}$ do
8. \hspace{3em} $\bar{W}, \bar{w} \leftarrow \text{schedule}(\bar{W}, \bar{w}, \bar{w}^{(p)}, t)$
9. \hspace{2em} $D \leftarrow \frac{\bar{w}}{\sum_{k \in \mathcal{W}} p_k}$
10. if $D \leq D_{\text{max}}$ then $P_{\max} \leftarrow P$ else $P_{\min} \leftarrow P$

The dichotomy is initiated (line 1) by setting the maximum power $P_{\max}$ to the case where all the machines are used to their maximum capacity and the minimum power $P_{\min}$ to 0. Then the algorithm iterates until the difference between the two power values is lower than $\epsilon$, the stopping criterion of the
algorithm. At each iteration the algorithm computes, with the config function \( \mathcal{G} \) (line 5), the machine configuration with the largest possible computing power \( w_i(p) \) for the power value \( P \) of the current iteration. The schedule function is then used for each time step \( t \) of the time interval \( T \) (lines 7 to 9) to determine the schedule and the \( opk \) value, the number of killed operations. The schedule function simply uses EDF (Earliest Deadline First) algorithm to schedule the load parts on the time steps. Then, if the ratio of violated deadlines \( D \) does not exceed the threshold \( D_{\text{max}} \) (line 11), it means that the computing power is sufficient and the power value \( P_{\text{max}} \) can be decreased to \( P \). Otherwise, \( D \) exceeds \( D_{\text{max}} \) and the power \( P_{\min} \) must be increased to \( P \).

Several propositions of the config function are given in the following section.

5 Maximizing the computing power

The config function computes the most powerful machine configuration that can be fueled with the power \( P \), fixed by the binary search algorithm. This computation obviously depends on the machine characteristics. The simplest case is when machines are homogeneous with only two DVFS states (switch-on or -off) since machines are undifferentiated and it is sufficient to calculate how many machines can be powered with \( P \) to provide the most powerful configuration. If homogeneous machines have several DVFS states there is already a decision to make between switching-on a new machine or setting an already started machine in a higher DVFS state. In the heterogeneous case, several configurations are possible for a given power value, but all of them do not provide the same computing power. It is therefore important to improve the power efficiently by determining an optimal machine configuration. The difficulty lies in the choice of the machines to be switched-on and their DVFS state. In the following, we concentrate on the case of heterogeneous machines with multiple DVFS states, which includes the homogeneous case.

From the complexity viewpoint, the problem of computing the maximum computing power \( w_i(p) \) with heterogeneous machines is at least as difficult as the partition problem and is thus NP-Hard. The corresponding decision problem is trivially in NP as we can verify a solution from the decision variables \( g_i \) in polynomial time. Besides, any instance of the partition problem can be directly reduced to our problem: for each integer \( z_i \), we consider a machine such that \( \text{static}_i = 0 \) and \( g_i \) has only two possible values, i.e. 0 or \( g_{\text{max}} \). Note that, in the general case, the \( g_i \) are coded in a discrete variable that ranges from 0 to \( g_{\text{max}} \). In that particular case, we just give the lowest possible value to \( g_{\text{max}} \). In that case, the power consumed by a computing machine becomes constant, \( P_i = \text{static}_i + g_i \). Furthermore, we set the total power available \( P = \frac{1}{2} \sum z_i \). There is a schedule with maximum computing power \( w_i(p) \) if and only if the partition problem has a valid solution. Since this problem is NP-Hard, we first designed a MILP (Mixed-Integer Linear Programming).

Mixed Integer Linear Programming: We define the decision variable \( x_{i,j} \) to determine the machines to be switched-on or -off and their DVFS state. For each machine \( i \) and for each DVFS state \( j \), \( x_{i,j} = 1 \) if the DVFS state \( j \) of machine \( i \) is selected, otherwise \( x_{i,j} = 0 \). These variables hence define the machine configuration. For a machine, we consider that only one DVFS state can be selected and remains the same for the entire duration of the time interval.

The MILP is described in [3]. The objective function is to maximize the computing power of the machines. Using the binary decision variable \( x_{i,j} \), the first constraint states that a machine \( i \), for all \( i \in \mathcal{M} \), must have a single DVFS state \( j \) among all possible DVFS states of the machine, from 0 to \( S_i \) (including the switched-off state \( j = 0 \)). Depending on the selected DVFS state we express, for all \( i \in \mathcal{M} \), that the computing power must not exceed the maximum computing capacity of the machine, with the second constraint. Then, knowing the DVFS state and the computing power of the machine, the third constraint bounds the power consumption of the machine, for all \( i \in \mathcal{M} \). Finally, the fourth constraint imposes that the total power consumption of the machines must not exceed the power \( P \) value given by the binary search algorithm.
\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{M} g^{(i)}, \quad \text{s.t. :} \\
\sum_{j=0}^{S_i} x_{i,j} &= 1 \\
g^{(i)} &\leq \sum_{j=0}^{S_i} (x_{i,j} \times g_{\text{max}}^{(i)}) \\
\sum_{j=1}^{S_i} x_{i,j} \cdot (\text{static}_i + g^{(i)} \cdot \text{power}^{(i)}) &\leq P_i \\
\sum_{i=1}^{M} P_i &\leq P
\end{align*}
\]

Under the following constraints.
\[
\begin{align*}
\forall i \in \mathcal{M}, \forall j \in \mathcal{S}^{(i)} &\quad x_{i,j} \in \{0, 1\} \\
\forall i \in \mathcal{M} &\quad g^{(i)} \geq 0 \\
\forall i \in \mathcal{M} &\quad P_i \geq 0
\end{align*}
\]

As shown by the experiments in section 6, the MILP calculation takes 2.83 seconds in average and up to 50 seconds in complex cases. This calculation has to be repeated for each iteration, usually more than 15, of the binary search algorithm. Its runtime, including the configuration computation and the scheduling, then varies from 42 seconds to more than 100 seconds, depending on the stopping criterion \(\epsilon\). Hence, the total runtime ranges from 50 minutes to more than 2 hours to determine a power profile. As previously explained the power profile is used in the negotiation process to anticipate the power which makes several iterations before taking a decision. Although based on offline calculations, the MILP is therefore used in an interactive process for which waiting one hour for a proposition does not make sense. For this reason, we propose in the following heuristics providing solutions in a shorter time.

**Random Choice heuristic:** A first trivial heuristic proposal is to randomly choose the type of machine to switch-on. When a machine is switched-on, it is allocated the power needed to provide the maximum computing power. The DVFS state chosen is the one maximizing the computing power, according to the remaining power. This step is repeated until the power is insufficient and/or there are no more machines to switch-on. The advantage of this heuristic is its fast execution time, but it provides unsatisfactory results compared to the other presented in the following in the heterogeneous case.

**Balance Power-Performance (BPP) heuristic:** The BPP heuristic evaluates the most suitable machines and its DVFS states to switch-on according to two metrics: (i) computing power and (ii) performance ratio. The computing power criteria is chosen since the objective is to maximize the total computing power of the machines \(w^{(p)}\). The performance ratio criteria is chosen to minimize the power consumed per unit of computing power.

These two metrics are used to compute a normalized score depending on a given power and an \(\alpha\) parameter. The \(\alpha\) parameter (with \(0 \leq \alpha \leq 1\), given as input, controls the trade-off between computing power and performance ratio. The nearer alpha is to 0, the more weight is given to the computing power in the choice of the machine to be switched-on, and inversely. Depending on the alpha parameter value, the configurations proposed by BPP can be different. For this reason, several alpha values are assessed in order to produce different machine configurations and the algorithm returns the one maximizing the total computing power. BPP switches-on the machine with the highest score.

This heuristic is very efficient in the homogeneous and heterogeneous case with a very satisfactory execution time.

**Best State Redistribute Without Static (BSRWS) heuristic:** The BSRWS heuristic focuses on the performance ratio of the machines. This heuristic switches-on as many machines with the best performance ratio as it is possible without exceeding the given power. If no more machine can be switched-on and there is power left, either because all the machines are on or because there is not enough power to switch-on more machines, the remaining power is redistributed to the switched-on machines. This redistribution increases the DVFS state of the switched-on machines and thus their computing power.

The advantage of this heuristic is its accuracy with a satisfactory execution time, which however increases with power. In the heterogeneous case, some solutions deviate from the optimal because it switches-on too many machines.

**Best State Redistribute Without Static And Removing (BSRWS-AR) heuristic:** The BSRWS-AR heuristic focuses on the performance ratios of the machines and explore more machine configurations. This heuristic is an improvement of the BSRWS heuristic. The latter is run several times and, at each
iteration, it removes a machine of the configuration in order to test configurations with fewer switched-on machines. More power can be redistributed to increase the DVFS state and the computing power of the remaining machines.

The advantage of this heuristic is its accuracy compared to BSRWS in the homogeneous and heterogeneous case. However, its execution time is much higher and increases strongly with power.

6 Experiment and Results

We present here an experiment that considers the example of a medium-sized datacenter of 267 kW [21] and 10 machine types. Note that, due to the paper length constraint, we only present this example but different size of datacenter are experimented and given in the research report [22] to completely assess our heuristics. The machine types are taken from the GRID5000 platform [3]. We have implemented the MILP and the heuristics in Python [1]. We remind the reader that on this part there is no related work in the literature to compare to. Input data includes 1241 machines divided into the 10 types. Note that no workload is used for the experiment, as we only assess the quality of the solutions of the heuristics compared to the MILP in the determination of the computing power. Data on the characteristics of the machines are known in advance [19], [23]. For each type of machine, we know all the data described in section 3. All data are average values coming from experiments on Grid5000 performed in the context of the ANR ENERGUMEN [1] project.

To illustrate the characteristics of the set of machines, Fig. 2 shows the best performance ratio of the 10 machine types in W/GFlop depending on power, taking into account static power of the machines (the leftmost of each curve) and their DVFS states. It is worth noticing the continuity of the performance ratio curves, even when changing the DVFS state, for almost all machines. The Gemini machines, having the highest static power, are shown on the right figure. The other machines are grouped on the left. The lower the static power of a machine and the better the performance ratio, the more advantageous it is to switch-on this machine, depending on power. For instance, on a simple case, if the available power is 1000 W, the best is to use 9 Gros machines than any other combination (visually and confirmed by the MILP solution), if we have these 9 Gros machines at hand. Otherwise, with less Gros machines, a different combination has to be used involving Gros and other types of machines. Also note that some performance ratios of machine types cross others.

Fig. 3 shows the maximum computing power given by the MILP and the heuristics for different power values, from 63 W (the minimum power required to switch-on a machine) to 267 kW (the maximum power that can be required by all machines when running at maximum frequencies) by steps of 100 W.

1The source code in zip file is available here.

2Experiments have been run on Ubuntu 22.04.1 LTS, Intel Core i7-11850H processor, 32.0 Go of memory, Python 3.10 and PuLP 2.6.0 with Gurobi 9.5.1 solver.
Table 1: Average and median relative deviation in percentage of heuristics from optimal solution.

<table>
<thead>
<tr>
<th></th>
<th>MILP</th>
<th>RC</th>
<th>BPP</th>
<th>BSRWS</th>
<th>BSRWS-AR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. dev. (%)</td>
<td>-</td>
<td>31.84</td>
<td>0.12</td>
<td>0.65</td>
<td>0.03</td>
</tr>
<tr>
<td>Median dev. (%)</td>
<td>-</td>
<td>34.57</td>
<td>0.04</td>
<td>0.09</td>
<td>0.00</td>
</tr>
<tr>
<td>Avg. Exec. Time (s)</td>
<td>2.83</td>
<td>1.15 x 10^{-3}</td>
<td>9.07 x 10^{-3}</td>
<td>1.03 x 10^{-3}</td>
<td>1.61</td>
</tr>
</tbody>
</table>

The RC (Random Choice) heuristic is run 100 times to show the dispersion of the solutions and the average computing power for each power value. The minimum and maximum computing power are shown in red.

The RC heuristic significantly deviates from the optimal solution with an average deviation of 31.84% (Table 1). This is not surprising. Since the choice of the machine type is random, the RC heuristic may switch-on the least efficient machines. This occurs mostly in the heterogeneous case, according to our experiences. The BPP (Balance Power-Performance) heuristic with alpha from 0 to 1 by steps of 0.05 for each power value and BSRWS-AR heuristic (Best State Redistribute Without Static And Removing) are the closest to the optimal solution. Their average deviation from the optimal is 0.12% and 0.03% respectively (Table 1). Note that the BSRWS-AR heuristic performs better than the BSRWS (Best State Redistribute Without Static) heuristic, since it explores more configurations. Also, BPP outperforms BSRWS and BSRWS-AR in other cases of heterogeneity. From 150 kW to 260 kW, the deviation from the optimal is more significant for BSRWS (Fig. 3). But our different experiences show that this is not always the case. The BSRWS heuristic has an average deviation of 0.65%. Note that from 260 kW, the BSRWS heuristic reduces its deviation from the optimal because there is enough power to switch-on all the machines and redistribute the remaining power to increase their DVFS state. In terms of accuracy, BPP and BSRWS-AR are the most satisfying heuristics, but BPP is significantly faster than BSRWS-AR. This is mostly the case in our experiments.

Fig. 4 gives the runtimes of the MILP and the heuristics depending on power. Note that the y-axis is plotted on a logarithmic scale. There is a general trend for all the runtimes to increase with power. This is intuitive since the more power, the more machines the heuristics have to consider. Compared to the MILP that has an average runtime of 2.83 s per power value, the heuristics are more time efficient to find a configuration. The runtime of the BPP heuristic is of the order of milliseconds and increases slightly depending on power. While the BSRWS-AR heuristic runtime increases dramatically: from 0.4 ms to more than 4 s depending on power. This is partly due to the fact that the more machines are switched-
on, the more configurations are explored. Note that the use of the redistribute function in BSRWS heuristic when all the machines are switched-on explains the increase of the runtime when the power is approximately 260 kW. When determining the power required over a time interval, the runtime of the binary search algorithm varies from 0.11 seconds to 2.75 seconds, using the BPP heuristic and depending on the stopping criterion $\epsilon$.

7 Conclusion

In this paper, we tackle the problem of minimizing a power value to switch-on just enough machines to process a workload over a time interval while respecting quality of service constraints. We propose a binary search algorithm to solve this problem with multiple variants. This algorithm uses two functions, one that computes the maximum computing power that is obtained knowing a given power, and another that schedules the workload on the switched-on machines. Since computing the maximum processing power is NP-Hard in the heterogeneous case, we propose a MILP and 3 non-trivial heuristics and compare their performance and runtime. Heuristics give satisfactory results in a reasonable time, with an average relative deviation from optimal solution of 0.12%, 0.65% and 0.03%. Looking at the results and runtime, the BPP (Balance Power-Performance) heuristic seems the most suitable to solve this problem in a reasonable time.

These different approaches show that using DVFS states in a heterogeneous environment allows approaching the optimal configuration of the machines and thus efficiently using energy. In future work, we plan to compare the BS approach to an integrated solution, then we will take the switching-on and switching-off and their consumption into consideration to integrate the cost of changing a configuration between two time intervals. Last, we plan to introduce uncertainty in the machine choice to better anticipate the workload variations.
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