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Abstract. Clinical textual data such as discharge summaries and chief complaints sum-
marize the patient’s medical history and treatment plan. These unstructured complex data
include ambiguous medical terms, abbreviations, diagnostic investigation values and dates
which pose significant challenges for human and machine learning tasks to process them.
This paper proposes a novel approach that transforms clinical text with different writing
styles into a uniform and standard presentation using pattern-matching rules and JSON
dictionary-based ontologies. The main goal of the proposed approach is to improve the
communication between healthcare parties or professionals by improving the quality of the
clinical textual data and reducing its heterogeneity and ambiguity. In addition, this data
quality improvement enhances the performance of machine learning downstream tasks.
Our approach identifies the abbreviations, medical terms, negations, dates, and investiga-
tion values from the unstructured textual data. Then, it replaces the detected entities with
their corresponding unified and normalized presentation based on pattern-matching rules
that relies on the linguistic features, pattern-matching rules, and JSON dictionaries. The
inductive content analysis method was followed to generate the pattern-matching rules
with the help of a medical team. Its role is to validate the accuracy of the detected enti-
ties. Finally, the proposed approach was applied to a massive real-world dataset in order
to evaluate its impact on the performance of various machine learning models. The results
show a significant improvement in performance after preprocessing the clinical textual
data using our approach.

Keywords: Deep Learning · Natural Language Processing (NLP) · Computer-Aid Diagno-
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1 Introduction

Clinical discharge summaries are crucial documents that comprehensively summarize the
patient’s medical history and treatment plan. These summaries serve as a vital source of in-
formation for healthcare providers, helping them make informed decisions about patient care.
However, using different medical terms, abbreviations, and ways of presenting diagnostic in-
vestigation values and dates [19] in the discharge summary poses significant challenges for
human and machine learning tasks [12,25,11].

One of the significant challenges in clinical discharge summaries is using different medical
terms which refer to the same disease or health condition. For Example, a sudden coronary
artery blockage that causes the heart muscle to stop beating can be called a heart attack,
myocardial infarction, coronary artery disease, and cardiac arrest. Table 1 shows more ex-
amples of diseases with many synonyms. This variety of medical terms can be confusing for
non-medical personnel and machine learning models because they sound like they describe
different things. The medical staff should know the importance of using the standard vocab-
ulary when communicating with non-medical personnel and patients to avoid misinterpreta-
tion [18,14]. Moreover, machine learning algorithms usually look for patterns in the data to
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Medical Term Synonyms

Dyspnea Shortness of breath, difficulty breathing

Edema Swelling, Fluid retention

Hypercholesterolemia High cholesterol, High blood cholesterol

Hypertension
High blood pressure, Elevated blood pressure
high BP, HBP, HTN

Hypoglycemia Low blood sugar, Low blood glucose

Hyperglycemia High blood sugar, High blood glucose

Epistaxis Nosebleed, Nasal bleeding

Conjunctivitis Pink eye, Conjunctival inflammation

HyperPyrexia Fever

Rhinorrhea Runny nose

Table 1. Example of disorders that have different synonyms.

classify them. Using different synonyms for the same diseases can make it more difficult for
machine learning models to identify these patterns [12,1,16].

Another challenge in clinical discharge summaries is the use of abbreviations. Abbrevia-
tions are commonly used in clinical documentation to save time and space. However, many
abbreviations could be ambiguous, especially when the same abbreviation has different mean-
ings in different medical specialties [26,21]. For Example, MS refers to Multiple Sclerosis in
the Neurology department and Mitral Stenosis in the Cardiology and Radiology departments
[8]. In addition, some abbreviations use different short terms with the same meaning. For Ex-
ample, HTN refers to hypertension and HBP refers to high blood pressure, which complicates
the learning of patterns’ identification for machine learning models.

Furthermore, presenting diagnostic investigation values and dates in discharge summaries
also presents a significant challenge. Investigation values are numerical data that provide
critical information about a patient’s health. However, how these values are presented in the
discharge summary can vary depending on the physician. For instance, some physicians may
present the values in a numeric form while others may use descriptive terms such as normal,
elevated, or high. For example, a RBC: 4.3 for a female patient is considered as a normal Red
Blood Cell count, whereas it is low for a male patient. These numerical values might confuse
the medical staff and could lead to misinterpretations.

In addition, physicians might write the date formats in various ways, as shown in Table 2.
Using dates inside the discharge summary is usually related to the episode of care or some
past medical history. Machine learning tasks cannot understand the context of dates pre-
sented in the discharge summary. One way to address this problem is to convert the dates in
the text into periods like two days before or one week before based on the detected date and
the encounter date (visit date). This workaround will make it easier for machines to under-
stand the dates’ context and identify patterns in the data.

Date Format Example

dd MMM yyyy 14 Feb 2023, 23 Mar 2023

dd/MM/yyyy 14/02/2023, 23/03/2023

dd-MM-yyyy 14-02-2023, 23-02-2023

yyyy-MM-dd 2023-02-14, 2023-02-23

dd.MM.yyyy 14.02.2023, 23.02.2023

Period before one week, after two days

Table 2. An example of some different date formats physicians use in clinical textual data.

This paper proposes a novel "Unified Term Presentation" (UTP) approach for processing
clinical textual data that transforms them into an easily readable, less complex, and ambigu-



ous unified presentation. UTP is based on pattern-matching rules and dictionary-based on-
tologies for term recognition and uses domain-specific knowledge to transform clinical texts
into a unified representation. UTP applies several changes to the input unstructured textual
data by transforming all dates with their different formats into periods, replacing all the ab-
breviations with their complete expanded forms, replacing all the diagnostic test values with
categorical values based on the normal ranges for the detected diagnostic terms and unifying
the negation terms. UTP improves the quality of care by ensuring that all clinicians’ data are
standard and use the same terminology. In addition, Machine-learning algorithms can then
use this representation to generate more accurate predictions. The main contributions of this
paper on clinical textual data transformation are two-fold:

– Providing a novel approach (tool) that healthcare providers can use to unify the input data
from physicians and apply data preprocessing for machine learning tasks.

– Providing an empirical study on a massive real-world dataset with over 9.57M records
before and after applying our approach.

The paper is organized as follows: Section 2 presents a general overview of the data pre-
processing paradigm. Section 3 provides in-depth information on the Unified Transformation
Presentation model. Section 4 shows the experimental setup and results. Section 5 discusses
our findings and the approach limitations. The paper ends with a conclusion and some per-
spectives.

2 Related Works

Research about clinical text mining has gained more significant interest recently. The devel-
opment of machine learning and deep learning techniques helped address many complicated
healthcare problems, such as extracting medical terms and valued information from clinical
textual data. This section provides a general overview of some existing clinical textual data
preprocessing methods.

2.1 Feature Extraction

Clinical Feature Extraction (CFE) and Clinical Named Entity Recognition (CNER) are NLP
methods for extracting relevant and entity information from clinical textual data. Feature
extraction methods are vital in improving the performance of machine learning training tasks.
It eliminates the non-relevant data from the corpus and reduces the vocabulary size. Feature
extraction is a widely explored topic, and there are many tools with impressive performance,
such as SciSpacy [22], Med-Flair [7], and CT-BERT [15]. However, the amount of noise in
the data and the data diversity significantly impact the performance of the CFE and CNER
methods.

2.2 Deep Learning techniques

In recent years, NLP using Deep Learning techniques has achieved impressive results, es-
pecially with transformer-based technologies [24]. BERT (Bidirectional Encoder Representa-
tions from Transformers) [6] is a natural language processing model. It generates contextu-
alized word embeddings and was trained on language modeling and the next sentence pre-
diction tasks to generate a pre-trained model. It was published in 2018 and achieved state-
of-the-art performance in NLP tasks. Currently, BERT pre-trained models are used for trans-
fer learning by fine-tuning these models on specific domain datasets. Clinical BERT [2] and
BioBERT [13] are two examples of transfer learning. However, Some studies showed that the
non-contextualized techniques surprisingly performed better than BERT in industrial datasets
[3].



2.3 Existing Solutions

Natural Language Processing Tools Several popular NLP libraries are used for different
purposes. spaCy [10] is a widely used NLP library known for its speed and accuracy. It uses
statistical and machine learning techniques to perform tasks such as named entity recogni-
tion, part-of-speech tagging, and dependency parsing. scispaCy [22] contains set pretrained
models on medical datasets that were built on top of spaCy. On the other hand, coreNLP [17]
is a Java-based NLP library that provides features like tokenization, POS tagging, and named
entity recognition. NLTK [4] is another popular NLP library based on Python and provides
features like tokenization, POS tagging, named entity recognition, and sentiment analysis.
These NLP tools use linguistic features and pattern-matching rules to process text. However,
they may have some limitations when handling complex and nuanced language used in clinical
settings and keeping up with the rapid expansion of medical terminology.

ChatGPT 4 ChatGPT 4 is an AI chatbot developed by OpenAI. It can carry on open-ended
conversations, summarize factual topics, and create stories. It is more accurate and informa-
tive than previous chatbots and has the potential to be used in a variety of applications, such
as customer service, education, and entertainment. The main challenges to AI chatbots adop-
tion are safety, trust, and cost. ChatGPT is a promising new development in AI chatbots, but
these challenges must be addressed before it can be used to preprocess clinical textual data.

Rule-Based approach Authors in [8] provided a cleansing approach called EMTE that re-
moves the irrelevant data from the clinical textual data using rule-based pattern rules. Their
approach replaces the abbreviations with their expanded form and detects negations and med-
ical terms. Then, they concatenate the tokens in the detected medical term using underscores.
As a result, they were able to reduce the vocabulary size, and they achieved an F1-score of
69.68%. However, their approach have some limitations. For example, their approach did not
tackle the different medical terms that have same meaning, which can be reduced more. Also,
concatenating medical terms does not effectively reduce the vocabulary size. For example, as
shown in Figure 1, there are nine different possible generated vocabularies for two medical
terms (high blood pressure, low blood pressure), where it could be only four vocabularies
(high, low,pressure, and blood ) if the medical term concatenation was not used.

high blood pressure

low

low_pressure

high_pressure high_blood_pressure

low_blood_pressure blood_pressure

Figure 1: An example of the possible generated vocabularies from two medical terms (high
blood pressure and low blood pressure) using EMTE

3 Model

We aim to provide a tool that removes confusion and prevents misinterpretation by nonspecial-
ized physicians (such as medical staff, technicians, and patients) when reading clinical textual
documents. This confusion can arise due to the extensive use of abbreviations by physicians
from different specialties, complex medical terms that might be unfamiliar to other medical
staff, and investigation values embedded with the clinical textual data. We propose a tool
called UTP (Unified Term Presentation) that transforms complex clinical textual data into



more readable and easy-to-understand medical textual data. UTP detects and converts the di-
agnostic values into categorical ranges based on the requested investigation and the patient
demographical data. The categorical values contain (below range, within normal range, above
range, negative, and positive). Also, UTP expands the detected abbreviations into their full
form based on the physician’s specialty. Moreover, UTP transforms complex medical terms
into more general and readable terms by other nonspecialized individuals. In addition, UTP
can transform the detected dates in the clinical textual data into a period presentation based
on the visit date information, reducing the complexity of the machine-learning tasks.

Figure 2 shows the architecture of the UTP tool that consists of four processing com-
ponents: Date to Period, Investigation values, Abbreviations, and Medical Terms. All these
components are customized pipes added to the spaCy [10] tool. They override the existing
NERb(Named Entity Recognition) of spaCy. The UTP tool employs the existing features in
spaCy tool, like the linguistic features (POS,TAG, and DEP ) and the pattern-matching rules
engine in both detection and transformation processes.

This section presents in detail every feature of UTP and their importance for human and
machine-learning readability and their impact on vocabulary size reduction while mitigating
the term-learning confusion (e.g. using one unified term high blood pressure instead of mul-
tiple different terms like hypertension, high blood pressure, and HTN ).

UTP Components

Date to Period

Investigation Values

Abbreviations

Medical Terms

NLP tool

Tokenizer

Tagger

Parser

NER

Medical Terms
Dictionary

Abbreviations
Dictionary

Investigations
Dictionary

UTP Approach

Raw Data 
Corpus / Documents

Modified 
Corpus / Documents

Figure 2: The preprocessing proposed approach UTP

3.1 Date to Period transformation

Physicians extensively use dates in their medical documents to explain the chronological de-
velopment of the patient’s care during admissions. It is also very important in outpatient
departments, especially in the obstetrics and gynecology department where the "last men-
strual period" (LMP ) and "estimated due date" (EDD ) play important roles during a patient’s
pregnancy and maternity. However, having dates without any reference in the clinical textual
data is confusing for machine learning tasks, especially when no information is provided on
the patient’s visit date. Also, the patient’s visit date is confidential and should not be shared.
Therefore, transforming the dates found in clinical textual data into a period presentation
is essential since it preserves patient confidentiality and helps reducing vocabulary size and
confusion for the training tasks.

UTP detects different date styles found in the corpus and transforms the dates into periods
compared to the document’s effective date. For example, a patient visited the obstetrics and
gynecology department on the 19th of June 2022, and the physician wrote the following chief
complaint (LMP: 01 Jun 2022, EDD: 08/03/2023). UTP converts this data into (LMP: before
2 weeks and 5 days, EDD: after 37 weeks and 3 days) since the obstetrics and gynecology
department physicians prefer to track the pregnancy in weeks. Also, UTP can present the
period in months like (EDD: 8 months, two weeks and 3 days).



3.2 Abbreviations and Investigation values transofrmation

The abbreviations used in clinical textual data can be either medical disorders (ADD, which
stands for Attention deficit disorder), procedures (SVD, which stands for Spontaneous vagi-
nal delivery), investigation results (Hbg: 11.9, Hbg stands for Hemoglobin), and general ab-
breviations (hx, which stands fro History of, rx, which stands for prescription) that have no
restrictions for usage unlike other types.

Investigation values Investigation value is a combination of an abbreviation with a value.
The abbreviation represents a laboratory or imaging test, and the value is the test result.
Every test has a normal range that helps the physicians diagnose if the patient’s test result is
outside this normal range. The normal ranges are very critical since they strictly depend on
the machines used in the given hospital. Every machine has its configuration, and every test
has a different normal range based on the patient demographical data and the used standard
units of measure. For example, normal range values of the "High-sensitive cardiac troponin
(hs-cTn)" laboratory test should be less than 14 ng/ml or 4000 pg/ml. So, the value hs-cTn:
150 is considered very high if the unit of measure is "ng/ml," and it is normal if the ussed unit
of measure in the machine was "pg/ml".

UTP uses a JSON-based dictionary containing all the hospital’s laboratory and imaging
tests. Every entry contains the following information (abbreviation, fully expanded form, list
of normal ranges based on the age restriction and gender restriction). UTP automatically
builds pattern-matching rules using SpaCy to detect the investigation abbreviations and the
values that come after these abbreviations. Then, based on the normal range of the detected
investigation, UTP transforms the abbreviation into its expanded form and the value into a
categorical value, leading to a unified and readable format. For example, UTP transforms
"Hbg: 11.9" into "hemoglobin below range" for a male sample and into "hemoglobin within
normal range" for a female sample.

Abbreviations transformation Working with the disorders and procedural abbreviations is
ambiguous since the same abbreviation might have different meanings in different specialties.
UTP uses a JSON-based dictionary that contains a list of abbreviations used in the considered
hospital with the following information structure (abbreviation, fully expanded form, list of
specialties). The list of specialties can be empty, which means the given abbreviation can be
used in all departments without any confusion. UTP transforms the abbreviations into their
expanded form by eliminating all abbreviations unrelated to the given sample’s specialty,
which mitigates the abbreviation ambiguity. For example, UTP transforms "MS" into "multiple
sclerosis" for a sample from the neurology department and into "mitral stenosis" for a sample
from the cardiology specialty.

3.3 Medical terms transofrmation

Physicians extensively use medical disorders’ scientific names, making it difficult to under-
stand by nonspecialized individuals like para-medical, nurses, and patients. UTP relies on
both linguistic features and pattern-matching rules using the SpaCy tool to detect the medi-
cal terms loaded from a JSON-based dictionary that stores medical terms with their synonyms
and the preferred term to be used. The JSON-based dictionary was built by extracting the
medical terms with their synonyms from the snomed-CT database, then validated by a medi-
cal team to ensure its accuracy and properly identify the preferred term to be used.

Figure 3 shows how our approach UTP detects the the entities from a clinical textual
data. The image shows the raw data, the detected entities, and the transformation results.
There are different types of detected entities: ABBR stands for Abbreviations, LAB_VALUE
stands for Investigation values, MEDICAL stands for Medical Terms, PERIOD stands for the
DATES, and NEG stands for NEGATIONS. UTP was able to transform the detected entities



into more readable clinical textual data. For example, the detected abbreviation ga was cor-
rectly transformed into gestational age depending on the specialty of the sample. the medical
term dysuria was transformed into painful urination, which is more readable by nonspecial-
ized individuals. Also, UTP was able to detect the investigation values Hbg 12 and wbc 14
correctly as LAB_VALUE entities. Then, UTP correctly transformed them based on the gen-
der of the patient into hemoglobin normal range since the range for adult females is between
12 and 14. Moreover, the wbc 14 was correctly transformed into white blood cell count above
range since the range for adult females is between 4 and 11. Furthermore, UTP transformed
the dates based on the encounter date into the period as depicted in Figure 3 .

Figure 3: An example from Obstetrics & Gynecology department of how the UTP tool detects
and transform a clinical textual data into more readable clinical textual data.

4 Experiments and Results

The proposed approach improves the readability of clinical textual data by transforming and
converting the terms that are potentially causing conflicts either when communicating be-
tween professionals in healthcare institutes or when working on machine learning tasks. To
evaluate the performance of this approach, several experiments were conducted to solve a
multilabel classification problem for ICD-10 prediction on clinical textual data preprocessed
by UTP. This section represents the experimental setup with their results.

4.1 Experiment setup

ICD-10 prediction is a well-known multilabel classification problem where the input data are
the textual data (chief complaints, history of present illness, discharge summaries), and the
ICD-10 codes are the labels. ICD-10 codes are hierarchical alphanumeric codes [20,5,23].
The number of ICD-10 codes used by hospitals differs depending on the available covered
specialties. For example, in dental clinics, physicians mainly use codes in the range [K00 -



K14] that cover teeth and jaw problems. While in the Obstetrics & Gynecology department, the
physicians mainly use the codes that start with O that cover delivery-related cases and Z34*,
Z35* that cover pregnancy-related cases. Also, there are some age and gender restrictions
in the ICD-10 codes. For example, all codes that start with P are allowed only for newborn
cases.

4.2 Medical Dataset

The dataset, used in the experiments, was retrieved from a private Saudi hospital and consists
of over 9.6 M records with over 3,100 ICD-10 codes. The dataset contained data from 24
different specialties. Figure 4 shows the different specialties with their relative proportions.
Data from the Internal medicine department makes up to 23.7% of the total data samples
while data from Obstetrics & Gynecology department makes up to 13.2% which reflects how
much the data is imbalanced. It is worth mentioning that the data collected from the hospital
was anonymized.

5.23%

6.35%

13.18%

23.72%

7.28%

7.17%

5.31%

8.78%

Urology, 2.4%
Surgery, 1.6%
Rheumatology, 2.0%
Pulmonary, 1.4%
Psychiatry, 0.2%
Physiotherapy, 1.9%
Orthopedics, 5.2%
Ophthalmology, 6.4%
Oncology, 1.6%
Obstetrics/Gynecology, 13.2%
Neurology, 2.2%
Nephrology, 0.9%
Internal Medicine, 23.7%
Gastroenterology, 4.0%
Ent, 7.3%
Endocrinology, 7.2%
Dermatology, 5.3%
Dental, 3.9%
Chiropractic, 0.8%
Cardiology, 8.8%

Figure 4: The chart shows the relative proportion of the 24 specialties.

4.3 JSON dictionaries

Abbreviation dictionary In most hospitals, the medical staff is required to follow standards
and regulations when documenting patients’ information. One such standard is to avoid us-
ing ambiguous abbreviations, such as LFT that can stands for either Lung Function Test or
Liver Function Test [9]. To avoid confustion, hospitals issue an internal standard list of allowed
common and specialty specific abbreviations. It is worth noting that some abbreviations might
have different meanings in different hospitals or specialties and departments depending on
the defined list of standard abbreviations and conventions. Therefore, it is important to trans-
form the abbreviations into their expanded form when communicating with other institutes,



such as Healthcare Isurance Companies. For the sake of the experiment, we built the ab-
breviation JSON dictionary while taking into consideration the internal policy of the hospital
regarding the allowed abbreviation usage. The structure of the dictionary is similar to the one
used in [8].

Diagnostic Values Diagnostic tests help physicians to diagnose a patient’s condition or mon-
itor the progression of the disease. The test results help physicians to manage the patient’s
medical problems, if any. The test results are either numerical values (measurements) or cat-
egorical (findings). For example, blood tests can measure the amount, size, and concentration
of different cells and substances in the blood. Most of these laboratory tests are reported
with numerical values compared to standard range values (also known as normal range val-
ues or reference values). Moreover, these standard values setups directly depends of the used
machine in the laboratory or radiology department.

On the other hand, pregnancy tests detect the presence of the hormone (human chorionic
gonadotropin (hCG)) in women’s urine or blood. The result of such a test is either positive
(indicating pregnancy) or negative (indicating no pregnancy). We focused on tests that have
numerical values since these values might vary from one patient to another depending on
the gender and age of the patient and other conditions. The standard normal values for the
diagnostic tests were retrieved from the hospital’s database and were stored in a JSON-based
dictionary.

Medical terms synonyms A custom medical_term_detector was built using the spaCy python
library and the linguistic features (DEP, POS, TAG) that detect and annotate the possible med-
ical terms. Then, the unique discovered medical terms were extracted and added to a new
corpus that contains only medical terms. Afterwards, the available snomedct database from
the UMLS website was used to extract all the available synonyms for each term in the new
corpus. Then, the inductive content analysis method was followed to remove all found words
from the generated corpus of unique medical terms. The resulting medical terms are those
that contain typos, those that have no synonyms, and those that have synonyms not listed in
the snomedct database. With the help of a medical team, a total of 23,671 medical terms were
checked and validated.

4.4 Machine Learning Task

The Clinical_BERT and BioBERT pretrained models were used as a baseline to compare the
performance of the ICD-10 prediction classification task before preprocessing the clinical tex-
tual data using our approach UTP and after. The experiments setup was using Clinical_BERT
and BioBERT as an embedding layer, in addition to a classifier layer. Then both models were
fine-tuned using two corpora (Raw Data corpus, Data processed corpus using UTP ).

In assessing the efficacy of the Unified Term Presentation (UTP ) method, Table 3 offers cru-
cial insights by showcasing a substantial reduction in vocabulary complexity. Before UTP im-
plementation, the corpus comprised 553,712 unique terms, which, after applying UTP ’s nor-
malization techniques, including date conversions, categorization of diagnostic values, abbre-
viation expansions, and medical term standardization, was significantly reduced to 310,514
terms. This reduction underscores UTP ’s role in enhancing data readability and simplification,
which is essential for improving machine learning models’ interpretability and performance
in clinical applications.

Table 4 shows the hyperparameters used in the experiments. Moreover, the data was split
into a training dataset with 70% of the data, a validation dataset with 10%, and a testing
dataset with 20%. All experiments were run on Colab Pro+ from Google. The data was pro-
cessed and tokenized locally using the hospital servers, and the training tasks were done on
Colab Pro+ using the numerical data and labels. The data was converted from text to numeri-
cal values using BERTTokenizer. Moreover, Colab Pro+ has a maximum of 24 hours execution



time allowed. This limitation was overcomed using a 12-folds cross-validation approach to
avoid repeating the whole experiment.

Corpus
Unique
Words

Change
Total
Change

Raw Data 553,712 - -

Dates to period 482,124 -12.93% -12.93%

Diagnostic values to categorical 434,002 -9.98% -21.62%

Abbreviations to expanded form 359,891 -17.08% -35.00%

Medical terms normalization 310,514 -13.72% -43.92%

Table 3. The steps of the UTP approach on a corpus which contains over 9.57M samples with
553,712 unique words.

Learning Rate 2e-5

Batch Size 32

Epsilon 1e-8

K-fold 12

Optimizer Adam

Loss function Binary cross entropy

Table 4. Clinical_BERT and BioBERT models hyperparameters.

F1-Micro scores

Department Raw Data Date Abbreviation
Investigation
Values

Medical
Terms

UTP

Obstetrics & Gyneocology 85.36% 89.10% 85.98% 86.15% 87.01% 91.05%

Pediatrics 81.78% 83.39% 82.24% 82.44% 83.33% 84.74%

Emergency Room 39.74% 39.85% 40.49% 40.84% 40.98% 41.12%

Internal Medicine 47.21% 47.22% 48.13% 48.21% 48.57% 48.68%

F1-Micro gain score using gain% = (After - Before) / Before

Department Raw Data Date Abbreviation
Investigation
Values

Medical
Terms

UTP

Obstetrics & Gyneocology – 4.38% 0.73% 0.93% 1.93% 6.67%

Pediatrics – 1.97% 0.56% 0.81% 1.90% 3.62%

Emergency Room – 0.28% 1.89% 2.77% 3.12% 3.47%

Internal Medicine – 0.02% 1.95% 2.12% 2.88% 3.11%

Table 5. The f1-micro scores when applying the various individual transformations on data
from four different departments.

In order to know the contribution of every individual transformation (dates, investigations,
abbreviations, and medical terms) of UTP, several experiments were conducted to measure
the f1-micro of the raw data compared to an individual transformation.

Table 5 shows the contributions made by individual transformation on four different spe-
cialties datasets using f1-micro score performance value and the gain value. The results show
that the Date transformation improved the f1-micro score by 4.38% and 1.79% on data from
the "Obstetrics & Gynecology" and "Pediatrics" departments, respectively. In contrast, the
contribution of the Date transformation was low on data from the "Emergency Room" and
"Internal Medicine" departments. The reason behind the low contribution is due to the fact



that dates are not expensively used in these departments compared to the "Obstetrics & Gy-
necology" and "Pediatrics" departments.

Table 6 presents the results of the experiments of supervised learning on the multi-label
classification problem using a large real-world dataset. The conducted experiments used two
different BERT models Clinical BERT and BIO BERT. The results of the ICD-10 predictions
from clinical textual data results are shown for the Training, Validation, and Testing datasets.
The columns represents the recall, and F1-score (micro and weighted) evaluation metrics.
The experiments that used the corpus modified by UTP outperformed the results of the raw
data corpus for all the considered metrics. For example, the UTP+Bio BERT experiment gave
micro-F1 score around 74.64 ± 2.28 e-03 for the for from the test dataset compared to 68.11
± 2.17 e-03 achieved by Bio BERT. Similarly, the UTP+ Clinical BERT achieved a micro-F1
score around 73.25 ± 2.11 e-03 compared to the 67.16 ± 2.18 e-03 score achieved by Clinical
BERT.

Training Results

Experiments Recall micro-F1 weighted-F1

Clinical BERT 65.51 ± 8.66 e-03 76.89 ± 7.92 e-03 73.14 ± 9.18 e-03

Bio BERT 65.21 ± 8.31 e-03 76.47 ± 8.06 e-03 73.05 ± 8.03 e-03

UTP + Clinical BERT 72.88 ± 6.57 e-03 84.03 ± 6.18 e-03 84.94 ± 7.13 e-03

UTP + Bio BERT 72.19 ± 6.12 e-03 83.75 ± 5.81 e-03 84.31 ± 6.52 e-03

Validation Results

Experiments Recall micro-F1 weighted-F1

Clinical BERT 58.64 ± 6.81 e-03 67.92 ± 7.32 e-03 65.20 ± 6.19 e-03

Bio BERT 59.13 ± 6.07 e-03 68.38 ± 6.82 e-03 65.71 ± 6.64 e-03

UTP + Clinical BERT 66.87 ± 5.78 e-03 73.77 ± 5.98 e-03 71.01 ± 5.01 e-03

UTP + Bio BERT 67.33 ± 5.06 e-03 74.32 ± 5.79 e-03 71.33 ± 5.77 e-03

Testing Results

Experiments Recall micro-F1 weighted-F1

Clinical BERT 58.07 ± 3.43 e-03 67.16 ± 2.18 e-03 65.95 ± 2.81 e-03

Bio BERT 59.97 ± 3.31 e-03 68.11 ± 2.17 e-03 65.43 ± 2.80 e-03

UTP+ Clinical BERT 66.08 ± 2.21 e-03 73.25 ± 2.11 e-03 71.09 ± 2.09 e-03

UTP+ Bio BERT 67.83 ± 2.88 e-03 74.64 ± 2.28 e-03 72.01 ± 2.20 e-03

Table 6. The result of two well-known specific domain BERT models on the large real-world
dataset before and after applying UTP.

4.5 Conmparison with ChatGPT 4 tool

Experiments Accuracy Recall Micro-F1 Weighted-F1

Raw 91.43% 82.84% 90.56% 88.95%

UTP 92.16% 83.13% 91.05% 89.27%

ChatGPT 92.29% 83.75% 91.32% 89.70%

Table 7. Comparison between UTP and ChatGPT 4 while preprocessing 5,000 chief complaints
form the Obstetrics & Gynecology department.

In this subsection, the UTP approach, built using pattern-matching rules and JSON-based
dictionaries, is compared to ChatGPT 4 that can do the same work using machine learn-
ing techniques. The comparison with ChatGPT 4 was conducted on a dataset consisting of
5000 samples with 7 ICD-10 codes labels from the "Obstetrics & Gynecology" department.



This department was chosen because its physicians frequently use dates, investigation val-
ues, abbreviations, and medical terms in their clinical data. In order to preserve the patient’s
confidential medical data while using ChatGPT 4, all the sensitive information was removed
from the dataset. The updated visit date was added to the textual data with a tag called "ref-
erence_date". Then, the ChatGPT 4 API was used to prompt the following questions : "Change
the dates found in the text into periods, change the investigation values into categorical values
as normal, below range, and above range. Finally, convert the complex medical terms into a
more readable format that patients can easily read". ChatGPT 4 results were very impressive.
It converted most of the samples on the first try. Also, it included additional sentences to bet-
ter explain the chief complaints. However, some issues were detected during the experiment
that are discussed in the next section.

Table 7 compares the results obtained while using ClinicalBERT on Raw Data (without
any modification on the clinical textual data), preprocessed data using UTP and preprocessed
data using ChatGPT 4. The results show that ChatGPT 4 gives slightly better results than
UTP. ChatGPT 4 did not only replace the terms in the clinical textual data, but also rephrased
the sentences with different words. Sentence rephrasing is an impressive capabilities that
ChatGPT 4 can accomplish. However, in some samples, the ChatGPT 4 included bias and
irrelevant information to the patient’s case, which gives nonrealistic diagnosis that might
affect the patient’s care if this tool was used in production.

5 Discussion

The UTP tool transforms medical textual data into more readable data by humans and ma-
chine learning algorithms. Moreover, unlike the pre-trained models, UTP does not require re-
training or additional resources (Memory and GPU/TPU). Retraining the deep learning models
is a major challenge in real-world healthcare applications since it requires a large number of
samples and additional resources. This section discusses the results of the experiments using
BERT pre-trained models on a huge dataset. The experiments were run on raw data before
any transformation and on preprocessed data using UTP.

5.1 Advantages

In general speaking, UTP transformed the information from a complex presentation into more
easy-to-understand and less confusing for human and machine learning models. Moreover,
UTP succeeded in reducing the vocabulary size of the corpus and unified the medical terms,
which is very helpful for machine learning, as shown in Table 3. For example, replacing all the
synonyms of "high blood pressure" with "hypertension" reduces the complexity of the training
of the deep neural network by reducing the vocabulary size. Furthermore, UTP is flexible
and maintainable because it is easy to add and update the JSON files to include new terms
or abbreviations definitions. However, other machine learning techniques require obtaining
samples and retraining the model if machine learning approaches were implemented.

5.2 Limitations

During the experiments, we mainly focused on the clinical textual data (discharge summaries
and chief complaints) to predict the ICD-10 codes. However, in some specialties, physicians
rely on the ICD-10 codes more than the documentation. For example, traumatic cases in the
emergency room require including information on when, where, and how to describe the
cause of trauma, the activity, and the location. Physicians include all this information by se-
lecting the related ICD-10 codes without having a detailed medical documentation, leading
to low prediction performance as shown in Table 5. On the other hand, when a department
uses a wide range of ICD-10 codes, it decreases the prediction performance, such as in the
Internal Medicine department. Also, diseases like diabetes and hypertension can be confusing
since they might appear together. The first as the primary diagnosis and the second as the
secondary one and vice versa, leading to confusion in training and hence a low performance.



5.3 ChatGPT 4 limitations

Although ChatGPT 4, which uses a machine-learning approach, gives impressive results. How-
ever, an additional and time-consuming work on the dataset was required to be able to send it
to ChatGPT 4. Moreover, ChatGPT 4 was trained on public datasets. Therefore, it is exposed to
a wider range of biases and inaccuracies than a private pre-trained model has. During the ex-
periment, it was detected that in some samples, nonsensical and nonrelevant sentences were
generated by ChatGPT 4. Furthermore, the data had to be manually cleaned and the dates
obfuscated before using the APIs, which is time-consuming and not applicable to real-world
applications in healthcare.

6 Conclusion

In this paper, we proposed a new tool called UTP that transforms the clinical textual data
into more readable and easy-to-understand for human and machine learning tasks. UTP uses
JSON-based dictionaries and linguistic features to build pattern-matching rules for their flex-
ibility and maintainability. UTP unifies medical terms, replaces investigation values with cat-
egorical values, converts abbreviations into expanded forms, and transforms dates into pe-
riods. Experiments showed the effectiveness of UTP on vocabulary reduction without losing
information. Also, we demonstrated its positive impact on the performance of machine learn-
ing models (micro-F1 reached 74.64% in testing results). In addition, UTP was compared to
the most recent machine learning tools that can do the same tasks ChatGPT 4. As a result
of this study, the UTP tool is now integrated with the Saudi "Specialized Medical Center"
hospital systems. Several recommendations were raised to improve the medical documenta-
tions, especially the traumatic cases in the emergency service. In future work, we aim to work
on improving the accuracy of the ICD-10 prediction by exploring more vital input features.
We would also like to investigate the relationships among the ICD-10 labels themselves to im-
prove the ICD-10 predictions. We believe that using a graph-based classifiers which takes into
consideration the labels’ relationships can improve furthermore the accuracy of the training.
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