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Abstract— An active model-free sensor fault tolerant control
approach is presented in this paper. The proposed method
is based on a model-free controller that has demonstrated
an effective ability to work without any analytical model
knowledge. The active fault tolerant control procedure has
three stages: firstly, the model-free controller is designed using
an ultra-local model; secondly, this ultra-local model is used
to detect and estimate the sensor fault; thirdly, the obtained
estimation is used to adapt the control law according to the
sensor fault. The aim of the proposed active fault tolerant
control procedure is to ensure that the regulated output, but
not the measured one, tracks the desired trajectory despite the
occurrence of a sensor fault. The developed method is validated
via numerical simulations for both stable and unstable linear
systems. The performances of the developed active fault tolerant
control procedure for unstable systems are evaluated with and
without saturation of the control input.

I. INTRODUCTION

In the broadest sense of the term, a fault can be considered
as an unexpected event that occurs and has an impact on
the behavior of a system, preventing it from performing its
nominal operation. This event occurs in the system itself, the
actuator or the sensor [1], [2], [3], [4]. The literature presents
a wealth of fault detection methods that are employed to
provide the user informations about the operating status
of the system [S5]. The presence of a fault usually leads
to undesirable consequences such as system performance
degradation. The aim of a fault tolerant control strategy is to
ensure an acceptable level of system behavior in the presence
of a fault [6].

Fault control strategies are categorized into two main
approaches: passive fault tolerant control (PFTC) [7] and
active fault tolerant control (AFTC) [8] strategies. The PFTC
strategy allows the fault to be tolerated without any infor-
mation about the type and magnitude of the fault. When
designing a PFTC law, the controller can tolerate only a few
faults, although not all faults that may impact the system [9].
However, the AFTC can tolerate all faults that are detected
and isolated via the fault detection and isolation module. The
latter gives more informations about the fault and enables to
identify its nature and amplitude. Theses informations are
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used by the controller to accommodate the fault in order
to ensure a consistent behavior of system operation [10]. In
general, the design of AFTC is based on the knowledge of
the analytical model of the controlled system. There are few
methods in the literature that introduce AFTC without an a
priori knowledge of the system’s analytical model.

Model-free control is one of the most efficient methods
available to control linear and nonlinear systems without
using the analytical model of the system [11], [12]. This
model-free control can be considered as a PFTC that allows
tolerating actuator fault and disturbances that affect the
system [13], [14], [15] without fault estimation. However,
this approach cannot tolerate sensor fault.

In this paper, we address an AFTC approach to accommo-
date the sensor fault in a model-free framework. The sensor
fault accommodation is defined as follows: the regulated
output, but not the measured one, tracks the desired trajectory
despite the occurrence of a sensor fault. The ultra local model
used in model-free control allows to generate a residual to
detect and estimate the sensor fault. This estimate allows to
adapt the model-free controller in order to achieve the sensor
fault accommodation. The performances of the developed
AFTC is checked for both stable and unstable systems. In
addition, two cases are treated for unstable systems: with and
without saturation of the control input.

This paper is structured as follows. The model-free control
is recalled in Section II-A. The model-free sensor fault
detection and estimation are developed in Section II-B. The
adaptation of the model-free control law is given in Section
II-C. The numerical examples to validate the AFTC strategy
are presented in Section III-A for stable systems and in
Section III-B for unstable systems.

II. MODEL-FREE ACTIVE FAULT TOLERANT CONTROL

The closed loop system considered in this paper is given
by

&(t) = g(z(t), u(t)) (1)
y(t) = h(z(t), u(t)) (1b)
u(t) = v(ym(t),ya(t)) (Ic)
ym(t) = y(t) + f(t) (1d)

where z(t) € R" is the state, u(t) € R is the control input,
y(t) € R is the regulated output, ¥, (t) € R is the measured
output, y4(t) € R is the desired trajectory and f(t) € R is
the sensor fault.

Assumption 1: The stability of the closed loop system (1)
is guaranteed by the control law w(¢) and the two following
properties are satisfied
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such that [u(t) — cy(t)| < e Vi> T (3)
In the property given by (2), the measured output y,,
follows the desired trajectory y4 when steady-state is reached
regardless of the occurrence of the sensor fault f, while the
regulated output y converges to yg only if f = 0. In the
property given by (3), the constant ¢ means that there is an
“almost linear” relationship between control u and output y
for any reached steady-state. Note that the constant ¢ always
exists for linear systems.

A. Model-free control

In [11], [12], the model-free control is supported by an
ultra-local model which replaces the global mathematical
model of the system to be controlled. This ultra-local model
is represented as follows

y) (t) = F(t) + aul(t) (4)

where v refers to the derivative order of the measured output
Ym, « 1S a non-pyhisical parameter defined by the user and
F is a function that includes all the unknown part of the
system. In this paper, v is equal to 1.

When v = 1, the model-free control is called i P controller
and the control law is given by

u(t) = (—F(t) + 9alt) + kpe(t)) (5)

QI

where

e € =Yg — Ym is the tracking error,
o kp is a tuning proportional gain,
o F'is the estimation of F' given by [16]

~ -3! rt
F(t) = T /t_((TT = 27)ym(7) + a7 (T — 7)u(r)) dr
(6)
where 7' > 0 might be small and [t — T’; ¢] denotes the
sliding windows of the integration interval.

In [12], [17], it is shown that the 7P controller, i.e. when
v = 1, ensures that the measurement vy, tracks the desired
trajectory y4, as required by property (2).

B. Model-free sensor fault detection and estimation

Model-free fault detection is introduced for fault detection
in [14], for actuator fault in [15], for process and sensor
faults in [18]. The main idea is to estimate the output of the
controlled system from the ultra-local model given by (4)
using the estimation of F' in (6) and the control law in (5).

In this paper, the estimation of the magnitude of the sensor
fault used in the AFTC procedure is provided in two steps:
first, a residual is generated to detect the sensor fault in
Section II-B.1 and, second, the magnitude of this fault is
estimated by processing this residual in Section II-B.2.

1) Residual generation for sensor fault detection: The use
of the ultra local model (4) leads to

Ym(t) = /0 (F(7) + au(r)) dT + ym (0) (7)

where y,,,(0) is the initial condition. By replacing F by F,
the measured estimated output g,, is calculated as follows

in)= [ (F0)+autn) dr im0 ®

Assuming that F'(t) = F(t) and §(0) ~ y(0) implies
Um =~ Ym for any operating system state. However, in
practical case, the estimation F is never equal to F', which
implies ¢,, # vy, in the presence or absence of a sensor
fault f.

It is now a matter of correcting the estimated measured
output ¥, so that it is equal to the measured output y,, in
the absence of a sensor fault. The sensor fault detection is
based on the residual signal given by

T(t) = ym(t) - Bym(t) 9

where [ is a parameter to be determined. In order to obtain a
residual equal to O in absence of sensor fault, this parameter
[ is defined by
m (1 m(t
6(t)=‘1f§t;= . wm(l -
Im®) 3 (P(r) + au(r)) dT + G (0)

where steady-state values of the signals y.,,, and ¥, are used
in the absence of the fault.

Now we will prove that [ is constant for systems having
linear static characteristic as in (3). To do that, we need to
use a numerical integration method for the integral in (10).
This is made in the following remark.

Remark 1: The approximation Z(q(k)) of the temporal
integral of the function ¢ by the rectangle method is defined

(10)

as t k
| ara( = 2(a) = - atiyr.
0 =1
and . ) q(i) —q(i —1)
(t) = 0,() = T2
where T, is the sampling time. (]
Applying the approximation defined in Remark 1 to (8)
leads to N
Gm(k) =T (B(k) + au(k)) +5(0) (A1)
where the estimation of F' in (4) is expressed by
F(k) =46y, (k) —au(k—1) (12)

instead of by relation (6). It should be noted that «(k) cannot
be used in (12) due to causality.

Using the definition of §,,, (k) given in Remark 1 and
inserting (12) in (11) give

Im(k) =T (8y,, (k) —au(k — 1) + au(k)) + §m(0) (13)
where
_ ym(k) - ym(k - 1)
703, () = 7 (#H=peE= )

o ym(l) — y(O) ym(2) — ym(l)
= T X Te + T

x T,



ym(k) — ym(k — 1)

+...+ T.

= ym(k) - ym(o)

x T,

and

Z(au(k) — au(k — 1)) = aTe(u(k) — u(0))

Choosing the initial condition «(0) = 0 gives
Um (k) = ym (k) + aTeu(k) — ym(0) + §m (0)

Since model-free control guarantees the stability of the
controlled system, a steady-state is still achieved and the
control input u(k) in steady-state can be expressed as follows

u(k) = cy(k) = cym/(k) (15)
where ¢ is defined in (3). Substituting (15) in (14), the
estimated measured output ¢, becomes

Im (k) = ym (k) (1 + Teac(k)) — ym(0) + m(0)

Since the initial condition is assumed to be approximately
known, i.e. §,,,(0) == ¥, (0), inserting (16) in (10) yields

B(k) = Ym (k) _ !
ym(k) (1 +Teae) 14 T.ac

This proves that, for any change in desired trajectory, the
parameter (k) converges to the same value 5. So in the
absence of sensor fault, the residual signal 7(¢) in (9) is null
in steady-state with [ defined in (17).

2) Sensor fault estimation: Consider now that the mea-
sured output is affected by a sensor fault. Then the regulated
output is expressed as follows

Y=Ym — [ [#0

where f is an additive sensor fault. It is important to
remember that 8 was determined before the fault occurred,
i.e. when the measured output y,, was equal to the regulated
output y. So (15) becomes

(14)

(16)

=p a7

(18)

u(k) = cy(k) = clym (k) — f(k)) (19)

and (14) is expressed as
I (k) = ym (k) + aTec(ym (k) = f(K)  (20)
where the initial condition is chosen by ¢, (0) =~ ¥, (0), and

f is the estimation of the sensor fault f.

To determine the estimation f we proceed as follows.
Inserting 8 given by (17) and ¢, given by (20) in relation
(9) where f is replaced by f, we obtain

8) = () — 1 (D)1 + 0To0) — aTicf (1)
_ aT.cf (k)
1+ aT.c

) (1= i) —Wa-s e

Using (21), the best estimation of the sensor fault f is
given by

(22)

where 8 # 1 due to (17).
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Fig. 1: Model-free active sensor fault tolerant control

C. Fault tolerant control strategy

The proposed AFTC strategy is based on the estimation of
the sensor fault given by (22). Once the residual signal ()
in (9) exceeds a given threshold, the sensor fault is detected
and the control law given by (5) is adapted to tolerate the
fault according to the diagram shown in Fig. I: the tracking
error in (5) becomes

— Yace(t)

e(t) = ya(t)
yacc(t) = Ym (t) - f(t)

(23a)
(23b)

III. NUMERICAL SIMULATIONS

The validation of the proposed model-free AFTC strategy
is performed on two academic examples for stable and un-
stable linear systems where the measurements are impacted
by a noise.

A. Stable system

Consider a stable linear system described by

z(t) = Ax(t) + Bu(t) (24a)
y(t) = Cz(t) + Du(t) (24b)
Yym(t) = y(t) + f(t) +w(?) (240)
where
-6 1.5 -0.5 5
A=|1 -7 0 [,B=|-1[,C=[05 1 0,D=0
05 02 =3 0

and w(t) is a zero-mean white Gaussian noise.
The sensor fault f is introduced as follows

0, t < 14.25
1) = { sin(t) + 5,

t>14.2s
The parameters of the i P controller are k, = 14 and a =
1.5 with the sampling time 7, = 0.001s. After the first
change of the desired trajectory yq in Fig. 2(a), the signals
Ym and ¢, are used to determine the parameter /3 as in (10).
The obtained value of 3 is 0.8076.
In fault free case, y = y,, in Fig. 2(a), so the i P controller
ensures the tracking of the desired trajectory.
At t = 14.2s, the occurrence of a fault impacts the
measured output y,,. As the 7P controller is robust to
disturbances and corrects any difference between the set



4
3.5
3
2.5
2
1.5
1
0.5
0
05F | Ym
s ~
-1.5+ _ﬁym
2+
250 Y ]
3+ 4
35 ["Ya il
4 i .

2 4 6 8 10 12 14 1618 20 22 24 26 28 30
. Time [s] .
(a) Trajectory tracking: Ym, BYm, y and yq

1.3
1.2
1.1

—th+
0.9
05 [th

0.7
0.6
0.5
0.4
0.3

0.2

0.1r, 7
0 -

_0.1— A \ ! ! h . . . . . . .

10 12 14 16 18 20 22 24 26 28 30
Time [s]
(b) Residual r(t)

Fig. 2: Sensor fault without AFTC (stable case)

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
me |s
(a) Trajectory tracking: ym, B9m, y and yq

10 12 14 16 18 20 22 24 26 28 30
Time [s] .

(b) f and f
Fig. 3: Sensor fault with AFTC (stable case)

2 4 6 8

point and the measured output, y,, is maintained at the
desired trajectory yq (see Fig. 2(a)).

However, the corrected estimated measured output (57,
differs from the measured output y,, after the time of the
fault occurrence, which provides a non-zero residual r(t),
as shown in Fig. 2(b). The threshold for the residual r(¢) is
defined empirically in Fig. 2(b) (there is no fault if |r(¢)| <

th+ = —th— = 0.2) . When the threshold is exceeded, the
fault is considered to be present. The ¢ P controller does not
tolerate the sensor fault since the regulated output ¥ is never
controlled to the desired trajectory y4 at time ¢ > 14.2s as
shown in Fig. 2(a). The ¢P controller only ensures a correct
control of the measured output y,,, which is affected by the
sensor fault. We can therefore conclude that the AFTC is
mandatory to ensure an acceptable system behavior in the
presence of a sensor fault.

The proposed AFTC is based on the estimation of the
sensor fault using (22). Once the sensor fault is detected, the
formula of the ¢ P controller is adapted by using the tracking
error defined in (23). Fig. 3(a) shows that the regulated
output y is maintained at the desired trajectory y, after the
occurrence of the sensor fault. This confirms the ability of
the proposed method to tolerate the sensor fault. However,
the measured output ¥, is never regulated to the desired
trajectory 74. As shown in Fig. 3(b), the fault f is well
estimated despite the measurement noise: the AFTC strategy
therefore compensates the effect of the sensor fault.

B. Unstable system

Consider an unstable linear system given by (24), where

-3 25 2
A_{Zl O}B_{O}C_[l 0.75, D =0
and w(t) is a zero-mean white Gaussian noise.

The sensor fault f is introduced as follows

0, t<17s
(1) = { p(t), t>17s

where p(t) is the unitary step response of transfer function

m at time instant 17s.

The parameters of the ¢P controller are k, = 1.5 and
a = 0.8 with the sampling time 7, = 0.001 s. After the first
change of the desired trajectory y4 in Fig. 4(a) or Fig. 6(a),
the signals y,,, and g, are used to determine the parameter
[ as in (10). The obtained values of 3 is 1.01723. For this

unstable system two cases are considered:

(1) The control input is not saturated, then the P con-
troller is stabilizing without AFTC procedure.

(2) The control input is saturated, then the ¢P controller
is not stabilizing without AFTC procedure.

1) Without saturation: By analyzing Fig. 4(a,c), we can
make the same analysis as in Section III-A: first, the P
controller only ensures correct control of the measured output
Yy Which is affected by the sensor fault, second, the AFTC
is mandatory to ensure an acceptable system behavior in the
presence of this fault (there is no fault if |r(t)| < th+ =
—th— = 0.06 in Fig. 4(c)).

Looking at Fig. 5(a,c), we can make the same analysis as
in section III-A: the sensor fault is well estimated and the
AFTC strategy compensates the effect of the sensor fault.
Consequently, the proposed AFTC strategy works as well
for stable as for unstable systems in the absence of input
saturation.
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By comparing Fig. 4(b) and Fig. 5(b), we can see how the
AFTC procedure acts on the control input wu.

2) With saturation: The control input u(t) is saturated
as follows: if u(t) < —6.2 than u(t) = —6.2, else u(t) is
not saturated. This saturation of the control input has a big
effect in the closed loop behavior since the control input ()
converges to values inferior to —6.2 in the non saturated case
as can be seen in Fig. 4(b). That the reason why the closed
loop is unstable after the control input saturation as shown
in Fig. 6(a,b) with the same thresholds for r(¢) as in Fig.
4(c)).

Fig. 7(b) shows that the AFTC acts as soon as the sensor
fault is detected, but this generates saturation of the control
input u(t) (i.e. u(t) falls below the saturation threshold).
However, the proposed AFTC strategy is able to overcome
the saturation of the input as can be seen in Fig. 7(b) at time
instant ¢ > 20s: in Fig. 5(b) and Fig. 7(b) the control input
u(t) is approximately the same.

Comparing Fig. 5(a,b,c) and Fig. 7(a,b,c) after ¢ > 20s,
the AFTC procedure provides the same closed loop behavior.
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Fig. 5: Sensor fault with AFTC (unstable case without
saturation)

This means that, despite saturation of the control input u(t)
applied to an unstable system, the proposed AFTC strategy
is able to

« ensure the closed loop stability,
« satisfy the tracking objective of the regulated output v,
« compensate the effect of a sensor fault.

IV. CONCLUSION

A model-free active sensor fault tolerant control approach
is presented and evaluated in this paper. The proposed
method ensures the accommodation of the sensor fault with-
out knowledge of the analytical system model. The proposed
AFTC procedure ensures that the regulated output, but not
the measured one, tracks the desired trajectory despite the
occurrence of a sensor fault. The results of the numerical
simulations illustrate the ability of the AFTC technique to
accommodate the sensor fault for both stable and unsta-
ble systems. To analyze the performance of the developed
AFTC procedure applied to unstable systems, two cases are
considered: with and without control input saturation. In
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future work, the proposed AFTC method will be extended
to simultaneous actuator and sensor faults for multi-input-
multi-output systems.
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