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Abstract. This study broadens the scope of research into various vari-
able categories and their implications for �re�ghters. It is motivated by
the observation that acute illnesses, while signi�cant for health, are not
typically the immediate focus of �re�ghting interventions. Therefore, the
inquiry seeks to understand how these illnesses might impact emergency
responses. The study particularly focuses on assessing the overall in-
�uence of epidemics on �re�ghting interventions, emphasizing their fre-
quency. In France, for example, �u epidemics vary annually due to virus
diversity, resulting in a considerable number of medical consultations,
hospitalizations, and deaths within a short period according to a public
health survey in 2023. This underscores the urgency and importance of
the research. Over a nine-year period from 2015 to 2024, our approach
involves meticulously preparing data, conducting thorough analyses, and
utilizing the XGBoost predictive model, known for its e�ciency and ro-
bustness. Through an iterative training process, features that enhance
RMSE scores over a 24-hour horizon are selected, underscoring the vital
role of epidemic-related variables across all timeframes. The key insight
is that these variables impact �re�ghting interventions consistently and
interdependently, starting with diarrhea, transitioning to �u in�uence
by midday, and concluding with respiratory infections a�ecting interven-
tions, indicating their signi�cance for predicting outcomes throughout
the duration. This nuanced understanding of the models associated with
the presence or absence of acute illnesses o�ers practical insights for re-
source management and �re�ghting response optimization, potentially
saving lives by preventing intervention failures during critical incidents.
This study marks the beginning of a comprehensive exploration into
variable families to better understand the factors in�uencing �re�ghting
activities.

Keywords: Fire�ghters intervention · Epidemic impact · Feature selec-
tion · Intervention causes.
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1 Introduction

The impact of epidemics on �re�ghting intervention frequency and nature is sig-
ni�cant, particularly in critical areas like public health. In France, �u epidemics
vary annually due to the diversity of circulating viruses, a�ecting di�erent pop-
ulations with varying degrees of severity. Typically, from December to March,
the �u leads to 1 million consultations in primary care, over 20,000 hospitaliza-
tions, and approximately 9,000 deaths within a span of ten weeks. This seasonal
�u places a considerable burden on the healthcare system and society, causing
absenteeism and increased morbidity and mortality [1]. However, using epidemic
surveillance data to detect speci�c events is complex. The spatial and temporal
variability, coupled with the establishment of detection thresholds, necessitates
thorough analysis. This study explores the potential correlation between acute
illnesses and �re�ghting interventions, contributing to the development of more
e�ective surveillance strategies.

In recent years, signi�cant progress has been made in predicting epidemics
and optimizing �re intervention strategies, thanks to advancements in arti�-
cial intelligence (AI) and its applications. These innovations have enhanced the
accuracy and e�ectiveness of predictive models, leading to better emergency
response and risk management. The study [2] developed advanced AI models,
including a �ne-tuned ResNet-50, to help radiologists accurately distinguish be-
tween pneumonia caused by COVID-19 and H1N1 in�uenza, achieving up to
96.7% accuracy. Similarly the study [3] investigated an improved genetic al-
gorithm (IGA-BP-NN) to predict public opinion trends on in�uenza, thereby
increasing prediction accuracy and providing e�ective early warning informa-
tion. In another study, [4] predicted the incidence of infectious diarrhea using a
stacking ensemble approach. By integrating four base models (arti�cial neural
networks, LSTM, SVR, and XGBoost) they found that models using symptom
surveillance data outperformed those using meteorological data. The ensemble
model demonstrated superior performance compared to individual base models,
underscoring its e�ectiveness in improving prediction accuracy. Additionally, [5]
developed a model to predict diarrhea incidence using Nigeria's Demographic and
Health Survey data and arti�cial neural networks, achieving high accuracy rates
of 95.78% during training and 95.63% during testing. This model aids in proac-
tive intervention strategies and enhances diarrhea prevention and control e�orts,
while also o�ering valuable insights for predicting similar future epidemics. In
contrast, authors in [6] utilized explainable AI (XAI) and remote sensing data to
identify key factors in�uencing standard mortality rates (SMR) for respiratory
cancer across Italian provinces. By analyzing machine learning algorithms, they
classi�ed provinces based on SMR values and highlighted critical predictive fac-
tors, aiding in prioritizing interventions to reduce the risk of respiratory cancer.
Nevertheless, there is a scarcity of studies focusing on the prediction of �re�ghter
interventions. [7] utilized machine learning to forecast mortality and transporta-
tion needs based on emergency call data, achieving 96.44% accuracy for mortality
and 73.62% for transportation. This demonstrates the potential of machine learn-
ing to enhance decision-making and resource allocation in Emergency Medical
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Services (EMS). Similarly, [8] employed machine learning to predict ambulance
response times while ensuring the privacy of location data, showing that data
sanitization does not signi�cantly a�ect prediction accuracy. Additionally, [9] ap-
plied machine learning to predict �re�ghter interventions during the COVID-19
pandemic using data from 2016 to 2021, highlighting a pivotal change in August
2020 due to the rise in coronavirus cases in France. Finally, in the same context,
[10] examined the reliability of predictions related to �re�ghter interventions
for optimizing resources and time. Same authors conducted three studies that
analyzed the impact of speci�c factors on �re�ghter interventions, namely air
quality, solar activity and river height, on �re�ghter interventions by [11], [12]
and [13], respectively.

Our research team tackles this problem by employing a novel approach: ana-
lyzing the impact of epidemics on �re�ghter responses. Utilizing comprehensive
historical datasets that encompass data on acute illnesses and �re�ghter inter-
ventions, we explore this correlation. The main goal of this study is to evaluate
how acute illnesses in�uence the frequency of �re�ghter interventions. To achieve
this objective, we have developed a hypothesis and prediction framework as part
of our research:

� Hypothesis: A rise in acute illness cases will initially correlate with a contin-
uous increase in �re�ghter interventions.
Prediction: The occurrence of any acute illness will systematically a�ect
health, correlating with other illnesses, and resulting in a prolonged and
consistent increase in �re�ghter interventions.

To ensure a systematic and organized approach to our research, we meticu-
lously developed and followed a detailed methodological plan. In Section 2, we
provide an exhaustive overview of the methods and materials used in our ex-
periments, detailing our experimental approach. Section 3 presents the research
process and the results obtained. In Section 4, we conduct a thorough analysis
and critical re�ection on the �ndings, addressing the initial research question
and highlighting relevant implications and interpretations. The study concludes
in Section 5, where we summarize the main conclusions, emphasize signi�cant
contributions, and propose potential directions for future research. This method-
ological framework enabled a systematic exploration of the correlation between
epidemics and �re�ghting interventions while maintaining a comprehensive per-
spective throughout our investigation.

2 Methods

2.1 Data Preparation

Data Acquisition This study leverages a comprehensive dataset obtained from
the Service d'Incendie et de Secours du Doubs (SDIS 25), France. The dataset
encompasses 322,437 meticulously documented interventions spanning from Jan-
uary 1, 2015, to May 31, 2024. Each intervention record includes an identi�cation
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code, time stamps (start and end), geographical coordinates, intervention type,
and response duration. To enrich the intervention data and capture the broader
context of each incident, we incorporated various contextual features. These fea-
tures encompass holiday periods, meteorological parameters, air quality indices,
solar activity metrics, lunar phases, river water levels (relevant due to �re�ghter
responsibilities in �ood rescue), epidemiological statistics and other pertinent
factors. The process is detailed as follows:

� Fire Monitoring: earth observation data from NASA's VIIRS and MODIS
satellites were continuously collected, to analyze �re propagation in speci�c
areas, as documented in [14] and [15].

� Temporal Data: temporal details encompassing time, day, day of the week,
day of the year, month, year, holidays, academic breaks sourced from [16],
Ramadan observances, lockdowns, and curfews were integrated into the dataset.

� Air Quality: data on particulate matter (PM2.5, PM10), ozone (O3), and
nitrogen oxides (NO2) were obtained from nearby air quality monitoring
stations, as referenced in [17].

� Epidemiological Data: weekly epidemiological data on ailments like chick-
enpox, in�uenza, and acute diarrhea was incorporated from the Sentinelles
network, as documented in [18].

� River water levels: hourly water level measurements of the initial forty rivers
from the closest stations within the Doubs department were obtained from
the governmental service "Hydroreel". This data was incorporated into the
dataset for each corresponding hourly segment, as referenced in [19].

� Socioeconomic Data: variables associated with French league and Champions
League football matches were included based on their potential impact on
interventions, as referenced in [20].

� Astronomical Data: the [21] libraries were employed to calculate the spatial
separation between the Earth, Moon, and Sun. Additionally, Astral [22] li-
brary was used to analyze moon phases, moonrise, sunrise, and sunset times
to assess their potential in�uence on intervention occurrences. A boolean
variable indicating "night" or "day" was derived based on sunrise and sun-
set data.

� Solar Activity: features including 10 cm radio �ux, sunspot count, sunspot
area, and X-ray emissions were included to assess their potential in�uence
on interventions, as referenced in [23].

� The initial choice for meteorological data was Météo France [24] (the French
public meteorological service). However, limitations arose due to restricted
access to data from remote main stations and a three-hour sampling in-
tervals, hindering both geographical and temporal accuracy. While Météo
France bulletins provided insights into diverse weather risks, these limita-
tions necessitated the inclusion of MeteoStat [25] as a complementary source.
MeteoStat o�ers near-future forecasts, enhancing the capabilities of Météo
France data.

• High-Resolution Station Data: three meteorological stations within the
Doubs department provided a comprehensive set of atmospheric data
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from Météo France. These data points included: atmospheric pressure,
cloud cover, humidity, barometric trends, dew point, temperature, av-
erage wind speed and direction tracked every 10 minutes, precipitation
within the last hour, precipitation over the past three hours, horizontal
visibility, gust speeds over a speci�ed interval and prevailing climatic
conditions.

• Weather Advisories: weather advisories obtained fromMétéo France were
incorporated to enrich the meteorological dataset. These advisories cov-
ered various weather hazards (wind, rainfall, �oods, storms, snowfall,
freezing rain, heatwaves, and extreme cold) and were categorized using a
color-coded system (green, yellow, orange, red) for improved clarity [26].

• High-Resolution Gridded Data: the MeteoStat API facilitated the ac-
quisition of additional climatic variables from publicly available datasets.
These variables included temperature, dew point, precipitation, snowfall,
wind parameters (speed and direction), pressure, and humidity. Notably,
high-resolution temperature data was retrieved from a comprehensive
11x11 grid network encompassing the entire Doubs department.

This study employs a comprehensive variable selection strategy. While ac-
knowledging the potential inclusion of non-signi�cant variables, this approach
prioritizes the identi�cation of all potential factors in�uencing �re�ghter inter-
ventions. This allows for a thorough exploration of correlations between epi-
demiological data and a wider range of parameters encompassing diverse risks,
including accidents, �res, �oods, and others.

Data Pre-processing During the data processing phase, missing values in
certain meteorological datasets were addressed using linear interpolation. To
prepare the data for our learning model, we utilized two techniques from the
Scikit-learn library [27]. First, the "StandardScaler" method was employed to
standardize numerical features, including in�uenza, visibility, varicella statistics,
humidity, dew point, acute diarrhea, year, hour, gusts, wind speed and direction,
temperature, river levels, cloud cover, precipitation, and lunar distance. This
technique normalizes the distribution of values to have a mean of zero and a
standard deviation of one.

Additionally, we applied the "TargetEncoder" technique [28] to handle cat-
egorical attributes such as the day of the week, month, year, holidays, events
and barometric trend. This method converts these categorical variables by re-
placing each category with the mean of the target variable. The original target
values, representing the count of interventions, were retained as discrete entities
to accurately re�ect the distribution of interventions.

Data Mining A thorough examination of the dataset proved essential for ex-
tracting relevant information for our study. On average, approximately 30,000
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interventions were recorded annually, with a notable upward trend in interven-
tion frequency over time. Regarding the variables associated with epidemiolog-
ical data, Table 1 presents the key statistical measures of incidence rates per
100,000 inhabitants for each variable. This table provides a concise summary
of central tendencies, variability, and distribution patterns observed across dif-
ferent categories within this domain. Initially, data on four epidemics within
the department were collected, speci�cally in�uenza, diarrhea, chickenpox, and
respiratory infections. All these variables are represented as continuous entities,
predominantly demonstrating a right-skewed distribution.

Table 1: Data analysis of epidemics variables
Variable Mean Std IQR Max Distinct values

ira_inc 330 858.4 42.7 7444 117
grippe_inc 294 885.4 0.0 6234 112
diarrhee_inc 373 752.8 435.1 5507 168
varicelle_inc 380 773.9 456.6 5231 135

Furthermore, the examination of these variables through time series analysis
reveals a modest degree of similarity between two signi�cant variables. To sup-
port this observation, we conducted a correlation analysis between these vari-
ables, yielding results that indicate substantial correlations. For instance, the
variables "grippe_inc" and "diarrhee_inc" are correlated with a value of 0.39,
suggesting that an acute �u may lead to diarrhea.

To conclude our analysis, we aimed to assess the in�uence of epidemics on
the overall target variable through a correlation analysis. The results indicate a
weak and statistically insigni�cant impact on the overall target variable. This
provides a preliminary insight into the limited role of epidemics in shaping in-
tervention models. Although notable correlations are absent, the possibility of a
more complex relationship highlights our understanding of the nuanced interac-
tion between epidemics and incidents requiring emergency services intervention.

2.2 Feature and Model Selection

Historically, it has been common practice to incorporate all available features
from the training dataset, based on the assumption that maximizing the in-
clusion of information would yield an optimal model. However, advocating for
a constraint on the number of considered features is driven by two main rea-
sons. First, some variables may exhibit strong interdependencies, while others
may contribute minimally to predictive capability, potentially leading to reduced
model generalization or the introduction of redundant information. Second, in-
cluding a large number of features can signi�cantly increase computational com-
plexity without corresponding improvements in model performance [29]. There-
fore, using a more restricted set of features holds promise for achieving more
e�cient results.
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In this study, we employed the "feature importance" method for feature
selection, assigning scores to each variable in the dataset, with higher scores
indicating greater relevance [30]. A threshold was established to retain the top
400 most relevant features. Various selection techniques were applied, including:

1. High Variance: preserved features with variances exceeding 0.5.
2. Pearson and Spearman correlation coe�cients: �ltered correlations with the

target variable that had an absolute value of 0.4 or higher.
3. Chi-Square Selector: applied the chi-square test to evaluate the association

between each feature and the target variable after normalizing the features
using the 'Min-Max Scaler' function.

4. Extreme Gradient Boosting (XGBoost) [31]: utilized prede�ned hyperparam-
eters (number of estimators = 100000, maximum depth = 7, early stopping
after 10 rounds). The model was trained, and feature importance was com-
puted or derived.

5. Light Gradient Boosting Model (LightGBM) [32]: used speci�ed hyperpa-
rameters (number of estimators = 100000, maximum depth = 7, number of
leaves = 27, objective function = regression, metric = RMSE, learning rate
= 0.1, early stopping after 10 rounds), and extracted feature importance as
previously mentioned.

The culmination of this selection process resulted in a re�ned list of features,
prioritizing those consistently identi�ed by multiple techniques. From an initial
pool of 3912 features, approximately 10% were retained, resulting in a subset of
400 features used for model training.

In our model selection process, we chose for Extreme Gradient Boosting
(XGBoost) [31]. XGBoost is renowned for its scalability, e�ciency, �exibility,
and speed, capable of handling complex datasets while achieving remarkable
predictive accuracy. Its e�ectiveness lies in its integration of gradient boosting
principles, enabling iterative improvement of weak learners' performance. Widely
adopted across various �elds, from �nance to healthcare, XGBoost demonstrates
versatility in managing regression, classi�cation, and ranking tasks with excep-
tional competence. Its popularity is further underscored by its ability to handle
missing data, perform feature selection, and adapt to di�erent types of data.

2.3 Methodologie Employed for the Prediction Tool

To implement our theoretical analysis in practice, we developed a comprehensive
training and optimization pipeline (see Figure 1).

1. We initiated multiple training iterations, spanning durations from 1 to 24
hours, aiming to evaluate the in�uence of the epidemics up to 24 hours in
advance.

2. Subsequently, we performed feature extraction as detailed in the "Feature
Selection" section.
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3. Iteratively, each variable selected in the previous phase was incorporated
into the XGBoost model for training.

4. At each iteration, we divided the dataset into training, testing, and valida-
tion subsets. Initially, 20% of the data was allocated for testing, while the
remaining 80% was used for training-validation. This allocation was later
adjusted to 80% for training and 20% for validation.

5. We trained the XGBoost model using prede�ned hyperparameters (see Ta-
ble 2) and implemented early stopping with "early_stopping_
rounds=15". This approach halted the training process if no performance
improvement was observed on the validation set for 15 consecutive rounds,
considering the �xed number of 100,000 estimators in our model.

6. We assessed prediction scores using the RMSE metric (Equation 1) and
compared them with previous scores. Variables demonstrating improvement
were kept in the input list via a sequential feature selection method, and
prior scores were adjusted accordingly.

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2 (1)

7. Finally, we made a concerted e�ort to enhance prediction accuracy by experi-
menting with di�erent hyperparameter combinations (see Table 3). This pro-
cess included applying "early_stopping_rounds=25" together with a �xed
set of parameters, including 100,000 estimators. By employing our iterative
approach, we discovered the optimal hyperparameter con�gurations, identi-
fying a set of values that signi�cantly improved performance.

Fig. 1: Training pipeline representation model
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Table 2: XGBoost default hyperparameters
Hyperparameter Values

max_depth 7
min_child_weight 1
gamma 0
subsample 0.8
colsample_bytree 0.8
learning_rate 0.1

Table 3: Settings XGBoost hyperparameters
Hyperparameter XGBoost

max_depth [2, 14]
min_child_weight [0, 14]
gamma [0.0, 0.4]
subsample [0.6, 0.9]
colsample_bytree [0.6, 0.9]
learning_rate [0.01, 0.009]

3 Results

Signi�cant e�orts have been invested in gathering, processing, and consolidating
a comprehensive dataset, emphasizing the integration of information from vari-
ous sources of past interventions. Particular attention was given to assessing the
signi�cance of each variable within this context. As highlighted earlier, the core
objective of this study is to uncover valuable insights regarding the impact of
epidemics on intervention forecasting. The previous section outlined a methodol-
ogy for identifying key features. After training our model over a one-day period,
we now present the outcomes of this feature selection process, focusing on the
disease-related variables whose inclusion has enhanced prediction accuracy (refer
to Table 4).

Table 4: Re�ning epidemic Analysis through Feature Selection techniques
Time horizon Epidemics Feature Selection Technique Rank

5h diarrhee_inc Variance and XGBoost 147

7h diarrhee_inc Variance and LightGBM 153

11h diarrhee_inc Variance and LightGBM 143

15h
diarrhee_inc Variance and LightGBM 131
grippe_inc Variance, XGBoost and LightGBM 144

16h
grippe_inc Variance, XGBoost and LightGBM 183
diarrhee_inc Variance and LightGBM 202

17h grippe_inc Variance and LightGBM 155

19h ira_inc Variance, XGBoost and LightGBM 173

Additionally, we provide the classi�cation outcomes generated by our model, which
will be interpreted in the following section. Table 5 details the predictive performance
of the XGBoost model concerning intervention counts, covering time horizons that
include disease variables, with the most signi�cant performances emphasized in bold.
It also shows the RMSE metrics before and after the inclusion of epidemic variables,
along with the percentage improvement. Figure 2 displays results from 300 samples
aimed at predicting atypical intervention counts at the 16th hour. A noteworthy RMSE
improvement of 1.24% is observed by incorporating a single acute disease variable at the
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11th hour, compared to using other variables in earlier horizons. Figures 3(a) and 3(b)
visually represent prediction accuracy, showing a maximum error range of 0 to 17
for the 16th hour before and after adding the epidemic variable, respectively. Since
the XGBoost model produces decimal predictions (e.g., 7.25 interventions), the results
were rounded to the nearest whole number (in this case, 7 interventions) for practical
application.

Table 5: Emphasizing classi�cation and outcomes:
Time horizon Epidemics RMSE pre-sel RMSE post-sel Improvement

5h diarrhee_inc 3.4267 3.4098 0.49%

7h diarrhee_inc 3.4886 3.4661 0.64%

11h diarrhee_inc 3.7655 3.7192 1.24%

15h
diarrhee_inc 3.4597 3.4351 0.71%
grippe_inc 3.4212 3.4048 0.48%

16h
grippe_inc 2.3940 2.3832 0.45%
diarrhee_inc 2.3716 2.3605 0.47%

17h grippe_inc 3.4842 3.4709 0.38%

19h ira_inc 3.6242 3.6226 0.04%

Fig. 2: Prediction for the 16th hour

Notably, XGBoost achieved its most impressive RMSE score of 2.3605 at the 16th
hour, signi�cantly in�uenced by incorporating two acute disease variables, speci�cally
diarrhea and in�uenza. The scores consistently improved across the initial time hori-
zons due to the selection of the single variable of diarrhea. Midway through the time
horizons, the addition of both diarrhea and in�uenza variables consistently enhanced
the scores for two hours. Subsequently, the in�uenza variable continued to improve the
score for the remainder of the day until the selection of the last respiratory infection
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(a) Prediction's error at the 16th hour pre-selection (b) Prediction's error at the 16th hour post-selection

Fig. 3: Emphasizing from predictive modeling

Table 6: Best hyperparameter for the 11th hour
Hyperparameter Values

max_depth 8
min_child_weight 10
gamma 0
subsample 0.8
colsample_bytree 0.8
learning_rate 0.008

Table 7: Best hyperparameter for the 16th hour
Hyperparameter Values

max_depth 6
min_child_weight 9
gamma 0.2
subsample 0.7
colsample_bytree 0.8
learning_rate 0.1

variable which in turn improved the score. Following this, the XGBoost model under-
went thorough training across all horizons using a meticulous grid search procedure
for hyperparameter tuning. This method systematically explores various combinations
of attributes to �nd the optimal solution. Tables 6 and 7 detail the hyperparameters
identi�ed and used for the best RMSE score at the sixteenth hour and the highest per-
centage improvement at the eleventh hour, respectively, ensuring the model achieves
its optimal performance.

4 Discussion

The objective of this study was to assess the in�uence of acute disease levels on the pre-
diction of �re department interventions over a nine-year span from 2015 to 2024. Our
methodological approach was meticulously planned, encompassing careful data prepa-
ration and thorough analysis to guide our experimental decisions. This included feature
selection using various statistical techniques and machine learning methods. XGBoost
was chosen as the predictive model for its robustness in handling outliers, making it
particularly suitable for continuous variables related to acute diseases (see Table 1).
We employed an iterative training pipeline, systematically selecting features that im-
proved the RMSE score over a 24-hour horizon (see Figure 1). The �ndings, presented
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in Table 5, underscore the importance of epidemic-related variables, especially in the
early horizons and over extended periods. Speci�cally, at the 11th hour, the inclusion of
the "diarrhea" variable resulted in the most signi�cant RMSE improvement of 1.24%,
enhancing the score from the 5th hour up to 10 hours. Additionally, at the 16th hour,
the combination of "diarrhea and in�uenza" variables yielded a promising RMSE score
of 2.3605. This combination maintained its e�ectiveness for 2 hours, after which the
"in�uenza" variable continued to improve the score independently. Towards the end
of the day, the "acute respiratory infection" variable took over, further enhancing the
score on its own.

This �nding demonstrates a consistent and progressive in�uence of epidemic vari-
ables across all time periods, underscoring their enhanced value for both short-term
and long-term forecasting. Our results indicate that certain epidemic-related factors
signi�cantly a�ect all horizons due to various temporal and atmospheric factors. Our
analysis suggests a continuous association of these three diseases throughout the day.
It seems that diarrhea symptoms may be more severe upon waking due to overnight
dehydration, leading to urgent medical needs in the morning and triggering emergency
calls. As the day progresses, the symptoms of acute illnesses like diarrhea and in�uenza
can intensify, requiring more medical intervention. This can be attributed to the highly
contagious nature of in�uenza, which spreads rapidly in workplaces or schools, causing
acute symptoms. By the end of the day, fatigue and exhaustion might exacerbate the
symptoms of acute respiratory infections, or individuals might experience a general
decline in health, particularly the elderly or those with pre-existing conditions, lead-
ing to an increase in emergency calls. These �ndings suggest that other variables may
have delayed e�ects or that other factors in�uence the behavior of epidemics a�ect-
ing �re department interventions. Seasonal weather conditions such as humidity and
precipitation, along with pollutants like �ne particulate matter (PM2.5, PM10) and
nitrogen dioxide (NO2), can impact air quality. This could explain the immediate and
prolonged impact of these variables. In conclusion, the signi�cant potential impact of
acute diseases on health should not be underestimated, as their e�ects can have serious
consequences, consistently prompting �re department interventions.

Additionally, Figure 4 demonstrates that the correlation between variables from
di�erent categories and the epidemic characteristic is modest, particularly for non-
epidemic factors such as precipitation, humidity, and pollutants, across all time hori-
zons. This suggests an indirect causal relationship, indicating that severe weather con-
ditions or poor air quality might indirectly impact public health. Further analysis,
depicted in Figure 5, shows a systematic increase in forecast accuracy when a vari-
able from the epidemic category is included, particularly during the cold season. This
�nding underscores the value of incorporating epidemic-related variables during this
period to enhance prediction accuracy.

A thorough analysis, depicted in Figure 3, demonstrates a reduction in prediction
errors, thereby con�rming the validity of our results. Speci�cally, the �gure shows a
decrease in errors, with an increase in zero errors and a reduction in one and two errors
after incorporating the two variables "diarrhea" and "�u," compared to the errors ob-
served before their inclusion. This study provides deeper insights into how epidemics
a�ect �re�ghter interventions. Nonetheless, certain limitations, such as the exclusion
of other boosting models or machine learning methods for comparative purposes and
the sole reliance on grid search for hyperparameter optimization, have constrained
our �ndings. Future research will focus on exploring additional variables related to
other diseases, examining the combined impact of acute diseases and meteorological
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Fig. 4: Correlation with the disease "grippe_inc" at the 16th hour

Fig. 5: Improvement statistics per month

conditions, employing alternative models, and adopting more advanced sequential op-
timization techniques, such as Bayesian optimization.
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5 Conclusion

This study delves deeper into a series of articles focused on examining various cate-
gories of variables and their implications for �re intervention strategies. Concentrating
on the prediction of future intervention numbers, which is crucial for �re�ghting ser-
vices worldwide, this paper explores the in�uence of epidemics on emergency service
forecasts. Utilizing a comprehensive nine-year dataset from the Fire and Rescue Service
(SDIS 25) of the Doubs region in France, the research investigates how the predictive
model identi�es signi�cant trends associated with acute disease variables at di�erent
times of the day. The results indicate that these variables can have a lasting impact
from early time horizons over an extended period. It was noted that diseases are in-
terconnected, with interventions starting due to the in�uence of acute diarrhea at the
5th hour, followed by interventions halfway through the horizons caused by the impact
of both acute in�uenza and diarrhea, and concluding with interventions at the 19th
hour due to the in�uence of acute respiratory infections. While this approach proves to
be valuable for resource management and optimizing response times, ongoing improve-
ments are necessary to ensure seamless integration into the decision-making processes
of �re services.

Continuing our research, we will explore the subtle e�ects of various other variable
categories (such as �re monitoring, alert bulletins, events, etc.) on forecasts over di�er-
ent time frames. Our aim is to derive valuable insights from these areas and pinpoint
the most in�uential variables according to the types of interventions and the predic-
tion timeframes. By utilizing this information, we intend to enhance our forecasting
accuracy for both short-term and long-term scenarios through the careful selection of
models and hyperparameters that are most pertinent to speci�c variables. Additionally,
we will emphasize the integration of geolocated variables to re�ne predictions based on
factors such as population density and forest area. Our primary goal is to bolster pre-
dictive capabilities, allowing for the proactive implementation of operational strategies
that e�ectively address the demand for �re service interventions.
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