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Abstract
Uncertainty quantification (UQ) is crucial to attest the decision-making [1]. We here propose to
quantify uncertainty using Bayesian Neural Networks (BNN), see [2, 3, 4]. The deterministic
parameters of the NN are replaced by probability distributions with Gaussian prior, and the
parameters of these distributions are learned. Once trained, the NN outputs can be evaluated
multiple times to obtain the output distribution. When using BNN, the difficulty is related to the
posterior distribution that is intractable. We propose to use the method proposed in [5] called
Bayes by backprop, which applies variational approximation to get the posterior distribution.
Many samples of the NN weights are then generated to get an uncertainty measure in addition
to the class prediction. The method is applied to FMNIST data for classification. The UQ
is evaluated using Shannon Entropy (SE) and the Brier Score (BS). SE measures the model’s
confidence level, while the BS assesses the precision of predictions. An evaluation using out of
domain (OOD) data is also proposed, i.e. the algorithm is trained on FMNIST data and tested
on MNIST ones. Results attest to the relevance the proposed approach. Fig. 1 shows that
the SE and BS increases for test data OOD, indicating high uncertainty. In Fig. 2 (right) we
observe a high fluctuation in the predicted class suggests that the algorithm is not sure and the
prediction may not be accurate. As future work, the approach will be applied on mammograms
images.
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Figure 1: Histograms of SE (left) and BS (right).
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Figure 2: Comparison of FMNIST (in domain) and MNIST (out of domain) images with their
prediction histograms after sampling 100 times.
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