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Abstract

This paper presents a systematic methodology for the discretization and reduction of a class of one-dimensional Partial Differential
Equations (PDEs) with inputs and outputs collocated at the spatial boundaries. The class of system that we consider is known
as Boundary-Controlled Port-Hamiltonian Systems (BC-PHSs) and covers a wide class of Hyperbolic PDEs with a large type of
boundary inputs and outputs. This is, for instance, the case of waves and beams with Neumann, Dirichlet, or mixed boundary
conditions. Based on a Partitioned Finite Element Method (PFEM), we develop a numerical scheme for the structure-preserving
spatial discretization for the class of one-dimensional BC-PHSs. We show that if the initial PDE is passive (or Impedance Energy
Preserving), the discretized model also is. In addition and since the discretized model or Full Order Model (FOM) can be of
large dimension, we recall the standard Loewner framework for the Model Order Reduction (MOR) using frequency domain
interpolation. We recall the main steps to produce a Reduced Order Model (ROM) that approaches the FOM in a given range of
frequencies. We summarize the steps to follow in order to obtain a ROM that preserves the passive structure as well. Finally, we
provide a constructive way to build a projector that allows to recover the physical meaning of the state variables from the ROM to
the FOM. We use the one-dimensional wave equation and the Timoshenko beam as examples to show the versatility of the proposed
approach.

Keywords: Distributed port-Hamiltonian systems, Finite Element Method, Loewner framework, Structure-preserving
discretization methods.

1. INTRODUCTION

The Hamiltonian formulation has been extended to dis-
tributed parameter systems in n-dimensional spaces with
boundary energy flow in [1] and proofs of existence and unique-
ness of solutions have been presented for the one-dimensional
case in [2]. This class of systems, called Boundary-Controlled
Port-Hamiltonian Systems (BC-PHSs), has shown to be well
suited for the modelling of open-loop infinite-dimensional sys-
tems with actuation and sensing located at the spatial bound-
aries, being applicable to the control of transport phenomena,
waves, beams, and chemical reactors, among others [3].

For numerical simulation of BC-PHSs, one has to discretize
the infinite-dimensional part. Several techniques have been
proposed using discrete exterior calculus [4], mixed finite-
elements [5], finite volume [6], finite-differences methods [7],
among others. Recently, the Partitioned Finite Element Method
(PFEM) [8, 9, 10] has shown a wide number of applications
in one-, two- and three-dimensional domains [11, 12], allow-
ing also to be applicable for the case of mixed boundary con-
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trol [13, 14]. In this paper, we particularize the PFEM to the
parametrized class of one-dimensional BC-PHSs introduced in
[2], covering the complete class of first-order spatial derivatives
and all possible parametrizations of the boundary conditions.
The matrices of the discretized model are explicitly defined
in terms of the PDE matrices coefficients and the input/output
parametrization matrices, being versatile to changes in the PDE
structure and/or boundary conditions. Moreover, the proposed
methodology guarantees that the discretized model preserves
the initial energy structure of the PDE. That is, the Hamilto-
nian of the discretized model mimics the Hamiltonian of the
initial PDE, showing that if the initial BC-PHS is passive (or
Impedance Energy Preserving (IEP)), the discretized model is
too.

The realization of the discretized model obtained using the
PFEM contains only sparse matrices, which reduces the com-
putational effort for time simulations. However, when the step
of the spatial discretization is very small, the discretized model
can contain a large number of internal variables, being expen-
sive for numerical simulation and/or controller design. In this
paper, we additionally recall the Loewner approach to find a
Reduced Order Model (ROM) that captures the input/output be-
havior in a desired range of frequencies [15, 16]. This frame-
work has shown to be an efficient tool for the reduction of
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infinite-dimensional systems [17]. Recently, it has been applied
to distributed port-Hamiltonian systems [18] in 1D and [17]
in 2D, and it is still a current research topic on the structure-
preserving Model Order Reduction (MOR) field [19]. In this
paper, we combine the algorithms proposed in [20, 17], to guar-
antee that the ROM remains passive. Moreover, we build a
projector that allows us to reconstruct the original state of the
discretized model from the ROM state. To the best of the au-
thors knowledge this projection has not been exploited in the
Loewner framework, so far. In this paper, we show that the
projector can be straightforwardly constructed using the knowl-
edge of the discretized model.

Summary of the contribution

The PFEM is developped for the complete class of one-
dimensional BC-PHSs with first-order spatial derivatives and
all possible boundary inputs and outputs. The discretized model
preserves the passive (or Impedance Energy Preserving) struc-
ture. Additionally, a ROM technique is recalled using two re-
cent algorithms in the Loewner framework. The ROM is guar-
anteed to be passive and a projector is obtained to reconstruct
the state of the discretized model from the ROM state.

Paper oragnization

The paper is organized as follows: in Section 2, we recall
the structure of BC-PHSs and we emphasize the main contri-
butions of this article. In Section 3, the PFEM is presented. In
Section 4, the reduction of the discretized model is applied us-
ing the Loewner framework and in Section 5 a summary of the
complete methodology is provided. The one-dimensional wave
equation is used along the paper to exemplify the procedure,
and in Section 6, the Timoshenko beam is used to show the ver-
satility of this approach. Finally, in Section 7 some conclusions
are drawn and future works are discussed.

Notation and Definitions

Null square matrices of size n × n are denoted by 0n and null
rectangular matrices of size n × m by 0n×m. For simplicity and
when it is clear from the context, the subindex are omitted. The
identity matrix of size n is denoted by In. u ∈ L2

loc((0,∞),Rn)
means that the function u(t) is locally square-integrable, i.e.,∫

T |u(t)|2Rn dt < +∞ for all compact subsets T ⊂ R.

Definition 1. [21, Definition 1.16.] A state space system is
called dissipative with respect to the supply rate s(u(t), y(t)) if
there exists a function S : X → R+, called the storage function,
such that for all initial condition x(0) = x0 ∈ X, all t ≥ 0, and
all input functions u(t),

Ṡ (t) ≤ s(u(t), y(t)).

Definition 2. [21, Definition 1.17.] A state space system is
called passive if it is dissipative with respect to the supply rate
s(u(t), y(t)) := u(t)>y(t) and is called Impedance Energy Pre-
serving (IEP) in the particular case if Ṡ (t) := u(t)>y(t).

2. Class of systems under study

2.1. Boundary-controlled port-Hamiltonian systems in a one-
dimensional domain

Boundary-controlled port-Hamiltonian systems are systems
described by PDEs in which the state variables are chosen as
the energy variables and the inputs and outputs are chosen as a
linear combination of the co-energy variables evaluated at the
boundaries of the spatial domain. In this section, we recall the
main structure of this class of systems and the parametrization
of the boundary conditions that lead to a well-posed BC-PHS.

2.1.1. Partial Differential Equation
We consider the following one-dimensional PDE:

∂x
∂t

(ζ, t) = P
∂e
∂ζ

(ζ, t)−G e(ζ, t), x(ζ, 0) = x0(ζ),

e(ζ, t) = H(ζ) x(ζ, t),
(1)

with spatial domain ζ ∈ [a, b], time t ≥ 0, energy variable
x(ζ, t) ∈ Rn, co-energy variable e(ζ, t) ∈ Rn, initial condition
x0(ζ), Hamiltonian density matrix H(ζ), and matrices P, G ∈
Rn×n. We consider the following assumtions:

• P is symmetric and invertible P = P>,

• G + G> ≥ 0, i.e. the symmetric part of G is positive semi-
definite,

• H(ζ) is a bounded and continuously differentiable sym-
metric matrix-valued function of size n × n such that is
positive definite for all ζ ∈ [a, b].

Without loss of generality, we consider the following partitions
of the matrices P, G andH(ζ):

P =

(
P11 P12
P21 P22

)
, G =

(
G11 G12
G21 G22

)
, H(ζ) =

(
H1(ζ) 0

0 H2(ζ)

)
.

with P11, G11, H1(ζ) ∈ Rn1×n1 , P12, G12 ∈ Rn1×n2 , P21,
G21 ∈ Rn2×n1 and P22, G22, H2(ζ) ∈ Rn2×n2 . Since P is sym-
metric, P11 = P>11, P22 = P>22, and P21 = P>12, and since
H(ζ) is symmetric positive definite H1(ζ) = H1(ζ)> > 0 and
H2(ζ) = H2(ζ)> > 0. The previous structure suggests the fol-
lowing energy and co-energy variables:

x(ζ, t) =

(
x1(ζ, t)
x2(ζ, t)

)
, e(ζ, t) =

(
e1(ζ, t)
e2(ζ, t)

)
(2)

with xi(ζ, t) and ei(ζ, t) ∈ Rni for all ζ ∈ [a, b], t ≥ 0, i = {1, 2},
and n1 + n2 = n.

Remark 1. When n1 = n2, the previous representation of the
PDE reminds the port-Hamiltonian formulation of mechanical
systems, where x1(ζ, t) represents the set of general displace-
ments and x2(ζ, t) the set of generalized momenta.

Remark 2. For the sake of simplicity, in this paper the stan-
dard notations, originally introduced in [2] have been adapted
in the PDE (1): P stands for P1, and G now stands for G0 −P0;
thus G + G> ≥ 0 is an equivalent formulation for G0 = G>0 ≥ 0.
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2.1.2. Hamiltonian
The Hamiltonian associated to the PDE in (1) is defined by

H(t) :=
1
2

∫ b

a
x(ζ, t)>H(ζ)x(ζ, t)dζ =

1
2

∫ b

a
x>edζ. (3)

Using the fact that P = P> and G + G> ≥ 0, the energy balance
is obtained as follows:

Ḣ(t) =
1
2

∫ b

a

(
ẋ>e + x>ė

)
dζ,

=
1
2

∫ b

a

(
(P ∂e

∂ζ
−Ge)>e + x>H(P ∂e

∂ζ
−Ge)

)
dζ,

=
1
2

∫ b

a

(
(P ∂e

∂ζ
−Ge)>e + e>(P ∂e

∂ζ
−Ge)

)
dζ,

≤
1
2

[
e>Pe

]b

a
.

(4)

In the following, we define the inputs and outputs for the PDE
(1), such that the Hamiltonian (3) qualifies as a storage function
for passivity as defined in Definition 2.

2.2. Boundary inputs and outputs

In what follows we define boundary inputs and outputs, and
derive the associated energy balance.

Theorem 1. Let VB,VC ∈ Rn×2n be two full-rank matrices such
that

Vi

(
P−1 0
0 −P−1

)
V>i = 0n, i ∈ {B,C}. (5)

Define the boundary input and boundary output as

u(t) = VB

(
e(b, t)
e(a, t)

)
, y(t) = VC

(
e(b, t)
e(a, t)

)
. (6)

The system (1)-(6) is a boundary control system. Further-
more, for all inputs u(t) ∈ L2

loc((0,∞),Rn), initial data x0(ζ) ∈
H1((a, b);Rn) with u(0) = VB

(
e(b,0)
e(a,0)

)
, the following balance

equation with respect to the Hamiltonian (3) is satisfied:

Ḣ(t) ≤ u(t)>y(t). (7)

Proof. The proof follows directly from [2, Theorem 4.4],
considering W = VBR−1 and W̃ = VCR−1 with R := 1

√
2

( P −P
I I

)
Note that it has been shown in [2, Theorem 4.1] that if G +

G> = 0, the differential operator in (1)-(6) is the generator of a
unitary semigroup on L2((a, b);Rn) and the balance equation on
the energy reads Ḣ(t) = u(t)>y(t), implying an IEP structure. In
what follows we recall some properties of the input and output
matrices.

Lemma 2. The matrices VB and VC introduced in Theorem 1
satisfy

V>CVB =
1
2

(
P 0
0 −P

)
− J̃ξ (8)

for some 2n × 2n skew-symmetric matrix J̃ξ = −J̃>ξ .

Proof. The proof follows directly from [22, Lemma A.1] re-
placing W by VBR−1 and W̃ by VCR−1 where R is defined in the
proof of Theorem 1.

Example 1. (One-dimensional wave equation) Let us consider the fol-
lowing 1D wave equation:

ρ(ζ)
∂2w
∂t2 (ζ, t) =

∂

∂ζ

(
T (ζ)

∂w
∂ζ

(ζ, t)
)
, w(ζ, 0) = w0(ζ),

∂w
∂t

(ζ, 0) = v0(ζ),

where ζ ∈ [a, b] is the space, t ≥ 0 is the time, w(ζ, t) ∈ R is the
wave deformation, w0(ζ) ∈ H1(a, b) is the initial deformation and
v0(ζ) ∈ L2(a, b) is the initial velocity. ρ(ζ) and T (ζ) are both positive
definite functions for all ζ ∈ [a, b] representing the mass density and
the modulus of elasticity, respectively. We define the state as the energy
variables x1(ζ, t) := ∂w

∂ζ
(ζ, t) and x2(ζ, t) := ρ(ζ) ∂w

∂t (ζ, t), and the co-
energy variables as e1(ζ, t) := T (ζ)x1(ζ, t), and e2(ζ, t) := 1

ρ(ζ) x2(ζ, t)
representing the strain, the momentum, the force and the velocity, re-
spectively. The previous PDE can be written as in (1) as follows:

∂

∂t

(
x1

x2

)
=

(
0 1
1 0

)
∂

∂ζ

(
e1

e2

)
, x1(ζ, 0) =

dw0

dζ
(ζ), x2(ζ, 0) = ρ(ζ)v0(ζ),

with P12 = P21 = 1, P11 = P22 = G12 = G21 = G11 = G22 = 0,
H1(ζ) = T (ζ) and H2(ζ) = ρ(ζ)−1. Different parameterizations of the
inputs and outputs can be formulated from the previous representation.
This is the case of Neumann boundary inputs and velocity outputs

VB =

(
0 0 1 0
1 0 0 0

)
, VC =

(
0 0 0 −1
0 1 0 0

)
, (9)

or mixed boundary inputs and outputs

VB =

(
0 0 0 1
1 0 0 0

)
, VC =

(
0 0 −1 0
0 1 0 0

)
, (10)

for instance. In both cases, the balance equation (7) is satisfied.

Remark 3. A more general formulation of the BC-PHS (1)-
(6) is presented in [2], which includes higher-order differen-
tial operators, thus allowing to tackle such cases as the Euler-
Bernoulli beam. For simplicity and clarity of the explanation of
this article, we only deal with the case of first-order differential
operators.

2.3. Proposed methodology

In Fig 1, we show a diagram of the methodology proposed in
this paper. The main steps are described hereafter :

• The BC-PHS (1)-(6) is discretized in such a way that the
dynamics of the discretized model is defined as a function
of the PDE matrices (P,G,H ,VB,VC). This means that the
obtained ODE can be tuned for different types of PDEs and
different types of boundary conditions.

• The passive structure of the BC-PHS (1)-(6) is preserved at
the approximation level (on the FOM given by the ODE),
i.e., the balance equation (7) is exactly preserved, meaning
that if (1)-(6) is passive (or IEP), the discretized model
remains passive (or IEP).
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• The Loewner framework is recalled and summarized in
such a way that we are able to obtain a passive ROM.
Moreover, in order to preserve the physical meaning of
the variables, in this paper, similar to the projection-based
MOR techniques, we provide a projector T that allows to
approximate the state of the FOM from the state of the
ROM.

Figure 1: Diagram of the article contributions. Read as follows: from the phys-
ical laws, a class of boundary control systems is modeled using PDEs. The
PDEs have state x(ζ, t) with ζ ∈ [a, b] and t ≥ 0. The dynamics of the PDE
is completely described by the matrices (P,G,H ,VB,VC). The spatial variable
ζ is discretized using the PFEM obtaining an ODE with state xd(t) of size N.
The matrices of the obtained ODE are defined as a function of the PDE matri-
ces (P,G,H ,VB,VC) and the basis functions Φ(ζ) (required for discretization).
Finally, instead of using the traditional projection-based approach, the ODE is
reduced using the Loewner framework in order to reduce the numerical com-
putations, obtaining another ODE with state xr(t) with size r � N. Similarly
to the projection-based approach, we provide the projector T that enables to
approximate the state xd(t) of the FOM using the state xr(t) of the ROM.

3. Partitioned Finite Element Method

In this section, we project the PDE (1)-(6) onto a finite-
dimensional space. Then, we show that if the BC-PHS (1)-(6)
is passive (or IEP), the finite-dimensional model preserves this
structure with the storage energy given by the projected Hamil-
tonian derived from (3). For simplicity of the explanation, in
this section we develop the projected version of the weak for-
mulation, which is developped in Appendix A.

3.1. Spatial discretization through the projections.
The PDE (1) is written in the following form:

ẋ1 = P11∂ζe1 + P12∂ζe2 −G11e1 −G12e2,

ẋ2 = P21∂ζe1 + P22∂ζe2 −G21e1 −G22e2,

e1 = H1x1,

e2 = H2x2,

(11)

in which we have used the notation ḟ for ∂ f
∂t and ∂ζ f for ∂ f

∂ζ
.

We define the scalar spatial-dependent functions φi1
1 (ζ) ∈ V1 ⊂

H1(a, b) and φi2
2 (ζ) ∈ V2 ⊂ H1(a, b) for i1 ∈ {1, · · · ,N1} and

i2 ∈ {1, · · · ,N2}, respectively. The vector functions are defined
as:

φ1(ζ) =


φ1

1(ζ)
...

φN1
1 (ζ)

 , φ2(ζ) =


φ1

2(ζ)
...

φN2
2 (ζ)

 .
Then, all state variables contained in x1 and e1 are projected
through φ1(ζ), whereas the ones contained in x2 and e2 through
φ2(ζ), i.e.,

xi(ζ, t) ≈ xap
i (ζ, t) := Φi(ζ)>xid(t),

ei(ζ, t) ≈ eap
i (ζ, t) := Φi(ζ)>eid(t),

(12)

with i = {1, 2}, xap
i , eap

i ∈ Rm being the approximated vector
functions,

Φ1 =


φ1 · · · 0
...

. . .
...

0 · · · φ1


n1N1×n1

, Φ2 =


φ2 · · · 0
...

. . .
...

0 · · · φ2


n2N2×n2

,

being the projections matrices, and x1d, e1d ∈ Rn1N1 and x2d,
e2d ∈ Rn2N2 the time domain variables. We have omitted the
spatial and temporal dependence since it is clear from the con-
text.

The objective is to discretize the spatial variable ζ of all equa-
tions in (11). To this end, from (11), we multiply the first and
third equations by Φ1 on the left and the second and forth equa-
tions by Φ2 on the left. Then, we integrate over the spatial
domain ζ ∈ [a, b] the four equations. Then, (11) becomes:


E1 ẋ1d = (DP

11 − DG
11)e1d + (DP

12 − DG
12)e2d,

E2 ẋ2d = (DP
21 − DG

21)e1d + (DP
22 − DG

22)e2d,

E1e1d = Q1x1d,

E2e2d = Q2x2d,

(13)

with square matrices

Ei =

∫ b

a
ΦiΦ

>
i dζ, Qi =

∫ b

a
ΦiHiΦ

>
i dζ, i = {1, 2},

and for i = {1, 2} and j = {1, 2} rectangular matrices

DP
i j =

∫ b

a
ΦiPi j(∂ζΦ j)>dζ, DG

i j =

∫ b

a
ΦiGi jΦ

>
j dζ. (14)

The equations in (13) can be compactly written as:

E1 0
0 E2

 ẋ1d

ẋ2d

 =

DP
11 − DG

11 DP
12 − DG

12

DP
21 − DG

21 DP
22 − DG

22

 e1d

e2d

 ,E1 0
0 E2

 e1d

e2d

 =

Q1 0
0 Q2

 x1d

x2d

 , (15)

Since the system under study (1)-(6) is an infinite-dimensional
port-Hamiltonian system, we aim to find a finite-dimensional
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port-Hamiltonian representation for the equations in (15) with
conjugated inputs and outputs, i.e., we aim to find the following
representation:

Σd


Eẋd = (J − R)ed + Bu, xd(0) = xd0,

Eed = Qxd,

y = B>ed.

(16)

with xd = (x>1d, x
>
2d)>, ed = (e>1d, e

>
2d)>, E a mass matrix (that is

symmetric and positive-definite), Q an energy matrix, J skew-
symmetric, R symmetric and positive semi-definite, and B the
input matrix. We can notice that in the state-space representa-
tion (15), the input u(t) and output y(t) do not appear explicitly.
Then, we define the input matrix as the power conjugated of the
output matrix defined in (6). To this end, we project the input
and output as follows:

u(t) = VB

(
e(b, t)
e(a, t)

)
≈ VB


eap

1 (b, t)
eap

2 (b, t)
eap

1 (a, t)
eap

2 (a, t)

 = VBΩ>ba

(
e1d(t)
e2d(t)

)
,

y(t) = VC

(
e(b, t)
e(a, t)

)
≈ VC


eap

1 (b, t)
eap

2 (b, t)
eap

1 (a, t)
eap

2 (a, t)

 = VCΩ>ba

(
e1d(t)
e2d(t)

)
,

(17)

with

Ωba :=
(

Φ1(b) 0n1N1×n2 Φ1(a) 0n1N1×n2

0n2N2×n1 Φ2(b) 0n2N2×n1 Φ2(a)

)
(18)

and then, we define the input matrix as conjugated with respect
to the output one

B = ΩbaV>C . (19)

Then, by adding and subtracting ±Bu(t) at the right-hand side
equation of the first block equation in (15) and using the input
projection u ≈ VBΩ>baed, we obtain the state space representa-
tion (16) with

E =

(
E1 0n1N1×n2N2

0n2N2×n1N1 E2

)
,

Q =

(
Q1 0n1N1×n2N2

0n2N2×n1N1 Q2

)
,

J = DP −
1
2

(DG −
(
DG

)>
) −ΩbaV>CVBΩ>ba,

R =
1
2

(DG +
(
DG

)>
),

(20)

DP =

(
DP

11 DP
12

DP
21 DP

22

)
, DG =

(
DG

11 DG
12

DG
21 DG

22

)
and initial data

xd0 =

(
x1d(0)
x2d(0)

)
=

E−1
1

∫ b
a Φ1x1(ζ, 0)dζ

E−1
2

∫ b
a Φ2x2(ζ, 0)dζ

 .
In order to preserve the port-Hamiltonian structure of the state-
space representation (16), we have to guarantee the skew-
symmetry of the matrix J and the positive semi-definiteness of

R. Notice that the matrix J depends on P, G, VB and VC of the
PDE (1), whereas R depends on G only. We use the following
properties for the main result:

Proposition 1. Consider the matrices DP
i j from (14), Pi j from

(1), and Φi from (12). The following properties are satisfied:

(a) DP
12 +

(
DP

21

)>
=

[
Φ1P12Φ>2

]b

a
,

(b) DP
11 +

(
DP

11

)>
=

[
Φ1P11Φ>1

]b

a
,

(c) DP
22 +

(
DP

22

)>
=

[
Φ2P22Φ>2

]b

a
.

(21)

Proof. Property (a) writes:

DP
12 +

(
DP

21

)>
=

∫ b

a
Φ1P12(∂ζΦ2)>dζ +

∫ b

a
(∂ζΦ1)P21

>Φ>2 dζ,

=

∫ b

a

∂

∂ζ

(
Φ1P12Φ>2

)
dζ =

[
Φ1P12Φ>2

]b

a
,

where we have used the fact that P21 = P>12. The same line
follows for (b) and (c) using the facts that P11 = P>11 and P22 =

P>22, respectively.

Proposition 2. The matrices J and R defined in (20) are skew-
symmetric and positive semi-definite, respectively.

Proof. The term − 1
2 (DG −DG>) from J in (20) is clearly skew-

symmetric. It remains to show that the remaining part is also
skew-symmetric, i.e., JPBC := DP − ΩbaV>

C
VBΩ>ba is such that

JPBC + J>PBC = 0. Notice that, using Proposition 1, one can
obtain

DP +
(
DP

)>
=

(
[Φ1P11Φ>1 ]b

a [Φ1P12Φ>2 ]b
a

[Φ2P21Φ>1 ]b
a [Φ2P22Φ>2 ]b

a

)
= Ωba

(
P 0
0 −P

)
Ω>ba.

Then

JPBC + J>PBC = Ωba

((
P 0
0 −P

)
− V>CVB − V>BVC

)
Ω>ba

Finally, we replace V>
C

VB and V>
B

VC using Lemma 2 to obtain

JPBC + J>PBC = Ωba

(
J̃ξ − J̃ξ

)
Ω>ba = 0.

Now, we show that R is positive semi definite. To this end, we
compute every block element of the matrix R as follows:

DG
11 +

(
DG

11

)>
=

∫ b

a
Φ1

(
G11 + G>11

)
Φ>1 dζ,

DG
22 +

(
DG

22

)>
=

∫ b

a
Φ2

(
G22 + G>22

)
Φ>2 dζ,

DG
12 +

(
DG

21

)>
=

∫ b

a
Φ1

(
G12 + G>21

)
Φ>2 dζ,

DG
21 +

(
DG

12

)>
=

∫ b

a
Φ2

(
G21 + G>12

)
Φ>1 dζ,

Then

R =
1
2

∫ b

a

(
Φ1 0
0 Φ2

) (
G11 + G>11 G12 + G>21
G21 + G>12 G22 + G>22

) (
Φ>1 0
0 Φ>2

)
dζ,

=
1
2

∫ b

a

(
Φ1 0
0 Φ2

) (
G + G>

) (Φ>1 0
0 Φ>2

)
dζ.

Since by definition G + G> ≥ 0, hence R ≥ 0.
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3.2. Structure Preservation of the Hamiltonian

We define the Hamiltonian of the discretized model replacing
the approximations (12) in the Hamiltonian function (3). The
discretized Hamiltonian reads:

Hd(t) =
1
2

xd(t)>Eed(t) =
1
2

xd(t)>Qxd(t). (22)

Proposition 3. According to Definition 2, the discretized model
in (16) is passive with respect to the storage energy function
(22). Moreover, if the BC-PHS (1)-(6) is IEP, the discretized
model in (16) remains IEP.

Proof. The time derivative of the discretized Hamiltonian Hd

in (22) writes:

Ḣd(t) = x>d Qẋd,

= x>d QE−1Eẋd,

= e>d EE−1 ((J − R)ed + Bu) ,
= e>d ((J − R)ed + Bu) ,
= e>d (J − R)ed + e>d Bu,

= −e>d Red + e>d Bu,

= −e>d Red + y>u.

(23)

Since R ≥ 0 (See Proposition 2), Ḣd ≤ y>u, hence Σd in
(16) is passive. Now, we show that if (1)-(6) is IEP, the dis-
cretized model (16) is IEP. As pointed out in subsection 2.2, if
G + G> = 0, system (1)-(6) is IEP. Notice that R defined in (20)
is dependent on the G matrix, only. Moreover, as it is devel-
oped in the proof of Proposition 2, the matrix R is a null matrix
if G +G> is null, i.e., if G +G> = 0, then R = 0. Then, if (1)-(6)
is IEP (G + G> = 0), then R = 0 and (23) becomes Ḣd = y>u.
This concludes the proof.

Example 2. (One-dimensional wave equation) We refer to Example
1 for the PDE formulation. For simplicity of the explanation, we
consider φ1(ζ) = φ2(ζ) =: φ(ζ). As shown in Example 1, the PDE
is partitioned in two states of size one, i.e., n1 = n2 = 1. Then,
Φ1(ζ) = φ1(ζ) = φ(ζ) and Φ2(ζ) = φ2(ζ) = φ(ζ). In Figure 2, we
show one example of the selected basis functions, which are stacked in
the vector φ(ζ) with N1 = N2 = N = 4. For simplicity, we consider

Figure 2: Example of basis functions using N1 = 9.

constant densities T (ζ) = T0 and ρ(ζ) = ρ0. Then, the matrices of the
system (16)-(20) are as follows:

E1 = E2 = h
6

(
2 1 0 0
1 4 1 0
0 1 4 1
0 0 1 2

)
, Q1 = T0E1, Q2 = ρ−1

0 E2, (24)

J =
(

0 D
−D> 0

)
, R =

(
0 0
0 0

)
, B =

(
B1
B2

)
, (25)

and

D = 1
2

(
−1 1 0 0
−1 0 1 0
0 −1 0 1
0 0 −1 1

)
, B1 =

(
0 0
0 0
0 0
0 0

)
, B2 =

(
−1 0
0 0
0 0
0 1

)
, (26)

for the case of Neumann boundary conditions (9), and

D = 1
2

(
1 1 0 0
−1 0 1 0
0 −1 0 1
0 0 −1 1

)
, B1 =

(
−1 0
0 0
0 0
0 0

)
, B2 =

(
0 0
0 0
0 0
0 1

)
(27)

for the case of mixed boundary conditions (10).

Remark 4. Note that the application of PFEM to the Euler-
Bernoulli beam has been presented in detail in [10, §6.3, pp.
527–530]; one of the features of 1D higher-order operators is
that many more variables are involved at the boundary; typi-
cally for the Euler-Bernoulli beam, we end up with 4 boundary
components instead of only 2 for the vibrating string: boundary
values as well as spatial derivatives of these boundary values
have to be taken into account. Moreover on the numerical side,
for the choice of the Finite Element families, since a higher reg-
ularity in space is required, we resort to Hermite polynomials
instead of Lagrange polynomials.

4. Model Order Reduction in the Loewner Framework

In the previous section, we have presented the first approxi-
mation of the PDE (1)-(6) using the PFEM, leading to the dis-
cretized model (16). For the sake of completeness of this pa-
per and since the size of the discretized model can contain a
large amount of states, in this section we recall the Loewner
framework technique for the MOR. This approach has shown
to be well suited both for large order systems and infinite-
dimensional ones (see e.g. [17] and references therein). In this
paper, we exploit the properties of this approach to generate a
projector that allows to approximate the state of the discretized
model in a structure preserving way. A tutorial of the Loewner
approach can be found in [16] and some recent articles relating
Loewner’s approach to port-Hamiltonian systems can be found
in [20, 19].

In the following, we rewrite the discretized port-Hamiltonian
system as in the standard state space representation. To do this,
we define S = E−1Q, A = (J − R)S , and C = B>S and the
state-space representation in (16) is equivalently written as

Σd :

Eẋd(t) = Axd(t) + Bu(t), xd(0) = xd0,

y(t) = Cxd.
(28)

The objective of this section is to show the steps to build the
matrices of a Reduced Order Model (ROM) of the following
form:

Σr :

Er ẋr(t) = Ar xr(t) + Bru(t), xr(0) = xr0,

y(t) = Cr xr(t)
(29)

with Er, Ar ∈ Rr×r, Br ∈ Rr×n, Cr ∈ Rn×r, and xr0 ∈ Rr, in
which r � N, n is the number of inputs and outputs of the
initial PDE (1)-(6), and N = n1N1 + n2N2 is the amount of
states of the discretized model (28). Moreover, we provide a
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lifting projector T that allows to approximate the state of the
discretized (large-scale) model (28) as follows:

xd(t) ≈ T xr(t), (30)

recovering the physical meaning of the state variables.

Remark 5. Note that since the discretized model (28) has a
port-Hamiltonian structure with quadratic storage function, it
can be written in different ways as discussed in [23, 24]. dif-
ferent structure-preserving techniques can be applied. Namely,
interpolation techniques using spectral zeros [25, 20, 17], or
H2-inspired algorithms [26], for instance. See [27, Section 8]
for a more complete discussion on structure-preserving MOR
for Linear Time Invariant port-Hamiltonian Systems..

4.1. Standard solution in the Loewner approach

We follow [16, Section 3] (see also [15, Problem 5.1]) for
the construction of the ROM. Let us define the transfer function
associated to the discretized model (28) as:

G(s) = C(sE − A)−1B. (31)

This transfer function is used to generate the data used in the
interpolation-based ROM construction. We define the right data
as

(λ j, rλj ,w j), w j = G(λ j)rλj , j = {1, · · · , k}, (32)

with λ j ∈ C, rλj ∈ C
n×1, and w j ∈ Cn×1. Similarly, we define the

left data as

(µi, l
µ
i , vi), vi = lµi G(µi), i = {1, · · · , q}, (33)

with µi ∈ C, lµi ∈ C1×n, and v j ∈ C1×n. The objective is to
construct the matrices (Er, Ar, Br,Cr) by only using the right
and left data (32)-(33). Since the discretized model that we
aim to reduce is passive, it has the same number of inputs than
outputs n, implying the same sizes for the vectors rλj and w j,
and similarly with lµi and vi. For simplicity of the explanation,
in the following we consider the same amount of left and right
data and we denote it as Nr = q = k.

Using the right and left data (32)-(33), we build the Loewner
(L) and shifted Loewner (σL) matrices as follows:

Li j =
virλj − lµi w j

µi − λ j
, σLi j =

µivirλj − λ jl
µ
i w j

µi − λ j
. (34)

The main assumption concerning the right and left data (32)-
(33) is the following:

Assumption 1. For all s ∈ {λ j} ∪ {µi}; the following rank con-
dition is satisfied:

rank(sL − σL) = rank
([
L σL

])
= rank

([
L
σL

])
= k. (35)

We arrange the right and left data (32)-(33) in the following
matrix form:

Λ =


λ1 0

. . .

0 λNr

 ,W =
(
w1 · · · wNr

)
, r =

(
r1 · · · rNr

)
,

M =


µ1 0

. . .

0 µNr

 ,V =


v1
...

vNr

 , l =


l1
...

lNr

 .
(36)

Then, a minimal realization using the right and left data (32)-
(33) is given by:

Σl :

El ẋl(t) = Alxl(t) + Blu(t), xl(0) = xl0,

y(t) = Clxl(t)
(37)

with El = −L, Al = −σL, Bl = V , Cl = W. The transfer
function:

Gl(s) = Cl(sEl − Al)−1Bl. (38)

interpolates the data (32)-(33) throughout the tangential direc-
tions, i.e., G(λ j)rλj = Gl(λi)rλj and lµi G(µ j) = liµGl(µi) for all
j ∈ {1, · · · ,Nr} and i ∈ {1, · · · ,Nr}, respectively. Moreover, one
can verify that the tangential generalized controllability (Cb)
and tangential generalized observability (Ob) matrices, defined
as

Ob =


C(µ1E − A)−1

...
C(µNr E − A)−1

 ,
Cb =

(
(λ1E − A)−1B · · · (λNr E − A)−1B

)
.

(39)

satisfy El = ObECb and Al = ObACb. Then, Σl can be seen as
a transformation of Σd though the tangential generalized con-
trollability (Cb) and tangential generalized observability (Ob)
matrices, i.e., if

xd = Cbxl, (40)

one can compute the time derivative of (40) multiplied by E at
the left side as follows:

Eẋd(t) = ECb ẋl(t), (41)
Axd(t) + Bu(t) = ECb ẋl(t), (42)

ACbxl(t) + Bu(t) = ECb ẋl(t), (43)
ObACbxl(t) + ObBu(t) = ObECb ẋl(t), (44)

Alxl(t) + Blu(t) = El ẋl(t), (45)

where ObB = Bl can be verified by multiplying Ob from (39)
by B on the right and replacing Bl by the definition in (33)-(36)-
(37).

4.2. Realization with real values:

Since we aim at finding a realization with matrices contain-
ing real entries, the interpolation points have to contain pairs of
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conjugated complex values, i.e., the sets of right and left data
(32)-(33) have to be selected in such a way that:

λ = {λ1, λ̄2, · · · , λMr , λ̄Mr }, µ = {µ1, µ̄2, · · · , µMr , µ̄Mr }, (46)

with the ’bar’ notation indicating the conjugated value and
2Mr = Nr. We notice that by incorporating the conjugated val-
ues, the amount of data is even. One could also add strictly real
interpolation points, but for simplicity of the explanation, we
use only complex values. The realization (37) is composed then
by complex-valued matrices, i.e., El, Al ∈ CNr×Nr , Bl ∈ CNr×n,
and Cl ∈ Cn×Nr . Then, using the data as in (46), (37) can be
transformed into a realization with real entries using the fol-
lowing projection:

xl = J x̄l (47)

with J ∈ CNr×Nr such that

J =


Ji · · · 0
...

. . .
...

0 · · · Ji

 , Ji =
1
√

2

(
1 −i
1 i

)
. (48)

Then, the realization with real matrices is written as:

Σ̄l :

Ēl ˙̄xl(t) = Āl x̄l(t) + B̄lu(t), x̄l(0) = x̄l0,

y(t) = C̄l x̄l(t)
(49)

with Ēl = J∗ElJ , Āl = J∗AlJ , B̄l = J∗Bl, C̄l = ClJ . One
can guarantee that the transfer matrix

Ḡl(s) = C̄l(sĒl − Āl)−1B̄l, (50)

interpolates the data (32)-(33) throughout the tangential direc-
tions, i.e., G(λ j)rλj = Ḡl(λi)rλj and lµi G(µ j) = liµḠl(µi) for all
j ∈ {1, · · · ,Nr} and i ∈ {1, · · · ,Nr}, respectively.

4.3. Order reduction via Singular Value Decomposition
One of the main properties of the Loewner framework is the

’rank revealing’ characteristic [28]. This means that if we have
enough data Nr, the rank of the Loewner matrix will reveal the
McMillan degree k required for the ROM among the selected
data (see [15, Lemma 2.1]). Since the selected data (32)-(33)
may contain redundant values, one can build the following short
Singular Value Decompositions (SVDs):[

Ēl Āl

]
= YΣlX̃∗,

[
Ēl

Āl

]
= ỸΣrX∗, (51)

with Y , X ∈ CNr×k, Σl, Σr ∈ Ck×k, and k satisfying Assumption
1. Define Er = Y∗ĒlX, Ar = Y∗ĀlX, Br = Y∗B̄l, and Cr = C̄lX.
Then, the realization (29) with transfer function

Gr(s) = Cr(sEr − Ar)−1Br, (52)

is a descriptor realization of an approximate interpolant of
the data with McMillan degree k = rank(L) (see [16, Theo-
rem 2.19]). Similarly as in (40), one can approach the state x̄l

of (49) through the following projection

x̄l(t) ≈ Xxr(t). (53)

Thus, by combining the projection (40), (47), and (53), one can
build the projector T of (30) as follows:

T := CbJX. (54)

4.4. Discussion about the structure-preserving ROM

Until here, the Loewner approach offers an efficient algo-
rithm to construct a ROM for the discretized model that has
been obtained using the PFEM. We emphasize that the main
numerical computational steps are:

• the inversion of the matrices (sE −A) for all s ∈ {λ j} ∪ {µi}

in order to build the right and left data (32)-(33) and the
tangential generalized controllability (Cb) and tangential
generalized observability (Ob) matrices in (39),

• the construction of the Loewner and shifted Loewner ma-
trices in (34), which after building the right and left data
(32)-(33), the numerical efforts are negligible.

However, the obtained ROM (29) is not always guaranteed to
be in a port-Hamiltonian form. In particular, using the clas-
sic approach [16], the interpolation points are chosen along the
imaginary axis (si =

√
−1ωi) for some desired frequencies ωi

and tangential directions ri as unitary vectors. One could iter-
ate the construction of the realization (29) by modifying the
frequencies ωi until a ROM is obtained preserving the port-
Hamiltonian structure.

As it is discussed in [29], by properly choosing the interpola-
tion points si and tangential directions ri, one can force the pas-
sivity of the reduced-order model. In [20] and [17], the authors
have proposed algorithms that lead to port-Hamiltonian realiza-
tions by selecting the frequency-domain data si as the spectral
zeros and the tangential direction ri as the zero directions. In
[17], for the cases in which D = 0, the authors have proposed
to shift the data with a feedthrough term Dr and shifting back
the obtained realization using the same Dr.

Following [20, Algorithm 1] and [17, Algorithm 1], we de-
fine the spectral zeros si and zero directions ri associated to the
realization (29) shifted by D = Dr with Dr + D>r > 0 as the
solutions of the following generalized eigenvalue problem: 0 Ar Br

A>r 0 C>r
B>r Cr Dr + D>r


pi

qi

ri

 = si

 0 Er 0
−E>r 0 0

0 0 0


pi

qi

ri

 . (55)

From all solutions of (55), we select all the values (si, ri) such
that the real part of si is such that 0 < Re(si) < ∞. Then, we re-
define the right and left data as in (32)-(33), using the following
values:

λi = si, rλi = ri, wi = (Gr(λi) + Dr) rλi ,

µi = −s̄i, lµi = r∗i , vi = lµi (Gr(λi) + Dr)
(56)

with Gr defined in (52) and Dr free to choose. Then, using
the new data (56), we repeat again the computations presented
in Subsection 4.1 and Subsection 4.2 (the SVD of Subsection
4.3 is not required at this stage). Finally, we remark that since
the Loewner matrix in (34) is positive definite, an explicit port-
Hamiltonian realization can be written from the ROM. See [20,
Alorithm 1, Step 6] for further details.

8



5. Summary of the procedure

In the following, we summarize the complete procedure for
the discretization and reduction of the initial PDE (1)-(6).

1. Discretize the PDE (1)-(6) using the PFEM proposed in
Section 3. This leads to the port-Hamiltonian realization
(16) that can be equivalently written as in (28).

2. Follow Subsection 4.1, 4.2 and 4.3 to find a preliminary
ROM (29) using the standard Loewner approach, in which
the interpolation points are on the imaginary axis and sat-
isfy Assumption 1.

3. If the obtained model (29) is passive, one can compute
the projector (54) and (29) can be used to approximate the
discretized model (16) using the projection (30).

4. If the preliminary ROM (29) is not passive, then compute
the spectral zeros si and zero directions ri solving the gen-
eralized eigenvalue problem in (55), using a shift term Dr

such that Dr + D>r > 0.

5. Redefine the right and left data as in (56) and repeat Sub-
section 4.1 and 4.2. The ROM is as the one defined in
(49) and the projection is given by xd(t) ≈ T x̄l(t) with
T = CbJ .

6. Application cases

In this section, the one-dimensional wave equation is firstly
used to exemplify the discretization and reduction methodol-
ogy proposed in this paper. Secondly, a slightly more complex
system, namely the Timoshenko beam is also used to show the
versatility of the proposed approach when changing the PDE
and the boundary inputs and outputs.

Example 3. (One-dimensional wave equation) In the following, we
consider the case of mixed boundary conditions studied in Example 2,
with unitary parameters (T0 = ρ0 = 1, a = 0, and b = 1), and a higher
order of discretization using N = 500 basis functions, which gives a
total of nN = 1000 states. First, we choose interpolation points that lie
on the imaginary axis in a frequency range ω ∈ [0.9, 8.5] rad/s. and
the tangential directions are interspersed between

(
1
0

)
and

( 0
1
)
. In Fig-

ure 3, we show the magnitude of the bode diagram of the transfer func-
tion relating the second input and second output (force and velocity at
the right, respectively). In solid blue, we show the discretized model
frequency response, in dashed orange, the first ROM obtained using
the standard version of the Loewner approach, and in dashed green the
second ROM using the spectral zeros and zero directions as interpola-
tion points. The right and left data are shown in dots violet and yel-
low, respectively. As expected, both ROMs are closer to the discretized
model near the frequencies range that has been selected. We notice
that on the one hand, the preliminary ROM matches the {λi} ∪ {µi} due
to the fact that the interpolations points lies on the imaginary axis and
the tangential directions are unitary vectors (as mentioned above). On
the other hand, the final ROM, which uses spectral zeros and zero di-
rections as interpolation points and tangential directions, respectively,
matches less well than the preliminary ROM. However, this is the price
to pay in order to obtain a passive ROM. This important constrain for
the final ROM allows us to preserve stability.

Figure 3: Magnitude Bode diagrams of the discretized model and the reduced
one.

In Figure 4, we show the energies obtained from a numerical sim-
ulation of the discretized model, the preliminary ROM, and the final
ROM. For all simulations, the string is considered to be attached at
the left side. We consider null initial condition and we exite the system
with a force at the right side with the form u(t) = sin(1.6t) for t ∈ [0, 5]
and u(t) = 0 for t > 5. We can see that the preliminary version of the
ROM diverges when u = 0 and that the final ROM is conservative, i.e.,
Ḣ = 0.

Figure 4: Energy of the discretized model, preliminary ROM and final ROM.

Example 4. (Timoshenko Beam) We consider the following Timo-
shenko beam model:

ρ(ζ)
∂2w
∂t2 (ζ, t) =

∂

∂ζ

(
K(ζ)

(
∂w
∂ζ

(ζ, t) − θ(ζ, t)
))
− g1(ζ)

∂w
∂t

(ζ, t),

Iρ(ζ)
∂2θ

∂t2 (ζ, t) =
∂

∂ζ

(
EI(ζ)

∂θ

∂ζ
(ζ, t)

)
− g2(ζ)

∂θ

∂t
(ζ, t)

+ K(ζ)
(
∂w
∂ζ

(ζ, t) − θ(ζ, t)
)
.

(57)

where ζ ∈ [a, b] is the spatial domain, t ≥ 0 is the time, w(ζ, t) is the
transverse displacement of the beam, and θ(ζ, t) is the rotation angle
of a filament of the beam. The space-dependent energy parameters are
the shear modulus K(ζ), the Young’s modulus of elasticity multiplied
by the moment of inertia of the cross section EI(ζ), the mass density
ρ(ζ), and the rotatory moment of inertia of a cross section Iρ(ζ). K,
EI, ρ and Iρ are positive definite functions for all ζ ∈ [a, b]. The
in-domain dissipation parameters are g1(ζ) and g2(ζ). Both are semi-
positive definite functions for all ζ ∈ [a, b]. The Hamiltonian of (57)
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is

H =
1
2

∫ b

a
K

(
∂w
∂ζ
− θ

)2

+ EI
(
∂θ

∂ζ

)2

+ ρ

(
∂w
∂t

)2

+ Iρ

(
∂θ

∂t

)2

dζ, (58)

where the time and spatial dependency has been omitted for sim-

plicity. We choose as state variables x1(ζ, t) =
∂w
∂ζ

(ζ, t) − θ(ζ, t),

x2(ζ, t) =
∂θ

∂ζ
(ζ, t), x3(ζ, t) = ρ(ζ)

∂w
∂t

(ζ, t), and x4(ζ, t) = Iρ(ζ)
∂θ

∂t
(ζ, t)

corresponding to the shear displacement, the angular displacement,
the momentum and the angular momentum, respectively. Then, equa-
tions (57) can be written as:

∂

∂t


x1

x2

x3

x4

 =


0 0 ∂

∂ζ
−1

0 0 0 ∂
∂ζ

∂
∂ζ

0 −g1 0
1 ∂

∂ζ
0 −g2



e1

e2

e3

e4

 ,

e1

e2

e3

e4

 =


Kx1

EIx2
1
ρ

x3,
1
Iρ

x4,

 . (59)

in which e1, e2, e3, and e4 correspond to the force, torque, transversal
velocity, and angular velocity, respectively. We notice that the PDE
takes the form of (1) with P11 = P22 = G11 =

(
0 0
0 0

)
, P12 = P21 =

(
1 0
0 1

)
,

G22 =
(

g1 0
0 g2

)
, G12 =

(
0 1
0 0

)
, G21 = −G>12, H1 =

(
K 0
0 EI

)
, and H2 =(

ρ−1 0
0 I−1

ρ

)
. We consider the case in which the inputs are the velocities at

the left side and forces at the right side with conjugated outputs. This
corresponds to the following inputs and outputs:

u(t) =


e3(a, t)
e4(a, t)
e1(b, t)
e2(b, t)

 , y(t) =


−e1(a, t)
−e2(a, t)
e3(b, t)
e4(b, t)

 , (60)

[
VB
VC

]
=



0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 −1 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0


. (61)

In the following, We consider the beam clamped at the left side and
with a force and torque actuators at the right side, and collocated ve-
locity and angular velocity sensors. For simplicity, we consider the
following parameters K = EI = ρ = Iρ = 1, a = 0 and b = 1,
g1 = g0 = 0.

For the spatial discretization, we consider φ1 = φ2 =: φ, and since
n1 = 2, and n2 = 2 then, Φ1 = Φ2 =: Φ =

(
φ 0
0 φ

)
. Then, one can

compute the matrices E, J, R, Q, and B of the discretized model (16),
which leads to similar matrices as the ones obtained in Example 2. We
emphasize that for different parametrizations of the input and output
matrices VB and VC, the construction of the matrix J in (20) can be
easily adapted. In the following, we consider N = 500 basis functions
and since n1 = n2 = 2, the discretized model contains (n1 + n2)N =

2000 states.
For the MOR, we select frequencies ω ∈ [0.1, 20] (rad/s). The final

ROM is obtained with k = 32 states. In Fig. 5, we show the frequency
responses of the transfer function of the discretized model and the final
ROM relating the third and fourth inputs and outputs. As expected, for
frequencies greater than ω = 20 (rad/s), the final ROM is no longer
close to the discretized model.

Finally, we show a time simulation of the discretized model and
the ROM using a step time δt = 10−4 (s) and initial data x1(ζ, 0) =

Figure 5: Bode magnitude diagrams of the discretized Timoshenko beam model
and the ROM.

x2(ζ, 0) = x3(ζ, 0) = x4(ζ, 0) = 0. The simulation considers the
beam attached at the left side with force actuators and velocity sen-
sors at the right side. In this case, we simulate both models in closed-
loop (CL) using u(t) = −Ky(t) + r with K = diag(0, 0, 0.1, 0.1) and
r = (0, 0, 1,−2). The output feedback gain K represents a small damp-
ing at the right boundary through the force actuators and the signal r
is a change of equilibrium when applying a force of 1 (N) and torque
of −2 (Nm) at the right side of the beam. In Fig. 6, we show the Hamil-
tonian of both models. The travelling signals, natural from Hyperbolic
PDEs, can be appreciated in the Hamiltonian at every second. One
can see that the ROM also capture this behaviour.

Figure 6: Hamiltonian of the PFEM model, and the ROM in closed-loop (CL)
with u = −K y + r.

Finally, the beam deformation is shown at different time screenshots
in Fig. 7. One can see that, in this case, since low-frequencies are
predomiant in the behaviour, the ROM is able to precisely simulate
the discretized model. The complete simulations can be found in the
github repository1.

7. Conclusions and future work

We have presented a systematic methodology for the dis-
cretization and reduction of one-dimensional BC-PHSs with
first-order spatial derivatives. We cover a wide class of Hyper-
bolic PDEs with a large class of boundary inputs and outputs.
This is, for instance, the case of waves and beams with Neu-
mann, Dirichlet, or mixed boundary conditions. We have pro-
posed a structure preserving discretization scheme to derive a
model that remains passive (or Impedance Energy Preserving)
if the initial system is. Finally, we have recalled the Loewner

1https://gitlab.com/ToledoZucco/drb
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Figure 7: Beam deformation in meters of the discretized model and the ROM
at different time steps.

framework to find a ROM that interpolates the transfer function
of the discretized model in a desired range of frequencies, ob-
taining similar input/output behaviour than the FOM at those
frequencies. Moreover, to guarantee the passivity of the ROM,
the interpolation algorithm can be repeated using the spectral
zeros instead of pure frequency domain data. Additionally to
this algorithm, we provide a constructive way to build a rectan-
gular projection matrix that allows to approximate the states of
the FOM from the states of the ROM, recovering the physical
meaning of the state variables.

Future works include the extension of the proposed approach
to one-dimensional BC-PHSs with higher order spatial deriva-
tives, including PDEs as the Euler-Bernoulli beam, which it has
been already investigated for a particular case of boundary con-
ditions in [10]. Concerning the MOR of port-Hamiltonian sys-
tems, the case of Multiple-Input Multiple-Output (MIMO) can
be investigated without using the tangential direction. Finally,
the structure preserving MOR for parametric models is also part
of the current work of the authors.
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ment method for power-preserving discretization of open systems of con-
servation laws, IMA Journal of Mathematical Control and Information
38 (2020) 493–533. doi:10.1093/imamci/dnaa038.

[11] A. Brugnoli, D. Alazard, V. Pommier-Budinger, D. Matignon, Port-
Hamiltonian formulation and symplectic discretization of plate models
Part I: Mindlin model for thick plates, Applied Mathematical Modelling
75 (2019) 940–960. doi:10.1016/j.apm.2019.04.035.

[12] G. Haine, D. Matignon, F. Monteghetti, Structure-preserving discretiza-
tion of Maxwell’s equations as a port-Hamiltonian system, IFAC-
PapersOnLine 55 (2022) 424–429. doi:10.1016/j.ifacol.2022.11.
090, 25th International Symposium on Mathematical Theory of Networks
and Systems (MTNS).

[13] A. Brugnoli, F. L. Cardoso-Ribeiro, G. Haine, P. Kotyczka, Partitioned
finite element method for structured discretization with mixed boundary
conditions, IFAC-PapersOnLine 53 (2020) 7557–7562. doi:10.1016/j.
ifacol.2020.12.1351, 21st IFAC World Congress.

[14] A. Brugnoli, G. Haine, D. Matignon, Explicit structure-preserving
discretization of port-Hamiltonian systems with mixed boundary con-
trol, IFAC-PapersOnLine 55 (2022) 418–423. doi:10.1016/j.ifacol.
2022.11.089, 25th International Symposium on Mathematical Theory
of Networks and Systems (MTNS).

[15] A. Mayo, A. Antoulas, A framework for the solution of the generalized
realization problem, Linear Algebra and its Applications 425 (2007) 634–
662. doi:10.1016/j.laa.2007.03.008.

[16] A. C. Antoulas, S. Lefteriu, A. C. Ionita, P. Benner, A. Cohen, A tuto-
rial introduction to the Loewner framework for model reduction, Model
Reduction and Approximation: Theory and Algorithms 15 (2017) 335.
doi:doi.org/10.1137/1.9781611974829.ch8.

[17] C. Poussot-Vassal, D. Matignon, G. Haine, P. Vuillemin, Data-driven
port-Hamiltonian structured identification for non-strictly passive sys-
tems, in: 2023 European Control Conference (ECC), IEEE, 2023, pp.
1785–1790. doi:10.23919/ECC57647.2023.10178249.

[18] K. Cherifi, A. Brugnoli, Application of data-driven realizations to port-
Hamiltonian flexible structures, IFAC-PapersOnLine 54 (2021) 180–
185. doi:10.1016/j.ifacol.2021.11.075, 7th IFAC Workshop on
Lagrangian and Hamiltonian Methods for Nonlinear Control LHMNC
2021.

[19] A. Moreschini, J. D. Simard, A. Astolfi, Data-driven model reduction
for port-Hamiltonian and network systems in the Loewner framework,
Automatica 169 (2024) 111836.

[20] P. Benner, P. Goyal, P. Van Dooren, Identification of port-Hamiltonian
systems from frequency response data, Systems & Control Letters 143
(2020) 104741. doi:10.1016/j.sysconle.2020.104741.

[21] J. Villegas, A port-Hamiltonian approach to distributed parameter sys-
tems, University of Twente, Netherlands, 2007.

[22] A. Macchelli, Y. Le Gorrec, H. Ramı́rez, Exponential stabilization of
port-Hamiltonian boundary control systems via energy shaping, IEEE
Transactions on Automatic Control 65 (2020) 4440–4447. doi:10.1109/

11

http://dx.doi.org/doi.org/10.1016/S0393-0440(01)00083-3
http://dx.doi.org/doi.org/10.1016/S0393-0440(01)00083-3
http://dx.doi.org/doi.org/10.1137/040611677
http://dx.doi.org/10.1093/imamci/dnaa018
http://dx.doi.org/10.1093/imamci/dnaa018
http://dx.doi.org/10.1016/j.geomphys.2012.02.006
http://dx.doi.org/10.1016/j.automatica.2003.12.017
http://dx.doi.org/10.1016/j.ifacol.2016.07.457
http://dx.doi.org/10.1016/j.jcp.2018.06.051
http://dx.doi.org/10.1016/j.ifacol.2018.06.033
http://dx.doi.org/10.1016/j.ifacol.2018.06.033
http://dx.doi.org/10.1016/j.ifacol.2019.08.017
http://dx.doi.org/10.1093/imamci/dnaa038
http://dx.doi.org/10.1016/j.apm.2019.04.035
http://dx.doi.org/10.1016/j.ifacol.2022.11.090
http://dx.doi.org/10.1016/j.ifacol.2022.11.090
http://dx.doi.org/10.1016/j.ifacol.2020.12.1351
http://dx.doi.org/10.1016/j.ifacol.2020.12.1351
http://dx.doi.org/10.1016/j.ifacol.2022.11.089
http://dx.doi.org/10.1016/j.ifacol.2022.11.089
http://dx.doi.org/10.1016/j.laa.2007.03.008
http://dx.doi.org/doi.org/10.1137/1.9781611974829.ch8
http://dx.doi.org/10.23919/ECC57647.2023.10178249
http://dx.doi.org/10.1016/j.ifacol.2021.11.075
http://dx.doi.org/10.1016/j.sysconle.2020.104741
http://dx.doi.org/10.1109/TAC.2020.3004798


TAC.2020.3004798.
[23] J. C. Willems, Dissipative dynamical systems part II: Linear systems

with quadratic supply rates, Archive for rational mechanics and analysis
45 (1972) 352–393.

[24] C. Beattie, V. Mehrmann, H. Xu, Port-Hamiltonian realizations of linear
time invariant systems, arXiv preprint arXiv:2201.05355 (2022). doi:10.
48550/arXiv.2201.05355.

[25] D. C. Sorensen, Passivity preserving model reduction via interpolation of
spectral zeros, Systems & Control Letters 54 (2005) 347–360. doi:10.
1016/j.sysconle.2004.07.006.

[26] S. Gugercin, R. V. Polyuga, C. Beattie, A. Van Der Schaft,
Structure-preserving tangential interpolation for model reduction of port-
Hamiltonian systems, Automatica 48 (2012) 1963–1974. doi:10.1016/
j.automatica.2012.05.052.

[27] V. Mehrmann, B. Unger, Control of port-Hamiltonian differential-
algebraic systems and applications, Acta Numerica 32 (2023) 395–515.
doi:10.1017/S0962492922000083.

[28] I. V. Gosea, A. C. Antoulas, Model reduction of linear and nonlinear sys-
tems in the Loewner framework: A summary, in: 2015 European Control
Conference (ECC), IEEE, 2015, pp. 345–349. doi:10.1109/ECC.2015.
7330568.

[29] A. C. Antoulas, On the construction of passive models from frequency re-
sponse data, Automatisierungstechnik 56 (2008) 447–452. doi:10.1524/
auto.2008.0722.

Appendix A. Weak Formulation

Appendix A.1. Weak formulation

Let denote v1(ζ) ∈ H1([a, b];Rm) and v2(ζ) ∈ H1([a, b];Rm) any ar-
bitrary column vectors functions of sizes m. From (11), we can obtain
the following weak formulation multiplying by v>1 from the right to the
left the first PDE and by v>2 the second one. Integrating both over the
spatial domain we obtain:

∫ b

a
v>1 ẋ1dζ =

∫ b

a
v>1

[
P11∂ζe1 + P12∂ζe2 −G11e1 −G12e2

]
dζ,∫ b

a
v>2 ẋ2dζ =

∫ b

a
v>2

[
P21∂ζe1 + P22∂ζe2 −G21e1 −G22e2

]
dζ,∫ b

a
v>1 e1dζ =

∫ b

a
v>1H1 x1dζ,∫ b

a
v>2 e2dζ =

∫ b

a
v>2H2 x2dζ.

(A.1)

Integrating by parts the first two terms of the right-hand side of the first
two equations, we obtain:

∫ b

a
v>1 ẋ1dζ =

[
v>1 P11e1 + v>1 P12e2

]b
a −

∫ b

a
v>1 [G11e1 + G12e2] dζ

−

∫ b

a

(
∂ζv1

)>
P11e1dζ −

∫ b

a

(
∂ζv1

)>
P12e2dζ,∫ b

a
v>2 ẋ2dζ =

[
v>2 P21e1 + v>2 P22e2

]b
a −

∫ b

a
v>2 [G21e1 + G22e2] dζ

−

∫ b

a

(
∂ζv2

)>
P21e1dζ −

∫ b

a

(
∂ζv2

)>
P22e2dζ.

(A.2)

In particular, if v1 = e1 and v2 = e2, the previous equation with (6)
satisfy (7). Indeed, the balance of the Hamiltonian (3) is obtained as

follows:

Ḣ(t) =

∫ b

a
e> ẋdζ,

=

∫ b

a
v>1 ẋ1dζ +

∫ b

a
v>2 ẋ2dζ,

=
[
v>Pe

]b
a −

∫ b

a

(
∂ζv

)>
Pedζ −

∫ b

a
v>Gedζ,

=
[
e>Pe

]b
a −

∫ b

a

(
∂ζe

)>
Pedζ −

∫ b

a
e>Gedζ,

=
1
2

[
e>Pe

]b
a −

∫ b

a
e>Gedζ,

=
1
2

[
e(b)
e(a)

]> [
P 0
0 −P

] [
e(b)
e(a)

]
−

∫ b

a
e>Gedζ,

=

[
e(b)
e(a)

]>
V>CVB

[
e(b)
e(a)

]
−

∫ b

a
e>Gedζ,

= y(t)>u(t) −
∫ b

a
e>Gedζ

≤ y(t)>u(t).

where we have used (A.2) with v1 = e1 and v2 = e2, then used
Lemma 2 with the fact that J̃ξ = −J̃>ξ . One can see that since
G + G> ≤ 0, the same balance equation (7) is obtained using the weak
formulation.
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