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Abstract

This paper presents a recommender algorithm integrating a multi-
agent ensemble case-based reasoning (ESCBR-SMA), a Thompson sampling-
based (TS) recommender system, and a Hawkes process. The final inte-
grated algorithm is applied to improve the real-time adaptation of an
Intelligent Tutoring System called AI-VT. We have compared the static
recommendation algorithm (ESCBR-SMA with TS) and the dynamic rec-
ommendation algorithm (ESCBR-SMA, TS with the Hawkes process) by
evaluating the knowledge acquisition evolution of each learner. The met-
rics used allow us to determine the stability of prediction and change in
the probability distributions for each learner and each level of complex-
ity. The results show that the integration between stochastic adaptation,
the prediction with the case-based reasoning paradigm, and the Hawkes
process allows reinforcement of knowledge as well as a more realistic esti-
mation of the recommendation for each case independently.
Case-Based Reasoning, Stacking, Regression, Ensemble Methods, Stochas-
tic Recommender, Intelligent Tutoring System, Machine Learning

1 Introduction
The AI-VT (Artificial Intelligence - Virtual Trainer) system is an Intelligent
Training System (ITS) created to assist learners in understanding and acquir-
ing knowledge in various domains. The system is generic and aims to identify
learner weaknesses and adapt the exercises accordingly to improve their learning
indicators in a personalized way regardless of the course content or domain of
study. The system uses a database of questions associated with multiple skills
depending on the domain. These questions are organized according to the level
of complexity estimated for the learner.
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There are different classifications of an ITS, one of which is that an ITS is
composed of four elements: an expert model, a student model, pedagogic knowl-
edge, and an interface. These components interact with each other to make the
system dynamic and capable of modeling the learner in various scenarios to
build a personalized curriculum [3]. Another possible classification is one that
divides an ITS into three logical layers: a presentation layer (user interface),
an e-learning system layer (course enrollment and management, user profile
and activities, teaching or learning assessment and feedback, user communica-
tion, and collaboration), and a data layer (collected, stored, and used education
data) [17]. In any case, this kind of system allows the development of individ-
ual learning education, which is much more effective than classroom learning [9].

One of the main modules of an ITS is the recommender system, which aims
to find weaknesses and adapt the platform locally or globally to facilitate the
learning process and knowledge acquisition. This module is very important be-
cause it allows adaptation of the system and customization of the contents and
exercises according to the needs and results of each learner. The effectiveness of
the system in the acquisition of knowledge and adaptation to different types of
learning depends on this module [17]. It is therefore necessary to find techniques
and algorithms that can exploit the available data and explore the learning op-
tions dynamically, thereby improving the overall performance of the ITS.

The contributions of this paper are:

• Forgetting curve simulation in the learning process using the stochastic
Hawkes process.

• Integration of case-based reasoning, multi-agent systems, and the Hawkes
process in a recommender algorithm.

• Verification of the progression, stability, and precision of the proposed
stochastic recommendation algorithm using simulated-student database
and heterogeneous real student database.

This paper is organized as follows: Section II presents a background of def-
initions and concepts. Section III contains the related works about case-based
reasoning, ensemble techniques, Thompson sampling, and regression. The pro-
posed algorithm is explained in Section IV. Section V shows the experimental
description, the results, and the discussion. Lastly, the conclusions and future
work are discussed in Section VI.

2 Background
This section introduces the concepts and definitions necessary to understand
the proposed algorithm as well as fundamental models and metrics. The first
fundamental paradigm used in this work is case-based reasoning (CBR), which
is used to exploit historically acquired knowledge and accumulated experience
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with respect to a specific problem. This paradigm is used to generate emergent
solutions for a new problem using a knowledge database. The main idea is to
search for similar past situations and use the experience to solve new problems.
CBR is especially useful when the underlying causes of a problem are not well
understood. CBR defines a cycle of four steps to propose a solution [18].

The proposed recommendation algorithm associated with AI-VT is based
on the reinforcement learning paradigm. Reinforcement learning is a machine
learning technique that allows, through actions and rewards, improvement of
the system’s knowledge about a specific task [1]. The algorithm used for adap-
tation is a reinforcement learning algorithm called Thompson Sampling that,
through an initial probability distribution (an a priori distribution) and a set
of predefined update rules, can adapt and improve the initial estimates of a
specific analyzed process [22]. The initial probability distribution is generally
set up as a specific distribution of the Beta family of distributions (Equation 1)
with initial predetermined values for α and β [30, 21].

Beta(θ|α, β) = Γ(α+ β)

Γ(α)Γ(β)
θα−1(1− θ)β−1 (1)

where Gamma function Γ is formally defined as equation 2.

Γ(x) =

∫ ∞

0

tx−1e−tdt (2)

Using the explicit Γ definition and a double variable replacement, the family
of beta distributions can be written as in Equation 3. The metrics used in this
paper are written based on this equation.

Beta(θ|α, β) = θα−1(1− θ)β−1∫ 1

0
tα−1(1− t)β−1dt

(3)

The forgetting curve is an important component of human learning, and for
Intelligent Tutoring Systems (ITS), it is a good indicator to evaluate the long-
term retention of knowledge and to adapt the system content [32]. Generally, the
forgetting curve is modeled using a decreasing exponential function associated
with time [25].

In this paper, we use the Hawkes process to simulate the forgetting curve.
The Hawkes process is a class of self-exciting point processes whose jump rate is
determined by their history. They are usually considered continuous-time pro-
cesses but can also be used with discrete-time processes. Formally, the Hawkes
process can be described as shown in Equation 4 by an intensity function µ and
an excitation function ϕ, depending on time t and history events ti [24].

λ(t) = µ(t) +
∑
ti<t

ϕ(t− ti) (4)

The prediction used in the proposed algorithm is based on the work of Soto
et al. [28]. It is a case-based reasoning stacking algorithm that implements
two levels of integration. Globally, it uses the stacking strategy to run multiple
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algorithms to search for information in a dataset and generate solutions to
different generic problems. In addition, there is an evaluation stage that allows
the selection of the most optimal solution for a given problem according to an
adaptive metric defined for regression problems. We decided to implement the
stacking-based algorithm because it is an ensemble method based on Stein’s
paradox since it combines the points of view of different estimators to the case-
based reasoning retrieve and reuse stages [19].

3 Related Works
To improve the learner experience, an ITS adapts the contents to the needs
and knowledge of each learner to enable each one of them to advance in their
knowledge acquisition and achieve their learning objectives. This identification
and adaptation are generally made with new artificial intelligence techniques
such as neural networks, Support Vector Machines (SVM), decision trees, Naive
Bayes[2], or long short-term memory networks (LSTM) [29]. Other techniques
have been employed to enhance the ITS functionalities, such as the work of
Arnau-Gonzalez et al. [4] that allows natural language interaction with the
system, implementing a conversational agent through the artificial intelligence-
driven natural language understanding (NLU) using the Rasa framework. The
results show good cooperation between the NLU and the ITS in producing
consistent dialogue and identifying user intents with high precision.

An application of reinforcement learning can be found in the work of Mao et
al. [20], where a reinforcement learning-based two-sided recommender system
(RTR) is proposed to personalize a quiz, selecting the relevant questions for each
learner by considering different parameters such as knowledge level, question
type, and question difficulty. The reward for each question is calculated with
a learner preferences evaluation. To test and compare the model, a simulation
was performed with random selection and greedy selection. The results using
the cumulative reward are better with the RTR after 10 and 30 steps.

The integration of historical data and insights gained through an ITS appli-
cation enhances the effectiveness of artificial intelligence algorithms, facilitating
better system adaptation as demonstrated by the method proposed by Li et al.
[16], which leverages knowledge graphs (KG) to incorporate the structural infor-
mation of knowledge concepts. By doing so, it enables an Intelligent Tutoring
System (ITS) to select questions that are more informative and representative.
The method is composed of two main elements. The first one obtains previ-
ous information from the learner and proposes a list of possible questions to be
followed in the learning sequence. The second one is in charge of evaluating
each one of the proposals predicting of the learner’s performance so that it can
proceed to select the question that potentially gives a higher performance. The
model was tested with two public datasets: ASSISTments 2009-201 and Eedi
2020. The results demonstrate that the system can recommend correct exercises
to the learners, improving their performance.

The use of information to predict learner performance can contribute to sys-
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tem adaptation by anticipating possible changes and evaluating possible adap-
tations before proposing them to learners. The work of Clemente et al. [8] infers
information about the progress of the learners and a flexible and adaptable on-
tology based on competencies to detect and correct weaknesses, and to adapt
the recommender system. To create the ontology, some criteria and key points
have been defined. The global architecture has been divided into two models.
The first one contains the information about the learner, and the second one
has the system recommender rules. In general, the effects of adaptation and
personalization of an ITS on learning and knowledge acquisition are positive.
As an example, we can look at the work of Badier et al.[5], where a mobile rec-
ommendation application has been implemented to adapt the navigation and
pedagogical resources according to the results and interests of each learner using
a three-module architecture. In this case, the metrics used measure the use of
the application rather than the performance of the learners to evaluate whether
the recommendations provided by the proposed model allow greater interaction
of the learner with the application. If the interactions with the application in-
crease, it means that the learners work longer as demonstrated by the results
obtained. The authors can then conclude a positive effect on learners. Predic-
tion with case-based reasoning is possible given the implicit analogical reasoning
process. The analogical process is able to work with a small number of instances
to handle context or to allow creativity. The principle of the analogical process
is that similar situations have similar outcomes [6]. In the work of Louvros et
al. [18], case-based reasoning is used to predict the real-time survivability of
ships. The proposed model combines machine learning predictions and case-
based reasoning in similar cases, where the machine learning gets a prediction
based on the case-based reasoning results. The goal is to predict the evolution
of ship damage scenarios in real time. Chun et al. [7] also predicts stock prices
with an adaptation of case-based reasoning to retrieve neighboring cases using
graphical pattern identification. In this case, data are represented as a time
series, thus demonstrating that the reasoning from cases is adapted to this type
of representation for the retrieve phase where the model gets acceptable results.

Another application appears in Pei et al. [23] leveraging the good perfor-
mance of case-based reasoning for predicting the hazard grade of coal spon-
taneous combustion. The complete model integrates the reasoning from cases
with principal components analysis (PCA) and fuzzy clustering (FM), obtain-
ing good prediction results and improving the computational efficiency of the
calculations.

In general, recommender systems are used in various fields, ranging from the
sciences to online product stores. This type of system facilitates decision-making
and allows in some way to customize content and/or products, as can be seen in
the works mentioned below. Iftikhar et al. [13] modeled a recommender system
with the Markov Decision Process (MDP). The complete model is composed of
multiple stages that seek to reorganize the information of the user evaluations for
different products according to a bi-cluster representation and thus identify user
preferences and decide on personalized recommendations. The model obtains
information from multiple users on all products and can use this information
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to tailor recommendations to specific preferences. The results show that the
proposed algorithm achieved a better start state that yields an optimal policy
to achieve the goal. However, a common obstacle with recommender systems is
the cold-start problem, which consists of generating recommendations without
historical data or with little initial data. To try to solve that problem, reinforce-
ment learning is generally used, as can be seen in the work of Giannikis et al.
[12], where reinforcement learning has been used successfully and has obtained
better results than some of the more popular AI paradigms. A reinforcement
learning algorithm widely used in recommender systems for its ability to work
with data whose level of uncertainty is high and that also provides acceptable
solutions in cold-start cases is Thompson Sampling. Zhu and Van Roy [34], pro-
pose a recommender system based on an epistemic neural coupling with TS to
solve a recommender problem defined as a contextual bandit problem. TS is also
used because it is a good algorithm for exploring the research space and keeping
the computational cost at a minimum. The experiments with two databases in
comparison with other algorithms present better scalability. Also, Ghoorchian
et al. [11] integrate the Thompson Sampling strategy after a random projec-
tion to reduce the dimensionality, because high dimension can reduce the TS
accuracy. By posing the recommendation problem also as a multi-armed bandit
problem, the model was compared with other recommendation algorithms on
three different databases and showed an average gain in computation time and
cumulative reward. Another work with TS applied to a recommender system
is Eide et al. [10], which proposes a dynamic sequential recommender system
based on Thompson Sampling. The model changes the recommendations over
time according to the evolution of user data preferences, demonstrating that
TS applied sequentially allows for increasing the diversity of the search space
exploration and improvement of the specific learning algorithm. Since the rec-
ommendation in ITS is also highly variable per learner and dynamic over time,
using a TS-based algorithm is a good strategy. This has been seen in previous
works, including the work of Soto et al. [26], which serve as the model presented
in this paper. That model uses the Beta probability distributions family to esti-
mate learner knowledge and adapt an ITS to each learner. The basic Thompson
sampling model has been mixed with the stratification sampling, and the infor-
mation is updated in a correlated manner to get better estimations of a learner
level in each complexity level and to avoid the Simpson’s paradox.

The dynamics of the Hawkes process are useful to some tasks because they
improve the results and allow simulation of real-life situations. The work of
Zhang et al. [33] uses the Hawkes process to predict user preferences in a
spacio-temporal context based on historical sequential data to improve the rec-
ommendations. The proposed approach outperforms the baseline. In the case of
simulation, the work of Lamprinakou and Gandy [15] uses the Hawkes process
with stratification to make an epidemic model more realistic. The model pro-
duces dynamics very similar to the spreading of a real epidemic, so it is possible
to characterize behavior and make predictions to improve prevention measures.
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4 Proposed Algorithm
The proposed algorithm is an integration of stochastic adaptation (Thomp-
son Sampling based), ensemble case-based reasoning (ESCBR-SMA), and the
Hawkes process. In this case, the recommender algorithm produces an adap-
tation according to learner grades, the ESCBR-SMA performs a prediction to
validate the generated adaptation, and the Hawkes process simulates the for-
getting curve in the learning process.

The idea of unification is to obtain information from the local point of view
where a recommendation is obtained using only the information of individual
learners (Thompson Sampling-based model), the global prediction (where the
information is obtained from all learners who have similar results through a col-
laborative filter with CBR), and the dynamic learning process with the Hawkes
process. The algorithm architecture is shown in Figure 1, where it can be seen
that TS and CBR are executed in parallel and independently with the informa-
tion extracted from the same database. Once the results of each algorithm are
obtained, the results are unified through a weighting function, and the distribu-
tion of probabilities are updated dynamically according to past events and the
selected complexity level. The final recommendation is the one that maximizes
Expression 7. Consolidating the two global results allows mitigation of the effect
of Simpson’s paradox [31].

Figure 1: Proposed Algorithm Architecture

The first step is the adaptation with Thompson Sampling and the ECBR-
SMA prediction. Then the decision is made and sent to the learner. The
recommender system obtains a probability value for all the complexity levels
for the learner, and the ECBR-SMA evaluates the proposition with a prediction
for each complexity level. Table 1 shows the variables and parameters for the
proposed algorithm and the employed metrics.

The integration is made in three steps. The first step is to get random values
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Table 1: Parameters (p), variables (v), and functions (f) of the proposed algo-
rithm and metrics

ID Type Description Domain
α p Beta distribution parameter [1,∞] ∈ R
β p Beta distribution parameter [1,∞] ∈ R
t p Time defined as iterations N
c p Complexity level N
xc p Mean grades for complexity level c R
yc p Number of questions for complexity level c N
nc v Normalized probability value for complexity level c [0, 1] ∈ R
TSc v Thompson sampling reward for a complexity level c [0, 1] ∈ R
TSNc v Normalization of TSc with others complexity levels [0, 1] ∈ R

ESCBRc v Grade prediction for a complexity level c R+

pc f Probability density function for complexity level c R+

r f Recommender metric function [0, 1] ∈ R

for each c complexity level using the probability distributions generated with the
TS (Equation 5). Once all the probability values corresponding to all the levels
of complexity have been obtained, the normalization of all of them is calculated
as shown in Equation 6. The normalization values serve as priority parameters
for the predictions made by the ESCBR-SMA as calculated in Equation 7.

TSc = rand(Beta(αc, βc)) (5)

TSNc =
TSc∑4
i=0 TSi

(6)

nc = argmaxc(TSNc ∗ ESCBRc) (7)

With the final values calculated for each level of complexity, the level of
complexity that has the highest value is proposed as the final recommendation
(Equation 7).

After the complexity-level selection, all the distributions of probability are
updated according to the Hawkes process (Equation 4) for each α and β pa-
rameter using the constant defined intensity function (Equations 8 and 9) and
the excitation function (Equation 10), which generates the dynamic evolution
of the Beta probability distributions, thus simulating the forgetting curve.

µα,c(t) =

{
2, c = 0

1, 1 ≤ c ≤ 4
(8)
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µβ,c(t) =



1, c = 0

3, c = 1

5, c = 2

7, c = 3

9, c = 4

(9)

ϕh(t) = (10)(0.02)e−0.02t (10)

Then, Equation 11 shows the complete definition for all α, and Equation 12
shows the definition for β parameters.

λα(t) = µα,c(t) +
∑
ti<t

ϕh(t− ti) (11)

λβ(t) = µβ,c(t) +
∑
ti<t

ϕh(t− ti) (12)

Finally, Equation 13 describes the distribution of probability for each com-
plexity level c.

Pc(x, λα(t), λβ(t)) =
xλα(t)(1− x)λβ(t)∫ 1

0
uλα(t)(1− u)λβ(t)du

(13)

5 Results and Discussion

5.1 Recommender System with a Real-Student Database
(TS with Hawkes)

The TS recommender system has been tested with an adapted dataset extracted
from real data of student interactions with a virtual learning environment for
different courses [14]. The total of learners is 23,366. In this database, there are
the learner grades in different courses and multiple evaluation types. For this
test, the database format is adapted to the AI-VT structure (grades, response
times and complexity levels). The complexity levels are divided into five stages
and calculated with the weight percentage defined in the dataset. Figure 2
was generated after 100 executions of the algorithm and shows that despite
the stochasticity, the algorithm is stable because the global variance in all the
complexity levels is low according to the total number of learners and the total
number of recommendations.

The algorithm recommends more low-complexity levels with Hawkes because
the knowledge tends to decrease with time. The algorithm force to reinforce the
learner knowledge in all complexity levels and since the initial configuration
gives a higher probability to the lower levels, the algorithm tends to repeat the
more accessible levels needed to reach the higher levels.
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Figure 2: Number of recommendations per complexity level (left: static learning
process, right: dynamic learning process with the Hawkes process)

5.2 Simulated Database (ESCBR, TS with Hawkes)
The simulated database is generated using a log-normal distribution of prob-
ability to simulate grades of 1,000 learners in five complexity levels, each one
with fifteen questions. The generator simulates more complexity by reducing
the mean distribution and increasing the variability.

The comparison is according to Equation 14, which calculates the relation
between the grades mean xc and the number of questions yc for each complexity
level c.

r(xc, yc) = e−2(xc+yc−1)2 (14)

A specific scenario was defined without initial data (grades and answer
times), i.e., a cold start. Table 2 shows the numerical results after 10,000 exe-
cutions (1,000 learners) for TS and TS-Hawkes in the evaluated scenario. Even
with the changes in each complexity level, the total change is only 3.7% in eight
questions. Comparative results with others scenarios, a deterministic model and
BKT (Bayesian Tracing Model) model was executed and can be consulted in
our previous work Soto et al. [27].

Table 2: ESCBR-TS and ESCBR-TS-Hawkes Metric comparison
rC0 rC1 rC2 rC3 rC4 Total Percent

TS 0.951 0.812 0.675 0.605 0.563 3.606 72.12
TS-Hawkes 0.941 0.718 0.643 0.576 0.545 3.423 68.46

The variance evolution (Figure 3) shows that with the Hawkes process, the
values are maintained around the initial configuration, which allows greater
adaptability to the dynamic changes in knowledge that occur in the learning
process. Since the Beta probability distribution converges rapidly to a single
value, as more values are obtained, the variance is smaller. If there is a change
in the convergence value, the distribution requires more data to converge to
the new value, since the changes in the mean are proportional to the value of

11



Figure 3: Variance evolution for Beta distribution of probability and all com-
plexity levels (Top: static learning process. Bottom: dynamic learning process
with Hawkes process)
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the variance with a constant step of change for the parameters. In the case
of modeling the learning process, it is preferable to maintain a relatively high
variance value to facilitate adaptation to unforeseen changes, that is the main
contribution of the Hawkes process to Thompson Sampling for modeling the
knowledge evolution.

6 Conclusion
This paper presents an integrated algorithm based on previously developed mod-
els: a recommender system based on a Thompson sampling algorithm, an en-
semble regression model based on case-based reasoning, and a forgetting curve
simulation using the Hawkes process. The integrated algorithm is applied to
an ITS called AI-VT. The results show that the integration allows obtaining
similar results but with a more realistic process giving the possibility of better
personalization of the system and facilitating knowledge acquisition.

The advantages of the proposed model are: i) It allows the generation of
personalized recommendations for each learner with relatively little historical
data; ii) Since multiple points of view (different algorithms) on the same problem
and with the same database are integrated based on Stein’s paradox, the risk of
falling into Simpson paradoxes is reduced; iii) The two models with the Hawkes
process is more realistic and dynamic in the global learning process.

As future work, it is proposed to integrate into the model other variables
obtained with complementary artificial intelligence algorithms such as video
analysis, audio analysis, and even the analysis of data obtained from learners
throughout the learning process. It would also be beneficial to evaluate the
learners performance and progression according to proposed recommendations
as well as analyze the model with different parametric configurations in order to
determine which are the most appropriate configurations and how each variable
influences the global behavior of the executed algorithms in the final result.
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