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Abstract

Technologies based on the use of hydrogen are promising for future energy requirements in a more sustainable world.
Consequently, the modelling of fuel cells , which are devices that convert hydrogen energy into electricity, is crucial
to facilitate their optimal control to reach excellent performance while slowing down their degradation. To achieve
this, a comprehensive study is needed that encompasses both well-established and the latest governing laws on matter
transport and voltage polarisation for Proton Exchange Membrane Fuel Cells (PEMFC). Indeed, recent articles often
use outdated or inadequate equations. Moreover, the lack of clear explanations regarding equation backgrounds
and inconsistent incorporation of physical context, experiences, or model requirements hinder the comprehension of
equations and contribute to their improper use. Further, specific research must also be conducted to construct more
accurate models. This study aimed to provide a fair understanding of the current state-of-the-art PEMFC modelling
to clarify the corresponding governing equations and their usage conditions and hypothesis . The given laws and
equations can be used in most multi-dimensional, dynamic, and two-phase PEMFC models.

Keywords: Polymer electrolyte membrane fuel cell (PEMFC), Modelling, Water management, Hydrogen transport,
Oxygen transport, Voltage polarisation

1. Introduction

As carbon-free, efficient, and broadly applicable disruptive innovations, decarbonised hydrogen technologies have
garnered increased attention [1} 2]. The twenty-first century is engaged in a race against time to limit the global
warming to 1.5°C above pre-industrial levels, as agreed in the Paris Agreement by 192 Parties in December 2015
[3]. Decarbonised hydrogen is a very promising candidate that can significantly impact several polluting sectors
through relevant developments. For instance, it affects the decarbonisation of certain crucial industries, such as steel
and fertiliser manufacturing, in the electricity storage for the development of renewable energies, and in transporta-
tion electrification [4]. Thus, hydrogen technology development has become a national priority for many different
countries [1].

Currently, proton-exchange membrane fuel cell (PEMFC) is the most used fuel cell technology [5]]. However, it
suffers from limited lifetime which, among other current defaults, has hindered its spread in the global market [6].
Its life-span can be improved by considering, at a mesoscopic scale, the degradation processes that occur in the stack
and then implementing it in an algorithm to control the fuel cell in real time. For this approach, fuel cell modelling is
essential to study degradation. However, currently only a few algorithms can incorporate the physics involved in the
stack while examining its ongoing degradation.

One of the many requirements to achieve this is the necessity of a good comprehension over the physics involved
in water, hydrogen, and oxygen transport in the stack and on voltage polarisation. Although Jiao et al. [[7], O’Hayre et
al. [8] and Dicks et al. [5] presented comprehensive reviews on matter transport and voltage polarisation phenomena,
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in 2011, 2016, and 2018, respectively, a review covering the recent developments is required . Certain interesting and
recent governing equations have not been mentioned in these reviews and must be considered. Consequently, often,
recent articles do not employ the latest propositions, although they present greater precision in the results or more
stability in the algorithms. Disruptive errors are also spreading in the literature and must be identified. In addition, a
more comprehensive explanation of the background related to the governing laws and equations is necessary. Often,
there are several equations that model the same phenomenon. Thus, these must be synthesised within one paper and
be differentiated in terms of the physics involved, the experiences, or the model needs related to them. Furthermore,
a synthetic gathering of key constant values present in the whole literature must be considered to have an overview of
the commonly accepted constant values, the ones that result in disagreements, and the ones that are poorly considered.

This study also exploited the opportunity to construct new equations. First, we combined several expressions to
create new equations that are either more stable, more precise, or which consider more phenomena. Subsequently,
to reduce the complexity of generating an algorithm and inspired by the work of Pukrushpan et al. [9]], we proposed
simplified boundary conditions at the inlet and outlet of the gas channel, to provide draft results before modelling the
auxiliary systems. All the given governing laws and equations can be adapted in any multi-dimensional two-phases
model. Figure [Tillustrates the matter flows considered in this study, wherein, the flows are directed according to the
thickness of the stack. This facilitated the graphical representation; however, flows in other spatial dimensions are
possible, although minor.

In this study, first, matter transports are discussed while considering the flow of each molecule at stake at each place
of the stack. Water transport dissolved inside the Nafion®membrane is examined first. Then, liquid water transport in
the catalyst layer (CL), gas diffusion layer (GDL), and gas channel (GC) is considered. Thereafter, vapour transport
and then hydrogen, oxygen, and nitrogen transports in all these three regions are discussed. Subsequently, voltage
polarisation is addressed. Finally, in the appendixes, other useful equations are mentioned, synthesis of the constant
values found in the literature and of the hypothesis considered in this study are given, and certain demonstrations are
presented.
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Figure 1: Schematic of a single PEMFC with the matter flows illustrated
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2. Water transport in the membrane

State-of-the art polymer electrolytes, such as Nafion®, have noticeable ionic conductivity only in a wet state. As
discussed in Section[2.3] protons are transported in the membrane owing to dissolved water in it. Thus, this hydration
must be considered to facilitate good working conditions.

Notably, in studies on PEMFC, the active area has been commonly used as the surface reference for the different
flows. Species evolve in different materials with different volume accessibility. However, the active area, which is
the surface of the MEA without the gasket, is a common surface for all the materials and is thus a good reference.
Moreover, it is also the surface for which the current density is defined. This reference is useful to consider the molar
transfer from one element to another without errors, and hence, the governing equations in this study use constants
such as porosity &, which facilitate a return to the active area.

2.1. Water content: A

In the Nafion®membrane, water is present in an unusual form. It is absorbed by the sulfonated side-chains
(=S O3H) in liquid phase [5]. Thus, it is interesting to quantify the water in the membrane using the water content
variable A. By definition, the water content corresponds to the number of water molecules per charged site SO;H™ in
the membrane.

A n

A (1)

nso;H*
where n (mol) is the number of moles of water, nso; H* (mol) is the number of moles of the sulfonic acid group, and

2 refers to an equality by definition.

Further, A must be considered in the CL. Indeed, a thin layer of ionomer adheres to the catalyst metal particles [3]],
and so a fraction of the CL volume is the electrolyte. This necessitates the use of &,,., which is the ionomer volume
fraction in the CL defined in (2). It is then interesting to note with an index the location of the water content A,
in the membrane or A, in the catalyst layer. Although both of are continuously linked, the governing equations are
different, and this notation would simplify the writing of the differential equation for A dynamic behaviour. However,
the omission of this index allows for the designation of both locations.

A Vionomer in CL (2)
Veo

ng

2.2. Schroeder’s paradox

In a membrane electrode assembly (MEA), the membrane and catalyst layers are in close contact. Water can
travel from one element to the other. However, the amount of water absorbed by the membrane is not the same as
water may in saturated vapour or pure liquid phase in the catalyst layer. In liquid phase the quantity absorbed is
considerably higher. This is, at first glance, a paradox as dissolved water in the membrane theoretically reaches an
equilibrium with water activity, which is equal to 1 for both saturated vapour and pure liquid water. Both equilibriums
should then be the same. This phenomenon is referred to as Schroeder’s paradox in recognition of the searcher who
discovered it in 1903. This is prevalent in many polymers such as perfluorosulfonic acid (PFSA) polymer (e.g.,
Nafion®). Although this subject is not fully understood, many studies have focused upon it. Liquid water changes
the morphology of the polymer, transforming it from a strongly hydrophobic matter to a hydrophilic one. With liquid
water, the Nafion®hydrophilic sulfonated side-chains (=S O3 H) initially inside the matter, can reach the surface of
the membrane, as shown in figure 2] to attract and absorb water. However, vapour absorption first requires vapour
condensation at the ionomer interface. This additional step explains why less water is absorbed in the vapour regime
and why the time scales are significantly larger [7]].
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Figure 2: Illustration of PFSA membrane surface morphology when it is in contact with vapor and liquid water [7].

2.3. Water flow in the membrane: Jyep

There are two dominant water transport mechanisms in the membrane: a diffusive flow and an electro-osmotic
drag (EOD). The expression of these flows is initially based on the model of Weber and Newman [10, [11] from the
concentrated solution theory [12]. However, their expressions are mathematically complicated and use theoretical
variables that are not practical for global modelling; such as, the chemical potential of water . Consequently, their
expressions have been evolved to more functional forms without losing any information. The following expressions
are demonstrable using the concentrated solution theory, although their final form is different from their initial one.

Diffusive flow is expressed as a Fick-like expression [13]], using the gradient of A and an associated diffusion
coeflicient D, which is not constant but a function of A. This is done to express this gradient as the derivative of A with
x, which is the space variable in the direction of the thickness of the cell, as shown in Figurem

EOD corresponds to the water molecule drag with protons transport in the membrane. Protons travel in the
membrane by hopping between adjacent water molecules (Grottus mechanism) or in the form of hydronium complexes
H3 0" that cause them to drift (vehicle mechanism). Through this second phenomenon, protons carry water with them
from the anode to the cathode [/, [14]]. Springer et al. assumed in 1991 [13]] that EOD is proportional to the current
density and to the water content. They then found a constant EOD coefficient based on measurements in Nafion®117.
Their work, shown in the expression of J,..., as (3)), has been extensively used in the literature [[7, [13 [T5HIS].

251
Jmem: _ﬁ/ll_pmem

2 F M,,

D)VA 3)

where Jem (mol.m=2.s71) is the water flow in the membrane, ife (A.m™?) is the current density of the fuel cell per
unit of cell active area, F (C.mol™") is the Faraday constant, p,,en (kg.m’3) is the density of dry membrane (ionomer),
M., (kg.mol™") is the equivalent molar mass of ionomer represented by the dry mass of the membrane over the number
of moles of S 05, D (m?.s7") is the diffusion coefficient of water in the membrane, and 1 is a unit vector along the
x-axis. However, since 1991, significant enhancements in Nafion®membrane have been made [19] and the EOD on
these new membranes may differ. It would thus be interesting to reproduce the EOD calculation in order to obtain
more accurate models.
A different expression for the EOD exists in the literature [7], although it is less employed and equally outdated.
It is expressed as (@).

ey 1< 14
" )

F b
[0.18754 - 1.625] 1, 41> 14

JEop ={

where Jgop (mol.m™2.s7") is the EOD flow of water in the membrane.
Models other than that of Springer have been sparingly used for the flow of water through the membrane. They
are mentioned in Dickinson et al. work [20].



2.4. Diffusion coefficient: D(1)

110 Notably, the amount of water dissolved in the membrane impacts its diffusion coefficient. Under sufficient hy-
dration, the molecules of a polymer backbone form water-filled micro-channels with § O3 groups attached to their
walls. Depending on the water content, the membrane structure has different number of conducting channels, mean
radius, and forms [14], as shown in Figure@ This directly affects water diffusion, which benefits from high hydration,
through bigger channels, less tortuosity, and less friction. Thus, this dependency must be considered in the diffusion
coefficient, which cannot be constant. It must be a function of A.

Water-filled Nafion®
micro-channels membrane

Low hydrated Nafion® Hydrated Nafion® Well hydrated Nafion®

Figure 3: Illustration of PFSA membrane morphology at different levels of hydration.

The diffusivity of dissolved water in the electrolyte was usually determined based on the curve fit of experimental
data. There are two expressions that are commonly used, and both are based on Zawodzinski’s data provided in 1991
[21). The first one expressed as (B) was presented by Springer et al. in 1991 [7,[13]. The second one as expressed as
(6) was presented by Motupally et al. in 2000 [[7, 15| 18] 22-24].

2.692661843 x 10712, 1<2
11
107102419 7 | [0.87[3 = A] +2.95[1 -2]]. 2<1<3
D) = 2416[i—%] o)
10710™ 1 70 [2.95 [4 — 4] + 1.642454 1 - 3]]. 3<1<4
11
10-10,2416] -7 | [2.563 - 0.331 + 0.02644% — 0.000671°], 4 <21<17
_ 2436
3.1 % 10‘7/l[e0'28/’ - 1]e e,  A1<3
D) = 6 (6)
4.17 x 1078/1[16167/1 + 1]e e, 3<1<17

120 where Ty (K) is the fuel cell temperature. In practice, it is considered as equal to the cooling fluid temperature
measured at the outlet of the stack.

Notably, an inversion of the coefficient 2436 in the exponential has been applied in certain recent papers [[7,[15}24]].
Moreover, both of these expressions do not consider water content values greater than 17. The suitability of these
relationships for higher A is not guaranteed.

Upon examining figure ] it is evident that the difference between the two correlations is not negligible, and there
is no conclusion indicating the more accurate one. In fact, the two correlations have both been widely used for PEMFC
modelling [7, 13} 22].

However, the sharp change in the diffusion coefficient raises the difficulty for performing numerical simulations.
This peak is induced by the procedure of correction, which involves differentiation of experimental data and may

0 not be consistent with reality. The kinetics of channel formation in Nafion®membranes upon water uptake and even
geometry of channels are not well understood. Moreover, the situation is complicated by the fact that the structure of
the membrane depends on the method of material pre-treatment. Exposing the membrane under different hydration
and thermal conditions leads to the formation of different pore structures and thus to different macroscopic properties

5
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of the membrane. However, as discussed previously, it is reasonable to consider that low water content leads to lower
mean pore radius in the membrane, which presumably hinders water diffusion [14]. Therefore, there should not be
any peak and diffusivity must be a growing function of A.

Measurements conducted later in 1998 by Van Bussel et al. [25] have validated these physical considerations.
These measurements yielded almost constant diffusivity coefficients in the range A € [10,22] and reduced to zero
for A < 5. Kulikovsky et al. fitted these values in 2003 and proposed the function expressed as (7)) [14, 23| 24].
This equation, which has been emphasised, appears to be more representative of the physical phenomena at stake.
However, its drawbacks are that the measurements were performed using outdated membranes , as is the case with the
two previous equations [19]]. Moreover , the temperature dependency was here lost. This expression was fitted with
data at 80°C.

0.15

1
D) =4.1x 10710 [—]
(@) x 25.0

=25
1.0+tanh( T2 )] @)

Figure ] presents a comparison of the three proposed equations for the diffusion coefficient at 80°C. We suggest
using Kulikovsky model [14], although it should be further improved by incorporating temperature considerations and
using modern membranes in the measurements.
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Figure 4: Comparison of the three expressions of the diffusivity coeflicient of the membrane at 80°C

2.5. Equilibrium water content of the membrane: A., - an overview

To calculate the sorption flow between the membrane and the catalyst layer, as presented in [2.8] first, the equilib-
rium water content of the membrane A., (discussed here), and the water activity a,,, as in @ must be understood.
However, this sorption flow is complex and the literature appears incomplete. An overview is presented in Sections
[233] and [2.6] based on an evaluation of the evolution of the models. Further, in-depth explanations with new proposals
are presented in Section[2.7]

One effective method of quantifying the exchange flow between the membrane and the catalyst layer involves
comparing the current water content in the catalyst layer, A, with its equilibrium value, 4.4, as presented in Section

6
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@ The equilibrium water content of the membrane A, is a variable that is experimentally accessible, and is a function
of the water activity a,,. Subsequently, A, ., must be differentiated from A;.,. Here, 4, ., refers to an equilibrium of
the dissolved water with vapour at the surface of the membrane, with a certain activity a,,, whereas A;, refers to an
equilibrium with pure liquid water. The difference between A, and A, ., with saturated vapour is noticeable and is
referred to as the Schroeder’s paradox, as discussed in Section @

Two well-known experiments, that are widely accepted in the scientific community, have been conducted to
present an equation for A.,. The first experiment was proposed by Springer et al. in 1991 [13]], using the data
provided by Zawodzinski et al. in 1991 [21]]. It was performed exclusively on a Nafion®117 membrane at 30°C for
Ay,eq and at 80°C for 4; 4. It is expressed as @D [Z,9, 113,117,118} 1211123L 24, 126]]. The second experiment was proposed
by Hinatsu et al. in 1994 [27] and is expressed as @)[20, 22,127, 128]]. They provided an equation for A, that could
fit on experiments conducted on several types of membranes: Nafion®115, Nafion®117, AC-12, and FL-12. It was
conducted at 80°C, which is the usual temperature for PEMFC working conditions. For 4;,, the results depended on
the type of membrane and it is the expression for Nafion®117 which is there considered. Moreover, a temperature
dependency was incorporated in the expression. As the experimental conditions proposed by Hinatsu et al. are more
realistic than those of Springer et al., their results are more preferable. Zawodzinski et al. also conducted experiments
at 80°C in 1993 [29], which were expressed as an equation by Ye in 2007 [30]. However, the study by "Hinatsu
et al., became widespread. As discussed previously, all of these measurements are outdated for modern models as
membrane structures and experimental protocols have improved during the last decade [[19]. However, they are still
widely used. A graphic comparison of these expressions for 4, ., is shown in Figure E}

(Springer _ {/lv,eq (ay) = 0.043 + 17.81a,, — 39.85a% +36.0a}, a, €[0,1] @)
“ g = 16.8

" ©)

narsu _ [ Aveg (@) = 0300 + 1084, ~ 160}, + 1413, a € [0, 1]
“ Aieg = 100+ 1.84 - 1072T . +9.90 - 107472, Ty, in °C here
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Figure 5: Comparison between Springer’s and Hinatsu’s expressions for A, ¢4.
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Both these expressions were fitted on experimental data. Till date, the methodology is fully acceptable and only
the use of more advanced experimental protocols and membranes yield different results. However, the link between
Aveq and 4, is subject to discussions and requires further extensive theoretical research. Next, the ideas proposed in
the literature are addressed and a new approach is presented in Section

To determine this link, Springer et al. first considered that their expression for 4, is suitable at 80°C, although the
measurements were performed at 30°C [13]]. This is not necessary in case of the study by Hinatsu et al. Then, Springer
et al. linked the water activity a,, to both the vapour and liquid water, although this is uncommon. For a,, € [0, 1],
only vapour existed, and for a,, > 1, liquid water coexisted with saturated vapour. Then, they considered a a,, value
considerably greater than 1 and concluded that a,, = 3 is a good value for having only pure liquid water, which
occupies all the cavity volume of the triple points zone. The arbitrary choice of a,, = 3 and the new expression of a,,
connected to both vapour and liquid water were not explained in their study, which are obstacles for the comprehension
of their model. However, these obstacles did not curb its ubiquity in the literature and an adapted expression for a,,
has been consequently presented. This is discussed Section[2.6] Finally, a linear expression was arbitrarily used for
connecting A, ., at a,, = 1 to A;,, at a,, = 3, as expressed in [7, 9L 113 (17, [18L 211 123) 124} [26]]. Considering this
model, having a,, > 3 is either unlikely or impossible; thus, the value of 16.8 is either maintained for higher a,, or
higher values should not exist [26]]. However, it is difficult to provide precise rules as this construction is incomplete
and subjective. Still, this model has been perpetuated in all the subsequent studies. The expression by Hinatsu et al.,
has been adjusted in the same manner at 80°C, which yields (TT).

Moreover, the fact that the expression of 4;,, by Hinatsu et al., in (9), incorporates a temperature dependency
is very useful. It allows the adjustment of the equations to the real working temperature at a,, > 1. Ata, < 1, an
interpolation between the equations of ’Springer et al., and Hinatsu et al.,” could eventually be undertaken to obtain
Aeq at a more precise temperature.

S (g 0.043 + 17.81a,, — 39.85a2 + 36.0a3, a,, € [0, 1] 10,
14 +1.41a, - 1], a, €11,3]
. 0.300 + 10.8a,, — 16.0a2 + 14.1a, 0,1
AZImatsu (aw) — + Ay a,, + a,, ay € [ ] (11)
9.2+43]a, —-1], a, €11,3]

As evident, these equations are built in two parts, which result in stiffness at a,, = 1. Consequently, oscillations
occur during the implementation of the models. To improve the numerical results, the liner expression ’for a,, € ]1, 3]
by Springer et al., has been changed by Bao et al. who presented a unique and general equation for all a,, values [31]].
As the connection between A, (a,, = 1) and A, (a,, = 3) was arbitrarily made linear, at first sight, no impediments
were observed to this change. This is discussed in Section However, Bao et al., interpreted Springer’s work
differently. They considered that there is a discontinuity at a,, = 3, where A, increases from 16.8 to 22 [31]]. In our
analysis, the value of 22 is provided for experiments conducted at 100°C whereas 16.8 is evaluated at 80°C. Only one
of them must be chosen depending on the working temperature, which is 80°C in our case. Thus, we slightly modified
the expression proposed in [31] to obtain a more adapted equation, which is expressed as [LL5L131]].

1
deg = 5 0.043 + 17.81a,, - 39.85a;, + 36.0a} | - [1 — tanh (100 [a,, — 11)]
(12)
1

*3 |14 +2.81 — exp (~Kinape [ay — 11)|| - [1 + tanh (100 [a,, — 1])]

Different values of the mathematical factor K. allow the experimenter to model a smooth transition (Kgape = 2)
or a sharp jump (Kgape = 20) between the "two ends of Schroeder’s paradox" [31], as shown in Figure @ It is
important to remember that this is purely a mathematical model formulated for modelling purposes and that the
physics considerations are lost at this point. In this study, the use of a small Kqp., such as Kgqp. = 2, is suggested to
ensure that we do not stray excessively far from the physics involved, as discussed in Section[2.7} At this point, it is
apparent that a better theory on equilibrium water content must be formulated to connect the physical considerations
of Ay ¢q 10 Ay ¢q-
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Figure 6: Comparison between Springer’s piece wise expression and Bao’s function for water content equilibrium with different values of Knqpe

Finally, the expression for 4., proposed in this study is expressed as (I3) and has been emphasised. It is built
using Hinatsu’s expressions at 80°C while adhering to the form proposed by Bao et al’. This expression is compared
with that of Springer et al., in Figure[7]
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1

g =5 0.300 + 10.8a,, — 16.0a2, + 14.1a3 | - [1 - tanh (100 [a,, - 11)]
(13)
1

ts 9.2+ 8.6 [1 = exp (~Kiape [a = 11)]| - [1 + tanh (100 [a,, = 1])]

2.6. Water activity: a,, - an overview

The water activity a,,, in this study, quantifies the ability of water to humidify the membrane from the catalyst
layer. According to the Schroeder’s paradox, the more condensed the membrane the better the results. Two different
definitions, @) and @), are widely accepted in the literature; however, the use of one against the other has, to the
best of our knowledge, never been explained. We considered this as an important lack of information that often creates
confusion. Thus, this Section attempts to explain both these definitions. Furthermore, a new approach is proposed in
Section 271

The original definition, which is expressed as (I4), has been proposed by Springer et al., [13] and pursued by Ge
et al. [28]. If only vapour is considered, a,, is equal to the water humidity as is commonly considered in all areas of
physics. However, a,, is allowed to be greater than 1 and to increase until 3, which corresponds to a mixture of vapour
and liquid water. The value of a,, = 3 refers to only pure liquid water.

PP = CL for pure vapor
A sat SN—— sat
= ideal gas law ( 14)

3, for pure liquid water

ay

where P (Pa) is the vapour pressure, P, (Pa) is the vapour saturated pressure, C (mol.m™3) is the vapour concentra-
tion, and C,y (mol.m™>) is the vapour saturated concentration.

10
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The drawback of this model is that no explanation has been provided regarding the characterisation of a,, when its
values are higher than 1. It is implicitly mentioned that the expression of i is sufficient, which is questionable. When
vapour is fully saturated at a,, = 1, condensation starts and vapour pressure “diminishes to create liquid water. However,
condensation is not instantaneous and more vapour can be introduced in the control volume through desorption or
diffusion, which counterbalance the condensation and leads to a pressure increase; eventually a,, > 1. However, the
greater the P > P,,, the greater the amount of condensation (as discussed in Section @ Thus, a,, is not likely to
increase significantly. Springer et al., considered an arbitrarily a limit of 3 for a,,, which, for them, corresponded to
the water activity of pure liquid water. However, this value could not be attained considering only vapour in water
activity a,,. Thus, although it is acceptable to have Pi > 1, it is unlikely to increase until 3. Two extrapolations
are then possible to present acceptable results with a mixture of vapour and liquid water. One such method has been
extensively employed in the literature and explained below. The second method is a new approach proposed in this
study and discussed in Section[2.7]

Within the scientific community, liquid water is often considered in the expression of a,, in addition to vapour
[[7, 177, 118l 24]. Regarding Springer’s work, a,, is reconstructed following certain rules. First, a,, € [0,3]. Then,
a,, € [0, 1] corresponds to a vapour phase in the catalyst layer whereas a,, € [1, 3] fits a mix of vapour and liquid
water. Finally, a,, grows with the condensation of water. One method of fulfilling all these requirements is expressed
as (T3). However, it is not the only solution as any power can be added to s for fulfilling these criteria. There are no
clues that (T3)) is the more accurate one for modelling the fuel cell.

A

C
+2s = — +2s (15)
Pus —— Cyy

ideal gas law

a,,

where s is the liquid water saturation (explained in [3.1)

This idea offers the advantage of being suitable for use in one-directional (1D) models as vapour and liquid water
are considered as one unique and homogeneous fluid. It is a global perspective. However, it must be noted that this
is a model that incorporates only a few physical aspects. Using a coefficient of 2 in i + 2s counterbalances the fact

that a,, is extended from 1 to 3 as the results would be the same when using z— + s W1th a,, only extended from 1 to
2. This is further explained in Section[2.7]

Finally, there is another equation in the literature [[15} 26], which is less employed. This expression, expressed as
(T6), is an extrapolation of the activity definition for vapour of (TI4). Here, liquid water is considered as a gas and its
concentration in the pore volume is considered. However, we strongly discourage the use of this equation as it is not
compatible with Springer’s model. Indeed, the equation which governs A, is only suitable for an activity between 0-3
and the value of 3 is established for only liquid at the interface with the membrane and the catalyst layer. However,
with this last equation, for s € [0, 1] we obtain a,, € [0,5072] ! It is thus clear that this equation yields false results.

_ PH20
A Pvap0r+liquid _ c [1 S] + Mpy, 0
Py v Ciat
ideal gas law

(16)

ay

2.7. New method of interpreting A., and a,,

Previously, Sections @] and@]presented an overview of the current use of 4., and a,, in the literature. Further,
there limitations were highlighted. Thus, to improve the theoretical expression of the sorption flow between the
catalyst layer and the membrane in the fuel cell, a new approach is proposed here.

As evident, different experiences yield different expressions for A,,. When vapour is in contact with the membrane,
itis A, .. Whereas, when liquid water is in contact with the membrane, it is 4;.,. Previous studies attempted to link
them as one entity, as if vapour and liquid water were the same. Thus, the notions of 4, ., and 4;., disappeared under
Aeq- Another idea involved considering them as two distinct entities to render A,,., and 4; ., separate. A net separation
between the two phases in the CL was considered. With this, vapour and liquid water have different behaviours in
the CL and must be modelled differently with spatial distinction. Then, in a same area, dissolved water interacting
with vapour yields a A, value different from that in case of dissolved water interacting with liquid water. The former
used the polynomial equation of 4, ., and the latter reached the value of 4;.,. This consideration offers the huge
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advantage of suppressing the idea of an activity of 3 for a,, and the linear link between A,., and A,.,. The water
activity maintains its common form »— and only corresponds to vapour.

However, this idea requires e1ther of following two conditions. First, a very precise three-dimensional (3D) model
is required, and subsequently, several sorption flows in the catalyst layer must be considered, one for each vapour or
liquid water zone. Second, the proportion of liquid water at the membrane surface compared to the vapour one must
be known, and subsequently, a global A, built on these proportions must be considered. We believe that the latter idea
is more relevant as it does not require the use of a precise 3D model and thus leads to a good compromise between
physics and computing time. However, it needs a function ¢, (S P for surface proportion). This function accepts the
liquid water saturation s, which is the known volume proportion of liquid water in the pore volume, as presented in
[3.1] and outputs the corresponding surface proportion that a volume of liquid water requires for the total CL surface.
However, ¢, appears complex and not that prevalent in the literature. The resulting A, is highlighted in

/leq (aWs S, ch) = /lv,eq (aw) [1 — Psp (S)] + /ll,eq (ch) Psp (S) (17)

It is noticeable that the linear link between A,., and A;., proposed by Springer in (I0) is reachable using (I7).
Indeed, using the hypothesis of fully saturated vapour (a,, € 11,3] for Springer), Springer’s values for 4, ., and 4;,
and a very simple ¢y, function for which the surface proportion is equal to the volume proportion : ¢y, (s) = s, it is
possible to obtain the following development.

Aeg (a5, Tpe) = 141 = 5]+ 16.8s
=14+ 1.4[1+2s - 1]

(18)
Puat | 9g - 1}

=14+ 1.4

sat

~ 14+ 14][a, — 1]

Springer’s proposition implies that the volume proportion of liquid water in the CL pores is identical to its surface
proportion, which is an important simplification. A more accurate relation for ¢y, is needed to propose a better model.
This also leads to another consideration. The link between A,., and A;., proposed either by Springer et al., or Bao
et al., and shown in Figure [6] incorporates a certain physical meaning. For Springer, the linearity of the link induces
that ¢, (s) = s. Thus, for Bao, it is not possible to accept any value for K4, as all of them induce implicitly one
expression for ¢,. Thus, it appears reasonable to use the value of K, = 2 for having an expression close to but
bigger than the linear equation; meanwhile, an accurate expression of ¢, is obtained.

Furthermore, it is then tangible based on the previous development that the number 3, in Springer’s extension
of a,, from 1 to 3, does not have any absolute importance, provided the number 2 is used in a,, = 3— + 2s. They
counterbalance each other, and any value can be considered for the maximum of a,,, provided it is counterbalanced in
the expression of a,,.

Springer’s proposition also requires that vapour is always fully saturated when liquid water is in the stack. How-
ever, although it is frequently true, it is not always the case. One scenario could be indeed that liquid water appears
next to vapour over-saturation. Then, for certain reasons, vapour is quickly removed out of the stack in sufficient
proportion such that vapour becomes under-saturated while liquid water does not have the time to fully evaporate.
Then, the mentioned hypothesis supporting (I0) is invalid in this case. The proposed relation in (T7) does not suffer
from all these drawbacks.

Finally, the procurement of ¢, has another useful consequence in this model in terms of the calculation of the
overpotential 77, as presented in Section @ It facilitates the determination of the value of sy, which is the limit
value of s for which the entire surface in the triple point region is occupied by liquid water.

2.8. Water sorption at the ionomer/CL interface: Jorp

In the catalyst layer, at the triple points, there is a water conversion between the pore regions, where vapour and
liquid water exist, and the membrane where water is in a dissolved form. This water conversion, referred to as S 4, in
study (Figure[I), corresponds to a water absorption or a desorption and occurs in the entire volume of the catalyst layer.
It is different from a flow, which is matter transport from one volume to another through a surface. This conversion
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happens in one volume and is then volumetric. Because of the discontinuity of matter at the interface, Fick’s law does
not characterise this flow. More complex phenomena are indeed at stake, which complicate the existing laws. Thus,
these laws have been improved during the past decades [[7,[16}28]]. In this part, the authors have attempted to provide a
clear and accurate expression of the sorption term S ,,,,,, based on the most recent and original studies [[17, 18,28} 32].

First and foremost, the following general expression (I9) is commonly accepted in the community [7, 17, 18] 24]
321 [33]]. It corresponds to the sorption of vapour and liquid water to dissolved water in the membrane.

S sorp = ywp‘zwm—:‘ [4eq - 2] (19)

where Vo,p (s™1) is the sorption rate.

This expression is meaningful. Indeed, A, represents the value of A at equilibrium. Itis a virtual variable. Thus, as
long as A is different from A,,, a water flow exists between the membrane and the catalyst layer seeking equilibrium.

The coefficient ‘;\"/}—eq facilitates a conversion of the water content to the water concentration in the membrane to
finally express a water flow. However, to eliminate the need to track the membrane swelling in the model, Springer et
al. converted his widely used results for a dry membrane model [[13]]. This idea was pursued in most of the subsequent
studies, and this is why the constants pyem and M,y are used in these equations.

Finally, the sorption rate coeflicient expresses the velocity of this sorption. For a given gap between Aeq and 4,
the value of y changes S, and renders the flow as more or less important. This important coefficient has been
evaluated in different ways and sometimes misemployed. It was challenging to determine sorption/desorption rates
v in an actual PEMFC, and somewhat arbitrary values, ranging as 0.1-100 s~', were generally used in the literature
[32]]. The value of y = 1.357! is the most encountered [[7] 24]).

However, it was determined through experiments that the sorption rate of water is not constant. It depends on the
volume fraction of water in the membrane and the absorption and desorption rate of water are also different. Ge et
al. [28]] presented a more accurate expression for S s,,, in 2005. It was then slightly modified by adding H,; term to it
[34], and is expressed as (20) [17, 18} 28} 32].

pmem
Ssorp = Vsorp _M [/leq - /l] (20a)
eq
1141057, 2416] -7 |
Yo = —7 e ? fel,  for an absorption flow
Ysorp = He (20b)
4.59-1075f, 2416[3(]]—3—%] .
Ya= =g e fel, for a desorption flow
AV,
h=o—5" (20¢)
Vinem + AV,

where f, is the water volume fraction of the membrane, V,, (m3.mol™") is the molar volume of water, and V.
(m*.mol™") is the molar volume of dry membrane.

The coeflicient &,,., as discussed in Section @ should have been added in this equation to consider the volume
fraction of the ionomer in the catalyst layer. Indeed, the sorption flow appends in the catalyst layer where the ionomer
is only a fraction of the overall volume. This fraction is not universal and depends on the stack conception. This
variable should then be considered for more precise modelling. Adding tortuosity considerations with &},. would have
been even better (as seen below in Section @]) However, in both sets of values for the sorption rate, the separation
of &, from these constants has not been made. It is probably implicitly contained in these coefficients and as their
experimental values were not mentioned in the original papers, it is not possible to extract it. Thus, g, cannot be used
with these experimental results, although it would have been suitable for more precise modelling.

One important question remains. In a biphasic state for water in the catalyst layer, is S, a vapour, a liquid
matter conversion or both ? Ge et al. provided an answer to this. If liquid water is fed, it would be in direct contact
with the membrane. The water content of the membrane at the membrane/GDL interface is assumed to be instantly in
equilibrium with liquid water [28]]. Thus, S, is originally a vapour matter conversion.

Finally, Hu et al. [16] proposed to separate S 4, into two matter conversion when water is in two-phase, one for
vapour S ., and the other for liquid water §,.,;. The use of liquid water saturation variable s was proposed to
weight this cutting. This idea is presented in (2I). However, we discourage the implementation of this idea. This
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is because after implementing this in our own models, we obtained undesirable results. Immediately after crossing
the saturated value and the apparition of liquid water, vapour concentration decreased until it became undersaturared,
whereas liquid water still existed. Both of them reached an equilibrium. Indeed, with this law, once liquid water
appears, it has the ability to interact with condensed water in the membrane and not only with vapour. Thus, the above
equilibrium is made possible as liquid water evaporation in the cathode and its transport to the GC is balanced by
liquid water sorption from the membrane. We believe that this type of equilibrium must not happen and thus S,
must only be a vapour conversion matter.

_ Prmem _ _
{S sorp,y — kSU"P qu [1 S] [/leq /l] (21)

— Pmem
Swrp,l = ksurpM_;S [/leq - /l]

2.9. Water production at the interface of the triple points: S poq

Water is mainly produced by the classic and expected fuel cell reaction at the triple point interface in the cathode
catalyst layer. This water production is mainly related to i ., which corresponds to the current generated in the external
circuit. However, it is also related to iy, which corresponds to the short circuit current density (discussed in Section

0 [9.4), when the reaction occurs normally but the electrons have passed through the membrane instead of the external

370

circuit. This equation is expressed as[22]

It is unclear whether it is initially produced in vapour, liquid, or dissolved form in the membrane. Similar to Jiao
et al. [7], we propose the implementation of this matter conversion term of the membrane in the triple points zone
to consider a water production in dissolved form. However, it is very easy to change this assumption by placing the
following matter conversion term in another differential equation.

2FH,’ (22)

S bethe in the CCL
d =
pro 0, elsewhere

where S p0q (mol.m™3.s7") is the water production in the membrane at the triple points zone, H,; (m) is the catalyst
layer thickness.

Additional water is also produced in the stack as a result of the crossover of hydrogen and oxygen, as discussed in
Section This is referred to as S .,. However, this time water can be produced in both anode and cathode catalyst
layer. This water production must be directly linked to the crossover flows, again assuming that these flows pass
instantaneously through the membrane, as if it were of zero thickness. Moreover, it is assumed that all the matter that
has passed through reacts instantaneously to yield water [35]]. The associated equation is expressed as (23).

2-S80,,c0. inthe ACL
Sco =S Hycon in the CCL (23)

0, elsewhere

where S ., (mol.m=2.57") is the crossover flow of molecule i (hydrogen or oxygen) discussed in
Finally, the corrected expression of S .4 is expressed as (24).

RTyc

2k02 H_deCOZ R in the ACL
ifetise RT . .

Sprod = § 257 + kit 7 VmChy,  in the CCL (24)
0, elsewhere

2.10. Water content dynamic behavior

In the membrane, water content is governed by the following molar balances (equation [25a) [15] and boundary
condition (equation 25b). Two differential equations are employed. Indeed, contrary to the bulk membrane, in the
catalyst layer the membrane corresponds to only a fraction of the overall volume. This influences the governing
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equation with the addition of the ionomer volume fraction g, (Section @ Finally, it is noticeable that, &, is not
linked with the tortuosity. This link must only be considered for the expression of the transport flows.

Pmem OAdmem _ — . i
i 3;/1 = -V Jmem in the bulk membrane (25a)
PmemEme Oder _ i
;;eqm ==V Jmem + Ssorp + S proa» inthe CL
JEbmem _ (), at the ionomer border (25b)

3. Liquid water transport in the CL and GDL

3.1. Liquid water saturation: s

During the working of PEMFC, the amount of water generated by the chemical reaction along with the vapour
present in the inlet moist gas can be sufficient to reach vapour saturation and subsequently form liquid water in the
stack. This quantity must be controlled as it reduces the ability of the reactive gases to interact and thus reduces the
voltage. Owing to being a compressed phase, liquid water is densely located on the matter surface of the catalyst layer
and impedes the interaction of gases with it.

To have a comprehensive quantity, liquid water is measured using the liquid water saturation variable s.

s é Vliquid water (26)
Vpore

The values of s are between 0 and 1, O for the absence of liquid water and 1 for only liquid water in the pore”s
stack. Three phenomena govern liquid water evolution : capillarity, convection, and condensation/evaporation. Each
of them are discussed in the subsequent subsections.

3.2. Liquid water flows inside the electrodes and at their border

Inside the CL and the GDL, liquid water is mainly transported by a diffusive force: capillarity. It is named in this
work Jicqp and studied section @ In addition, a second flow exists : Jjqom. It is a consequence of gases motions,
which haul liquid water and thus referred to as a convective flow. However, as studied in Section @ it is a minor
flow compared to the capillary action case and is often neglected. Darcy’s law is used to characterise both of them.
Finally, the sorption flow at the GDL/GC border is reasonably considered equal to the convective-diffusive flow at the
GC interface side : J; .. It is discussed in Section

3.3. Liguid water capillary flow in the CL and GDL: Jj ),

The capillary flow J; ., expressed as (27), indicates the ability of liquid water created inside the electrode matter
with vapour condensation to naturally diffuse through it [7, [17, 23] 26}, 130]. Capillarity is a specific case of diffusivity
for liquid phase. This equation is similar to Fick’s law, with a matter gradient Vs, and a variable diffusive coefficient
D,yp. Darcy’s law enables this construction, as discussed in Section[Appendix D.T}

It is noteworthy that (27) is derived from experiments involving water permeation through beds of sand, which
represents a significant simplification when compared to water permeation through the GDL. However, it appears to
be the best model currently available in the literature [/]]. Thus, new and relevant models are crucial. In this case, the
porous environment is considered homogeneous, its deformation negligible, and water flow must be sufficiently slow
to have a small Reynold’s number under stationary conditions [36]. The effect of gravity is also usually neglected in
the stack. However, this flow (27)) is historically expressed as kg.m™2.s~!, whereas, all the other flows in the literature
are expressed as mol.m™2.s~!. This formulation is retained in this review and adjustments are made to the differential
equations to incorporate this.

Jl,cap = _Dcap (s,&)Vs

27
Deay (5.€) = 52 cos (6.)] ([ £5°[1.417 - 4245 + 3.7895?| @7

where Jcqp (kg.m™2.57") is the capillary flow, o~ (N.m™') is the surface tension of liquid water, Ky (m?) is the intrinsic
permeability, v, (m?.s~") is the liquid water kinematic viscosity, 6, (°) is the contact angle of GDL for liquid water, e
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is the capillary exponent, and V is the gradient notation. To provide a better comprehension of this expression, certain
additional information are presented in (Appendix D.T).

It is noticeable that we decided to place an absolute value on cos (6,) although this is not frequently done. This
is helpful for always having a positive diffusion coeflicient D, to retain the negative sign commonly present in any
mass balance. In the literature, with cos (6.) being negative, the negative sign sometimes disappears in the global
equation. This renders the appropriate comprehension of the equation and the comparison between different sources
difficult.

Moreover, the capillary exponent e is an empirical one. This name and this letter are proposed in this study to
consider several values of e that exist in the literature. Indeed, the value of 3, named cubic correlation, is widely
used. It originates from sand/rock-type porous media with typical porosity of 0.1-0.4. As a PEMFC catalyst layer is
quite similar to sand/rock in terms of porosity and morphology, liquid and gas permeabilities in the catalyst layer are
calculated using the following cubic correlations. However, in recent studies, e is suggested to be between 4.0-5.0
for GDL porous matters with high porosities between 0.6—0.8. The cubic correlation may overestimate liquid perme-
ability, particularly at low liquid saturation [[7, [T7, 23} 30} [33]. These considerations are synthesised in (28).

{e =3, ife € [0.1,04] 8)
e€[4,5], ifee€[0.6,0.8]

Finally, for information only, it is worth knowing that J; ., (as well as J; ., in Section @ is based on Darcy’s
law, which is applicable only for creeping flow. This is a reasonable assumption inside the GDL and the CL. However,
for modern stacks that exploit the complex flow-field in the GC, such as the use of baffles, and which are operated
under high current densities (> 1A.cm™?), convective flows in the GC can penetrate the GDL. In these critical condi-
tions, Darcy’s law is not suitable. Here, Darcy-Forchheimer’s law is used to consider the additional inertial effects.
Further information can be found in the study by Kim et al. [37].

3.4. Intrinsic permeability: Ky

The intrinsic permeability K, is a measure of the ability of a porous matter to allow fluids to pass through it. The
permeability of a medium is related to the porosity, but also to the shapes of the pores in the medium and their level
of connectedness. It is a physical property of the matter. The Tomadakis and Sotirchos (T&S) model (equation [29)
for an effective diffusivity can be used to calculate single phase permeability in random fibrous and porous media
(2411381 139]. Notably, copying errors persist in the literature related to the use of this equation[29] The one considered
in this study corresponds well to the original expression [38]].

7

L — (29)

a+2 )
c e -

"TBINER [1 g [ [fas e

where r; (m) is the carbon fibre radius, obtained at 4.6 - 107% m [39] or 3.16 - 107% m [24], &, is the percolation
threshold porosity, obtained at 0.11 [24}[39]], and « is a fitted value, obtained at 0.521 for in plane direction and at
0.785 for through plan direction [24,|39].

Another element that is often neglected in the literature must be considered in the calculation of the intrinsic
permeability. This is the compression of the GDL, described by Bao et al. [40]]. Indeed, when the cells are assembled
together, a pressure is applied to them to ensure that the gases between each compartment are sealed. This compression
causes deformations in the structure of the GDL and therefore causes changes in the transport properties within it [41].
It is therefore necessary to modify the previously proposed model. The advantage of the proposal by Bao et al. is that
it fits any model for calculating the effective diffusivity before compression with the simple addition of an exponential
coefficient to account for it. However, this study has a limitation. It can only be used for structures with a porosity of
approximately 73% or 60%. Fortunately, this concerns a large part of the current GDL. Thus, the model of Tomadakis
and Sotichos augmented by the work of Bao et al, which can be renamed by the TSB model, yields the following
intrinsic permeability given equation [30]
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(30)

where (3 is a fitted value which varies with the porosity and the matter diffusion direction according to the following

table E] and &, is the compression ratio of the GDL, which is defined as the ratio of the thickness reduction to the
thickness of uncompressed GDL. According to Yim et al. [42], a value of 30% for &., which corresponds to high
GDL compression, is feasible and exhibits good performances. A minimum value of 15% should be given to &, for
low GDL compression.

B in-plane | through-plane
e~ 0.6 -5.07 -3.60
e~ 0.73 -3.51 -2.60

Table 1: Different values of the fitted parameter 81 according to the porosity and the diffusion direction of gases.

Table 2] presents a comparison between the value given by these equations and values found in other works.

TSB T&S | Hu[16/26] | Yang [18] | Wang [23] | Ye[30] | Meng [33] | Wang [43]
K" (m?) | 34100 [ 10712 7-10% [ 3.10 | 2.1075 [ 231072 1072 10712
(£=0.6) (e=0.6) (e=0.5-0.6) (e=07) (£=05) (e=0.7) (e=0.6) (e=07)
K¢ (m?) 0 141071 0 3:-10% | 5.107 | 21078 | 1078 10713
(e=10.25) (e=02) (£=0.12) (e=02) (e=0.12) (e=03)

Table 2: Comparison between the value given by Tamadakis and Sotirchos model and values found in other works

3.5. Water surface tension: o

Surface tension refers to the force that maintains a fluid at a specific geometry, which corresponds to its minimal
surface interface with another fluid; here, its liquid water with air. This allows the two fluids to minimise the energy
at their interface. In case of water, it is only a function of the temperature. It can be calculated using equation [3T][44].

o =2358x107° [ (31)

647.15 - Ty |">° 647.15 - T},
— 1-0.625———°
647.15 647.15

This equation yields at 80°C : o = 0.0627 N.m~!, which is close to the mainstream value in PEMFC literature of
0.0625 N.m~" [16-18] 24, 26, 43].

3.6. Liquid water convective flow in the CL and GDL: Jj .oy

Before proceeding, it is important to note that this liquid water convection flow J; ., is not that prevalent in
previous studies. It is sometimes neglected by certain models, as in the unsaturated flow theory (UFT) [45]146], and
sometimes cleverly but rigorously disappears in others, as in the multi-phase mixture model (M?) [46]. It will finally
be neglected in this study; however, we still discuss it here. The different theories that allow to proceed without its
use and the resolution methods to consider when it is present are discussed in this part.

Then, a description of J; .., is provided. As soon as liquid water is generated with vapour condensation, these
molecules are affected by gases motion. The diffusive flow of gases hauls liquid water molecules with their movement.
This flow, which is also a consequence of the use of Darcy’s law for calculating J;c,p, is expressed as @ [7,134] and

is demonstrated in

Profg €
cony — 32
. PN ¢y
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where J 1 cony (kg.m™2.s71) is the convective flow of liquid water, u, (Pa.s) is the gas mixture dynamic viscosity,
(Pa.s) is the liquid water dynamic viscosity, and u, (m.s™") is the gas mixture velocity.

There are several theories that allow this flow to be neglected. First, the unsaturated flow theory (UFT) [45] states
that the pressure of the gas phase in the two-phase mixture is constant along the porous media. This important reduc-
tionist assumption implies that the pressure variation of the liquid phase is equal to the capillary pressure variation,
fhat is, the gases are immobile in the porous medium using Darcy’s law and thus #, = 0 (see demonstration[Appendix|
[D.1] for details). The convective flow of liquid water is thus cancelled out. This theory has been widely deployed in
the fuel cell literature of two-phase flow through porous media.

The UFT theory was not used in this study because the assumption of a constant gas pressure in the stack is very
limiting. It is only this convective flow J; .., that has been assumed to be negligible and is therefore not considered
further in this study. This assumption, although reductive, is justifiable. First, in terms of magnitude, this flow is not
that major compared to the capillary flow. Moreover, for the cathode, liquid water is affected by both vapour and O,
motions in the electrodes. However, vapour and O, have comparable flows in opposite directions. Thus, their impact
on liquid water is balanced. As a consequence, u, is small. This leads to a minor convective flow.

For further information, it is possible to do a more complex modelling. However, it would result in much more
complex equations and higher computing times because of the necessity of using Cauchy momentum equation to ob-
tain the velocity field. Whereas, in the model presented here, this is not necessary. Indeed, the velocity is not involved
in the system of partial differential equations (except in the GC, which can be circumvented with 1D modelling) and
thus, only the continuity equation can be used to solve this system, which is much easier to do. The classical method
for considering this convective flow phenomenon, which can be renamed as the multi-phase approach [46], involves
keep Jicony as it is in@]and to complete the system of equations with the Cauchy momentum equations. J; ., is then
considered in the liquid water saturation dynamic behavior by using V - (J capt+J I,C,,,,v) instead of V - J¢qp, as
done by Wu et al. [34].

However, another method has been developed to significantly reduce the number of equations involved, which are
very large in the classical method, although Cauchy momentum equations are still required. This is the multi-phase
mixture model (M?) and involves considering the differential equations of each matter present in different phases (here
water vapour and liquid water) as being a single multi-phase mixture. Consequently, the interactions between phases
disappear because the vision is more global. This method therefore allows to cancel both the liquid water convective
flow J; cony and the terms of evaporation and condensation of water S ,;, as dicussed in Section@ Furthermore, the M2
method offers the advantage of being as accurate as the classical approach and does not require any additional reducing
assumptions. However, it requires a slight revision of the present modelling structure by considering water as a single
entity, whether liquid or gas, for the solution of the system of differential equations. However, these changes are only
superficial and the numerical resolution techniques remain unchanged. Subsequently, it is also possible to separate
water by considering its two phases, knowing the velocity field. Further information and a better understanding of the
evolution of the equations in the M? model can be found in the study by Wang et al [46].

3.7. Liquid water convective-diffusive flow at the GDL/GC interface: J)coqi
As discussed in Section [6.1] if liquid water reaches the GC volume, it is supposed to be in the form of a spray

flow, similar to vapour as an ideal gas. C; 4 is the variable used to characterise it. Then, using the convective-diffusive
theory discussed in Section ??, it is possible to express the liquid water flow between the GDL/GC interface at the GC
side. This flow shown in[33]is considered to be the sorption flow at the GDL/GC interface, as explained in section 22,
and is used as a boundary condition at this interface.

h, [C,,gc - C}“‘Sr] 1, at the anode
Jl,codi = X (33)

h, [C}f“g‘fr - C,,gc] 1, at the cathode

where J i coai (mol.m™2.s7") is the convective-diffusive flow of liquid water, A, (m.s™") is the convective-diffusive mass
transfer coefficient of vapour, and C ;gﬁr (mol.m™3) is the liquid water concentration in the GC at its interface with the
GDL. The use of A, is a consequence of the spray hypothesis for liquid water in the GC. Moreover, J o4 is generally
expressed in mol.m™2.s™!, contrary to Jcqp, which is generally expressed as in kg.m™2.s7".

Similar to the discussion in Section ??, it is necessary to have a relationship between C}f“fr and s;"jler, which is the
liquid water saturation in the GDL at its interface with the GC. However, to the authors’ knowledge, this relationship
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C}fg‘?r =f (sl,“;ler) does not exist in the current literature. This is an important research gap and we encourage the
community to conduct experiments to determine it. Meanwhile, a major simplification is suggested to perform the
calculations. In this study, it is assumed that all the liquid water in the GDL suddenly passes as a spray on contact with
the GC boundary, even before crossing it. It is assumed that these droplets are all identical with a spherical volume
of radius r; = 10~ m and that their behaviour is similar to that of water vapour studied here. Thus, it is possible to

calculate an associated concentration C;"’;l’ . Finally, it is assumed that Cf”"fr = C;"”;l’ , which leads to the equation @I)
8 1 .8

_ Eedl inter
hy [ Crge Nl,(%ﬂrz)sgdl 1, at the anode

Egdl inter __
h, M) Sl Cjgc| 1, at the cathode

Jicodi = 34)

where r; (m) is the water droplet radius and Na (mol~") is the Avogadro constant.

3.8. Water phase change rate: S ,;

In the stack, it is also important to consider the mole variation of liquid water owing to its evaporation or forma-
tion with vapour condensation. From kinetic theory, assuming an ideal gas, by neglecting the interactions between
individual molecules, and using constant overall phase change rates [7]], the net mass transfer of the evaporation and
condensation can be estimated. It is commonly expressed as the following equation@] (17, 118l 123] 24 130} 133} 143]].

g Ycond€ [1-s]x, [Cv - Cv,sat] ) if C, > Cv,sat (35)
)l = P .
' _')/evapgsﬁRch [Cv,sat - Cv] , IfC, < Cv,sat

where S,; (mol.m=3.s7") is the phase transfer rate of condensation and evaporation, that is, the amount of liquid

water formed/deformed per unit of volume, ycong (s71) is the overall condensation rate constant for water, and Yevap
(Pa~'.s7") is the overall evaporation rate constant for water and x, the mole fraction of vapour.

Both constants ycouq and ¥e,qp should be used carefully as, in the literature, they are given in two different units.
A direct comparison of their values is thus impossible. Moreover, several sets of values exist in the literature, as
presented in table in the appendix, and the evaporation rate is usually greater than the condensation rate. The
values proposed by Hua Meng: yeong = 5 - 10°s~! and Yevap = 1045~ Pat, appear to be the more adapted as the
proposed values were well justified by numerical studies conducted in the study [33]. The given values are small
owing to the rapid phase transition. This is critical because a modelling algorithm should then have a small time step
to track this phenomenon. Thus, it should last longer for computation.

Finally, as the water phase change rates are strongly affected by the local conditions such as mass and heat transfer,
the accuracy of this calculation on the macroscopic level remains debatable [7]].

3.9. Liquid water saturation dynamic behavior

With all three previous phenomena considered, it is possible to write the dynamic behavior of liquid water as
(364), with its boundary conditions, as (36b).

Os
pHZOSE =-V. Jcap + MH;OSVZ (36a)

JEbmem — . at the ionomer border
{ : (36b)

J;,rdl,gc = pr,0Na (%an) J1codi, at the GDL/GC border

4. Vapor transport in the CL and GDL

4.1. Vapor diffusive flow in the CL and GDL: J ;5

Concentration gradients dominate transport in the electrode and convection is thus neglected. Indeed, owing to
frictional effects, the velocity of the moving gas stream tends towards zero at the electrode—channel boundary. In

19



560

570

580

590

the absence of convective mixing, concentration gradients can form within the stagnant gas of the electrode [8]. To
express this flow, a simple Fick equation is used, which is expressed as (2?).

Jvais = =DV C, (37)
where J, 4 is the vapour diffusive flow and Df,f s the vapour diffusion coeflicient.

esf
il

The effective diffusivity of two species i/j is a method to consider the real gas diffusion coefficient in the stack
regarding the porosity and the tortuosity of the matter plus the space occupied by liquid water. Indeed, the usual binary
diffusivity D;/;, explained in Section[4.3] is commonly calculated in open space, which is a very different environment.
Tortuosity is considered for describing the additional impedance to diffusion caused by a tortuous or convoluted flow
path. Notably, the GDL and the CL have different structures and thus matter therefore flows differently in them.
Moreover, these structures are anisotropic, which implies that their evolution depends on the spatial direction taken.
Thus, it is necessary to consider these differences in the mathematical expressions used to describe the effective
diffusivity.

The Bruggeman model is the most commonly used expression [8, [15] [17, [18] 24} 39, 43| |47]]. It introduces a
coeflicient 7 which can vary between 1.5-4.0 [8, 48], depending on the pore structure configuration. Highly ‘maze-
like’ or meandering pore structures yield high tortuosity values [8]. However, the Bruggeman model overestimates
the effective diffusion coefficient of GDL [49] as it is based on the porosity of packed spherical particles rather than
cylindrical fibers that make up the GDL. In contrast, Tomadakis and Sotirchos proposed another model for randomly
oriented fibrous porous media to investigate chemical vapour infiltration through fibrous composite matters with the
porosity gradients [39]. Based on this, Nam et al. [47] proposed the use of the Bruggeman model for the CL and the
Tomadakis and Sotirchos model for the GDL. They also adjusted these models to consider the liquid water saturation.
Thus, D;’; 7 is expressed as (38).

4.2. Effective diffusion coefficient of two species i and j: D

&' [1 - s]" Dy;, at the CL (Bruggeman model)
Diff =1 [ea|" > . . (38)
1 £ [ﬁ] [1-s]"D;;, atthe GDL (Tomadakis and Sotirchos model)

where 7 is the pore structure coeflicient, commonly obtained at 7 = 1.5 for PEMFC [39]. Further, D;/; (m?.s~ 1) is the
binary diffusivity of two species in open space, &, is the percolation threshold porosity, obtained at 0.11 [24,39], and
« is a fitted value, obtained at 0.521 for in plane direction and at 0.785 for through plan direction [24) 39].

&, is the minimum porosity with an open void space connectivity, which is required for diffusion or permeation
through the matter. Tomadakis and Sotirchos found that &, = 0.11 was the percolation threshold porosity for a
random, two-dimensional (2D) fibrous structure determined by extrapolating the results of their model to the porosity
in the absence of mass transport considerations [38} [39]].

A different correlation for effective diffusivity also exists; however, is proven to be more accurate only for fuel cells
working at high temperature. PEMFC are thus not concerned with this. This correlation is expressed as Df/szf =Dy j%
(8.

Another element that is often neglected in the literature models is the compression of the GDL, described by Bao
etal. [40] and discussed in Section[3.4] It is therefore necessary to modify the previously proposed model. It should be
noted that this modification concerns only GDL and not CL. The elastic characteristics of GDL results in it deforming
to greater degree than CL (or GC), whose deformation can be neglected. Thus, the model of Tomadakis and Sotichos
augmented by the work of Bao et al, which can be renamed by the TSB model, yields the following effective diffusion
coefficient for the GDL given equation 39}

£ &' [1 = s]" Dy, at the CL (Bruggeman model)
/) =

ok L 39
il s[ﬁ] [1 - s]*e®*Dy;, atthe GDL (TSB model) (39)

l-¢,

where 3 is a fitted value which varies with the porosity and the diffusion direction of gases according to the following
table
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B> in-plane | through-plane
e~ 0.6 -2.05 -1.59
e~ 0.73 -1.04 -0.90

Table 3: Different values of the fitted parameter 3, according to the porosity and the diffusion direction of gases.

Finally, to present a complete work, it is assumed that the electrolyte has the same tortuosity characteristics as that
of the catalyst metal particles.

4.3. Binary diffusion coefficient: D;;;

As mentioned before, diffusion coefficient are usually calculated in open space. However, in PEMFC, gas species
are not alone during their transport in CLs and GDLs. They are diffused with other species and this coexistence
influences their diffusion. For simplicity, only two gases are usually considered at the same time, nitrogen being
assumed to not interfere. Consequently, both species in contact share the same diffusion coefficient. This is why we
consider binary diffusion coefficients.

For a binary system of two gases i and j, D;;; is a function of temperature, pressure, and the molecular weights of
both species [8]. Two close expressions, fitted from experimental data, are available in the literature and expressed as

(@0) [8] and (@T) (18l 24. 39, 43].

Du,o/m, = 1.644 - 107 [%]2'334 [%]

Dw,0/0, = 3.242 - 1073 [%]2'334 [%]

(40)

Their background being given, we believe that the expressions (@0) which has been emphasised is more adapt-
able. The expressions (1)), mainly used in the literature, originate from a unique source, which do not explain its
calculation. Moreover, D,., which is the vapour diffusion coefficient at the cathode, and D;, the dioxygen diffusion
coefficient, are slightly different in (@1I)) although they are the binary diffusivity of vapour and dioxygen in the GDL
and thus should be equal. This may be owing to nitrogen in the fuel cell; however, the explanations were not given in
these studies.

Tr 1" [101325
D =1.005-107* — 41
H,O/H, [333] [ P ] (41a)
1.75
D, =2982- 107 [1£ | 101323
T 175 101325 (41b)
Do, =2.652- 107 [ 55| [1232]
Table ] presents a comparison of both equations with data obtained from other sources.
O’Hayre [8]] Yang [18]] Hu, Pasaogullari [16}26] | Jiao [7] | Nam, Bultel [47,50]
(at 353 K and 1.5 atm) (at 353 K and 1.5 atm) (at 353 K and 1.5 atm)
Dyu (m2 - s’l) 1.256 - 10~ 7.420-10°° 54571073 1-107 0
D,. (m2 - fl) 24771073 2.202-10°° 22361073 1-107 0
Do, (m*-s7') | 2477-107° 1.958 -10°° 1.806 - 1073 0 2.9-1075

Table 4: Comparison between the values given by the mentioned expressions for the binary diffusion coefficients and values found in other works
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4.4. Vapor convective-diffusive flow at the GDL/GC interface: J, coqi

To obtain a complete model of matter transports in the stack, the sorption flow between the GDL and GC must
be considered. This flow, in this work, is approximated by another flow. It is easier to calculate and is named here as
vapour convective-diffusive flow at the GDL/GC interface: J, .,4;. There is a slight difference between these two flows.
Jyv.coai OCcurs only in the GC and characterises a vapour flow between the GDL/GC interface at the GC side and the
core of the GC. Whereas, the desired sorption flow characterises a vapour flow between two layers: the GDL and the
GC. However, it is reasonable to conclude that both concentrations at the two interface sides balance instantaneously,
considering the tiny volume which characterises the molecules bound at each interface side. Thus, without matter
accumulation, the sorption flow at the GDL/GC interface is the same value as that of the convective-diffusive flow
J, v,codi-

In the literature, J, .4 is often referred to as a convective flow [§]. However, the authors believe that this term is
confusing and decided to rename it as a convective-diffusive flow. This flow results from the coupling of an external
convective mass transfer in the GC flow direction owing to the pressure difference between the inlet and outlet of the
GC, and a diffusive mass transfer between the GC interface and its core that transverse to the external convective one.
It is expressed as (??), which is based on the diffusive theory, considering the external convective flow characteristics
[8, 51]]. More information regarding the creation of this equation and the formation of the convective-diffusive mass

transfer coefficient 4, are given in[Appendix D.

hy |Cyge — CI™T |1, at the anode
Jv codi = { [ N 8 ]

[C;“;ef - Cv,gc] 1, at the cathode

(42)

where h, (m.s™!) is the convective-diffusive mass transfer coefficient of vapour, C{[‘;,i.r (mol.m™3) is the vapour concen-

tration in the GC at its interface with the GDL, and  is a unit vector along the x-axis. Notably, A, is not an "effective"
coeflicient because the convective-diffusive flow happens in the GC where vapour moves into an empty space.

To use this equation (??), it is essential to obtain a relationship between C‘v“gzr and C‘v“;,‘l, which is the vapour
concentration in the GDL at its interface with the GC. Indeed, C‘“ger is unknown whereas C ‘mzrl is accessible owing to
the diffusion theory discussed in ??. This request is similar, although slightly different, to the relationship between

Aeq and a,,. Indeed, dissolved water in the membrane is linked with vapour concentration in the triple points region.

However, to the best of our knowledge, this relationship C ‘V“;‘Zr =f (C‘vmedrl) does not exist in the current literature. This

is an important research gap and we encourage the community to conduct experiments to determine it. Meanwhile,

the following simplification is suggested : C‘v“;ir = C"1t el which leads to equation (??).

v,gdl

h, [Ci";{l C‘,,gc] 1, at the cathode

h, [C‘ oc — C‘mer] 1, at the anode
Jv codi = (43)

where Cmte o (mol. m™3) is the vapor concentration in the GDL at its interface with the GC.

Flnally, one implied hypothesis is considered when a convective-diffusive flow is mentioned. The dividing line, or
boundary between convective-dominated flow inside the core of the GC and diffusive-dominated flow inside the core
of the electrodes must occur at the interface between the GC and the GDL. This is a reasonable assumption for medium
current density operation (approximately 1-1.5 A.cm™2). However, it can change depending on the flow conditions,
flow channel geometry, or electrode structure. For example, at very low gas velocities in the GC, the diffusion layer
may stretch out into the middle of the gas channels. In contrast, at extremely high gas velocities, convective mixing
may penetrate into the electrode itself, causing the diffusion layer to retreat. However, its exact location is difficult to
define and calculating the true diffusion layer thickness in these situations requires sophisticated models [8], such as
the one proposed by Kim et al. [37]. They are not considered in this study.

4.5. Water effective convective-diffusive mass transfer coefficient: h,

For calculating h,, it is common to use Sherwood number S, which links 4, to D,, as shown in (@4) [8]. The
Sherwood number is a dimensionless number used in mass-transfer operations to compare convective-diffusion with
classical diffusion.
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h, =8y (44)

Then, fitting the data given by O’Hayre [8]], with a correlation coefficient R?> = 0.9869, the authors obtained the
following expression for S, which is dependent on channel geometry only. However, equation (@3) only applies
along with the hypothesis of a uniform density along the gas channel.

Wee Wee
Sp=0.9247-1n 7 +2.3787, forH €[0.2,10.0] (45)

gc gc

where W, (m) is the width of the gas channel.

4.6. Vapor concentration dynamic behavior in the CL and GDL

Finally, having considered the previous phenomena and knowing that the same phase transfer rate S; is used to
consider condensation and evaporation, the following dynamic behaviour of vapour concentration can be given. (??)
corresponds to a molar balance of vapour in the CL or the GDL whereas (??) matches the boundary conditions at the
CL/membrane and the GDL/GC interfaces.

0
8& (1-s]Cy) = _V'Jv,dif_ssorp_svl (463)

(46b)

Jlfl’”’e"’ = 0, at the ionomer border
8ALEC _ J, odi»at the GDL/GC border

5. Vapor transport in the GC

To complete water evolution in the stack, water concentrations in the gas channels must be considered.

5.1. Vapor convective flow in the GC : J, cony

The flow in the gas channels is convection dominated, and the driving force is the pressure at the flow channel
inlets [7]. Within the GC, convection ensures that the gas streams are well mixed. This ensures that concentration
gradients do not occur [8]. Then, GC being similar to a classical pipe, J, cony 1S Simply expressed as (27?).

Jv,conv = Cvug (47)

where ug (m.s™!) is the gas mixture velocity, considering that all gases evolve at the same speed. As gas transports
in flow-fields follow classical fluid mechanic equations and are highly dependent on the chosen geometry for the GC,
the calculation of the gas mixture velocity u, is not detailed in this study. Many GC configurations exist and continue
to evolve over time. For example, it is possible to consider interdigitated, serpentine, baffle, or porous flow fields. All
of them have a major and different impact on the stack performance and each of them require a specific study, which
is not the purpose of this study. However, it is important to keep this in mind for in-depth modelling.

5.2. Simplified vapor flows at the inlet and outlet of the GC: J*

v,in/out

In real conditions, gas flows at the inlet and outlet of the GC are dependent on the auxiliary system: the nozzles,
manifolds, humidifiers, and compressor. Other components can also be added depending on the installation that is
simulated. Pukrushpan et al. proposed a very simple model involving these components [9]], which has been refined by
Xu et al. [52] and Shao and al. [53]] while remaining simple. However, this significantly complicates the calculation
of the inlet and outlet gas flows. Thus, in practice, during the building of a simulation, it is a good idea to have
a simplified model for these flows to first check the accuracy of the matter transport simulation in the stack. The
equations mentioned in this study are already numerous, complex, and dependent of one another. Thus, being able to
verify the algorithm before using a more complex model is desirable.
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Inspired by Pukrushpan’s and Clancy’s work [9} [54], we propose simplified equations for the inlet and outlet
water flows at the GC. Pukrushpan’s study is useful in case of the inlet flows whereas Clancy’s publication proposes
an adapted form of Bernoulli’s principle for compressible adiabatic flows of ideal gases, which is useful for the outlet
flows.

At the inlets, the goal is to directly link the flows with the current density is.. Indeed, an increase of iy means
an increase of fuel consumptions and so a need for an increase of fuel inlet flows in order to avoid fuel starvation.
Such a link for fuel inlet flows is easy to produce considering that they are injected in the stack proportionally to their
consumed flows in the CL. The expressions are given section [7.I} Then, in order to have on an ongoing basis a fix
value of the inlet relative humidity, it is necessary to also link water inlet flows with the current density. In practice,
these water inlet flows are built based on fuel inlet flows expressions [9]] considering that gases are ideals and gas
channels have cuboid shape. What makes these equations, given in (@8a)), simpler is that no auxiliaries are considered
and so this amount of matter is directly delivered in the inlet of the GC, whereas in reality it has to pass first through
different components which would impact the expressions. A demonstration of these expressions if given
and ppendix D)

At the outlets, the objective is to express the flows as a function of the pressure difference between the GC and
the outlet pressures. This expression must be different from the one proposed for the inlet flows because the outlet
flows are not controlled by a compressor. They are naturally evacuated owing to pressure differences. Typically, it is
assumed that the outlet pressures of the GC directly matches the desired pressures P, 4.; and P, 4.5, Which are fixed by
the user. However, the method by which these outlet pressures is achieved is not specified here. With this simplified
configuration, it is possible to express the outlet flows, as expressed in equation (??), using Bernoulli’s principle for
compressible, adiabatic, and steady flows of ideal gases [54]. The assumptions considered here are quite strong, as
the flows are not compressible or steady in reality. However, this approach allows for the use of a simple expression
that provides initial results while awaiting the implementation of auxiliary systems.

Jase = PuinPsat Salfe  Aua
v,in Puin=PuinPsac 2F Hg Wy
age age
‘]v,out - Cvuout . (483)
D in Psar 1 Sﬂlﬂ‘ At

Jese =
vin — Pein=P jin Psat Y0, ext 4F Hg(‘Wgr

cge cgc
Jv,out - Cvuout

2 Y H
gc /_I%il (ch = Pyes), if ch > Pes

Uy, = (48b)
0,if Pge < Pges

where A, (m?) is the active area, us;, (m.s™!) is the outlet velocity of the matter mixture at the GC, Py, (Pa) is the
desired pressure fixed by the user, and v, is the heat capacity ratio of the matter mixture, considered here as the dry
air capacity ratio for simplifications, which is y, = 1.4.

5.3. Vapor dynamic behavior in the GC

Finally, assuming that no phase change occurs in the GC, the following dynamic behaviour of vapour concentration
can be obtained. (??) corresponds to a molar balance of vapour in the GC and (??) matches the boundary conditions
at the GDL/GC interface, inlet, and outlet of the GC.

aC,
ot

=-V. Jv,conv (493)

8dh8e _ J. codi» at the GDL/GC border
) s (49b)

infout.g¢ _ J8¢ at the inlet/outlet of the GC

v v,in/out’

6. Liquid water transport in the GC

6.1. Different ways of modeling liquid water in the GC
In the literature there are three major methods for modelling liquid water in the GC. The first, proposed by Pukrush-
pan et al. [9], is the simplest and involves considering liquid water as a spray flow, as only a small amount of liquid
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water is supposed to exist there. These liquid droplets are assumed to be finely dispersed (with zero volume) owing
to the strong gaseous motion in the GC and to have transport properties identical to those of vapour. Consequently, a
new variable is used, that is, the liquid water concentration in the gas channel: Cjg..

Second, several studies have identified similarities between the porous structure of the GDL and the channels of
the GC flow-field, although the order of magnitude of the sizes are not the same [18} 55H65]]. Thus, they proposed
to continue the use of the liquid water saturation variable s and to use Darcy’s law, with a porosity equal to 1, for
modelling liquid water transport, as dicussed previously in Section[3.3] This attempt further justified by the fact that
liquid water can reach up to 10% of the total mass flow rate in the GC [66]], which weakens the Pukrushpan hypothesis
of a spray flow.

However, as long as 3D complex PEMFC flow-fields are modelled and high current densities are reached (2 ~ 4
A.cm™?), Darcy’s law alone is not sufficient to consider liquid water transport. Thus, Darcy-Forchheimer’s law is
recommended instead [37]. This is an important consideration because the use of advanced GCs, for example baffles,
is becoming the norm in modern fuel cells to achieve much higher power densities. In this scenario, GC geometry often
result in gas flow penetrations into the GDL owing to strong convection. Consequently, extensive modelling is required
to consider the 3D geometry of the GC and determine the location of the boundary between the convection-dominated
flow within the GC core and the diffusion-dominated flow within the GDL core, which is not a flat boundary anymore.
This high-level modelling, partially introduced by Kim et al. in 2017 [37], is not that comprehensively discussed in
this article.

Pukrushpan’s model has been used in this study for modelling liquid water transport in the GC. Darcy-Forchheimer’s
law requires sophisticated modelling, which is not considered in this study. Moreover, Darcy’s law, although compat-
ible in the current stack model, does not fit well into models that consider all the auxiliaries in addition to the stack.
To the best of the authors’ knowledge, the auxiliaries are generally still modelled using simple equations wherein only
gas flows are considered. Therefore, these models require liquid water to be considered as a gas stream and it is more
appropriate to consider from the GC.

Finally, as liquid water is modelled as a gas, Section ?? is the referenced Section for transports in the GC. Thus,
here equations are presented without deeper explanations.

6.2. Liquid water convective flow in the GC : Ji ony
Owing to the GC being similar to a classical pipe, J; cony is simply expressed as (50).

Jl,canv = Cl,gcug (50)

where u, (m.s™") is the gas mixture velocity, considering that liquid water evolves at the same speed as that if the
other gases.
6.3. Simplified liquid water flows at the inlet and outlet of the GC: J§; Jout
To characterise the liquid water outlet flow, a hypothesis is made: liquid droplets are moving at the same speed as
that of the gas mixture leaving the GC : u5,,. Consequently, using the definition of a flow, which is the product of the

concentration and velocity, it is possible to express a simplified liquid water outflow based on hypothesis made in ??.
These flows are expressed as (31)).

Jim =0
i = Citlou 51
JCgC — 0

Lin

cge _ cge
Jl,out - Cluoul

6.4. Liquid water dynamic behavior in the GC

Finally, assuming that no phase changes occur in the GC, the following dynamic behaviour of liquid water con-
centration can be obtained. corresponds to a molar balance of liquid water in the GC and matches the
boundary conditions at the GDL/GC interface and the outlet of the GC.

0Cgc

ot =-V- Jl,conv (523)
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]
Jginloutse _ y8¢ ¢ the inlet/outlet of the GC

1 Lin/out’

{ Jedhee _ g Leodi» at the GDL/GC border

7. Hydrogen and oxygen transports

The hydrogen and oxygen behaviours are very similar to vapour transport in the stack. Thus, the following
70 governing equations are provided without deeper explanations.

7.1. Hydrogen and oxygenﬂows: JHz,dif; ]Hz,cudh JHZ,Conw JOz,dif7 JOz,Codir J02,conv

Hydrogen diffusive, convective-diffusive, convective flows, and inlet and outlet flows at the AGC are respectively
expressed as (33).

_ eff
Jhyaif = —Dyy” VCp, '
T teoti = ity | Chtyage = C |1

JHz,conv = Cqug (53)
Ju o = Salfe _Aga
Hyin = 37 H W,
agc
out

JHz,out = CHZM

Oxygen diffusive, convective-diffusive, convective flows, and inlet and outlet flows at the CGC are respectively
expressed as (54).

Jo,dif = —Deocfvcoz
Joz,codi = h02 [Cgfggdl - COLCgC] l

JOz,conv = COZug (54)
_ Secife _Auy
Jo,in = ZF HeeWee

— cgc
J Oy,0ut = COz Uout

7.2. Hydrogen and oxygen consumption at the interface of the triple points: S m, cons

Hydrogen and oxygen consumption are respectively expressed as (33) and (36).

S -5, inthe ACL 55)
Hacons = R elsewhere

S -1, inthe CCL 56)
O2cons = R elsewhere

It is possible to add terms to this hydrogen and oxygen consumption by considering the crossover. Indeed, the

membrane is a material chosen to be impermeable to gases so that hydrogen and oxygen do not mix directly, which

770 would prevent any electricity production and would also be dangerous. However, the membrane is not perfectly
impermeable to gases and a small amount can pass through it, in both directions. Thus, certain amounts of the
hydrogen and oxygen that were supposed to react through the fuel cell mechanism instead pass through the membrane
and react via direct contact, producing water. Thus, certain amount of the matter is lost and unused. This phenomenon
is referred to as crossover and the equations governing it are described here. The equation describing the production
of additional water by crossover is presented in Section[2.9]

The crossover flows are Sy, ., and S, ., and are expressed in mol.m™3.s71. Tt is better to consider them as
volume flows because they penetrate the membrane which is dispersed in a volume at the level of the catalytic layer.
To calculate them, Fick’s law is classically applied between the two interface of the membrane [10, 135} [67H70],
represented by a gradient V,,, as seen in[57)and 58]

1
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70  where k; (mol.m™'.s7' .Pa™") is the permeability coefficient of molecule i (hydrogen or oxygen) in the membrane.
An experimental expression for these permeability coefficients was proposed by Weber et al. in 2004 [10, 168} [69]
and provides the most accurate prediction to date as this coefficient is a function of both A and T'.. Another experiment
was conducted later by Kocha et al. in 2006 [70], which did not consider the variation of A in k;. Gas permeability
in PEM fuel cells depends strongly on the conditions of the membrane, such as its hydration level and temperature.
Consequently, changes in operational conditions cause fluctuations in k; [70]. The Weber proposal is expressed as

(59) and (©0).
[0.29 +2.2f, (1)] 10714 exp( = [% - H) ifA< ey
1.8- 10 exp (E“‘;;'Z’ [% - #]) i = Ay

ref

(59)

ki,

[0.11 + 1.9f, ()] 10714 exp( i [r% - %]) ifA< ey

k02 = 14 act 0.1 1 1 .
1.2-10 exp( 2 [Tref - T—ﬁ]) lf/l = /l/,gq

(60)

where Ey g, = 2.1 - 10*J.mol™" and Euro,0 =22- 10*J.mol™" are the activation energies of hydrogen and oxygen,
respectively, for crossover in the under saturated membrane, E,..p,; = 1.8+ 10*Jmol™" and E . 0,; = 2.0 - 10*J.mol™!
are the activation energies of hydrogen and oxygen, respectively, for crossover in the liquid-equilibrated membrane,

70 Try = 303.15K is the referenced temperature in this study, and f, the water volume fraction of the membrane
described in[2.8]

After the hydrogen and oxygen molecules have passed through the membrane, the consumption of the corre-
sponding complementary molecule, denoted as S; 4504, must be considered. However, the existing equations in the
literature oversimplify this process [35]. They assume that the matter passes instantly through the membrane as if it
were of zero thickness and that all of the arriving matter reacts immediately with its complementary molecule to form
water. Based on this assumption, the equations can be written as (61) and (62)).

—-2-80,¢0, inthe ACL
S Hywasted = o 61)
0, elsewhere

(62)

—0.5-Su,c0, inthe CCL
S 0y,wasted =
0, elsewhere

Finally, the corrected expressions of S; .,ns, considering also the short-circuited current density i, is expressed as

(63) and (64).

Tfetige RT. ]
5, |5~ W VnCr, + K0,V Co ], inthe ACL .
2 ’ elsewhere
ifetige RTy. )
S 0y coms = e Rk, 9,Co, + 229,Cn,|. i the CCL o
0, elsewhere
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7.3. Hydrogen and oxygen concentration dynamic behavior in the CL and GDL

800 The hydrogen dynamic behaviour is given by the molar balance of H; in (63a) and the boundary conditions at the
CL/membrane, GDL/GC interfaces, and inlet/outlet of the GC in (63b).

‘Z? ([1 = s]1Cn,) = =V - JHydif + Sty cons»  in the anode (65a)
6;12 =-V- ,]Hz,convv in the AGC
JZ;’””” =0, at the CL/membrane border
J flil’gc = JH,,codi»  at the GDL/GC border (63b)
Jzz/w”’g” = Ju,injout>  at the inlet/outlet of the GC

The oxygen dynamic behaviour is given by the molar balance of O; in and the boundary conditions at the
CL/membrane, GDL/GC interfaces, and inlet/outlet of the GC in (66b).

8% ([1 = s1Co,) = =V - Jo,dif + S 0,.cons» in the cathode
aCo. . (66a)
012 =-V. Joz,conv, in the CGC
J f,lz’mm =0, at the CL/membrane border
JE"5 = Jo,coai»  at the GDL/GC border (66b)
T35 = Jo, inou.  at the inlet/outlet of the GC

8. Nitrogen transport

For nitrogen transport modelling, it is important to assume that N, is homogeneous everywhere in the stack (MEA
and CGC). This allows us to continue using the binary coefficients for calculating the flow of oxygen and water at the
cathode. Thus, in the differential equation shown below as @I), the control volume is the combination of the cathode
and CGC volume. The inner flow of nitrogen is not considered. This is a reasonable assumption as no nitrogen is
consumed in this process. In this study, the N, crossover is not mentioned as it is useful only in very specific modelling

sto tasks. Please refer to [71] for more information.

Thus, nitrogen evolution is fully dependent on the inlet and outlet flows at the CGC. Similar to the vapour situation
discussed in Section ??, simplifications of these flows are suggested to obtained preliminary results before the addition
of auxiliaries.

8.1. Simplified nitrogen concentration flows at the inlet and outlet of the CGC

The inlet concentration flow of nitrogen in the stack is expressed as (67) and the outlet concentration flow ex-
pressed as (68) (the demonstrations are available in the appendix).

1- Y0,,in Scifc Aucl

Wh,in = 67)
Noin Y0,.in 4F chLgc Wgc
Wi out = Crtytigys (68)
Where ;ﬂ = 2o
0, Yo,
8.2. Nitrogen concentration dynamic behavior in the cathode
The nitrogen dynamic behaviour in the cathode is expressed as (69).
dCn,

dt = WNz,in - WNz,out (69)
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9. Voltage polarisation

In general, in the literature, the current density iy is imposed by the operators independent of any other variable,
and the resulting voltage is calculated or measured. However, it must be considered that during extreme conditions
such as extreme fuel starvation or extreme membrane drying, it is not possible to have an imposed current density.
Such a model would lead to false values such as negative voltages. In reality, the stack cannot possibly follow the
imposed current density and thus the following equations become false or incomplete. As these extreme situations are
not considered here, it is then important to work with acceptable values.

9.1. The apparent voltage: U,y

To calculate the apparent voltage U, in a fuel cell, many phenomena must be considered. First, the equilibrium
voltage U,, yields the maximum amount of energy available in the reaction H»(g)+ O2(g) — H»0 (/), using thermody-
namics. Consequently, several losses must be considered. To obtain interesting current density values, certain amount
of the equilibrium voltage must be sacrificed in driving the chemical reactions on the surface of the electrodes. This
voltage loss is referred to as overpotential . Naturally, a fuel cell provides a very low current density; that is, the
cathode exchange current density iy. This is because of the kinetics of the reactions at the cathode, which are very
slow. However, the electrical load that is imposed is generally much higher. Thus, to keep up with the load, certain
amount of the equilibrium voltage is naturally sacrificed to accelerate the rate-limiting step of the reduction reaction.
In contrast, at the anode, the overpotential is usually neglected, because the anode kinetics are sufficiently swift.

Then, the concentration losses are indirectly considered in this study as part of the equilibrium voltage’s U,, and
the overpotential’s 7 expressions. Fuel crossover and internal short circuit current, which also impact Uy, are con-
sidered in the expression of the overpotential ;7. Finally, both proton and electron electrical resistances counterbalance
the electrostatic forces at stake and thus reduce the equilibrium voltage.

Based on these assumptions, the following relation is obtained for the cell voltage [, (7, 8 [15]:

Ucenn = Ueq I/ ifc [Rp + Re] (70)

where Uy (V) is the cell voltage, U,, (V) is the equilibrium voltage, 1. (V) is the cathode overpotential, R, (Q.m?)
is the area specific resistance of the protons, and R, (Q.m?) is the area specific resistance of the electrons.

9.2. Equilibrium potential at the cathode

In the literature, the anode potential is usually set to zero. Thus, the equilibrium voltage, also referred to as the
Nernst equation, is equal to the cathode equilibrium potential and its expression based on thermodynamics is (71}
[[7-9] 24131}, 143L[72], where P,.; (Pa) is the reference pressure taken at 10° Pa.

. RT c RT cCH acl 1 RchCO ccl
Uy=V =E"—85-107*[T,, —298.15] + —L |1 Jerthad ) | g (2 0d 71
q eq [ f ] 2F n Pt 2 . Prer 7y

where E° (V) is the standard-state reversible voltage taken at E° = 1.229V, Cy, .1 and Co, ce (mol.m™3) are the
H, concentration at the anode catalyst layer and the O, concentration at the cathode catalyst layer, respectively. These
concentrations must be considered at the triple point regions as they are the place where the reactions occur and thus
the chemical energy is converted here. Choosing the catalyst layer for the fuel concentrations also facilitates the
partial incorporation of the concentration loss phenomenon into this expression. This is further discussed in Section
@ Thus, the theoretical maximum amount of energy that can be taken from the chemical reactions, that is, the Gibbs
free energy, is linked with the fuel concentration in these regions. Then, the Gibbs free energy is transformed to have
the expression of a potential, referred to as the equilibrium potential U,, and expressed as @

9.3. The overpotential at the cathode 1,

As mentioned before, 77, corresponds to a voltage loss which compensate the energy needed to accelerate the low
kinetics reactions that are at stake in the stack. However, the hydrogen oxidation reaction is so fast that the resulting
overpotential at the anode is negligible compared to the one at the cathode. So, only the cathode overpotential is
considered in this work.
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9.3.1. A mistaken trend in the literature

In the literature, many different equations for the cathode overpotential can be found. Each author had their own
method for calculating it. Despite their differences, they are similar in their formulation. All are said to be based
on the Butler-Volmer equation, which appears in the literature to be a general equation that describes this physical
phenomenon, although liberties have been taken in its rewriting. Moreover, certain authors proposed the addition of
coefficients to this equation to consider more phenomena, such as drying or flooding of the electrodes. The complex
equation that we propose here to illustrate this trend in the literature corresponds to the combination of the
expressions proposed by Fan et al. [24]], Bao et al. [31], and Dicks [S]. An explanation of the different terms added is
presented below.

However, as Dickinson et al. indicated in their article [[73]], this trend in the literature is not good. The use of
the true Butler-Volmer equation has not only been distorted, but also too much is expected from this equation by the
authors performing modelling. This criticism is explained in detail later in[9.3.2] and an acceptable, though relatively
simple, equation is consequently provided.

Ke
1-2a, 15 1 1 (I=5cc)€cCoy cc 4F(1-a, 4Fa,
ife +in=ay, " (1= see) 166?{53 exp( [T—f - ﬁ])[—lcelf = ’} [exp(—lng:I )77,) - exp( RT[; Uc)]
: o
Mo+ 11 A/ Iecr+ 1P~ e[ 1- 2= | (72)
ay = 1
P-%]

K. = Koexp -4 - - 5

where a.. is the activity of solvated protons, i, (A.m~?) is the internal current density, i(r)egﬁ (A.m™?) is the referenced

exchange current density at the cathode at 353.15K, E,.; (J.mol™") is the activation ene jgy term, R (Jomol"'.K™1) is
the universal gas constant, T,.¢ (K) is the referenced temperature taken at 353.15K, C (mol.m™3) is the reference
concentration of oxygen, k. is the overpotential correction exponent, a. is the charge- transfer coeflicient of the cath-
ode, K, is the acid-base equilibrium constant, K? is the standard acid-base equilibrium constant, and AH® (J.mol™) is
the standard enthalpy of reaction. In the study by Fan et al. J{;fss (A.m~3) is used and its link with lge3f53 (Am™?)is:
re f re, f

=J

fo353 = Jo 35381,
Next, certam explanations are provided to globally understand each of these terms, although as discussed later, the

use of a few of them is discouraged or should be modified.

First, the internal current density i, is used here to consider the fuel crossover in the membrane [3], as explained
in Section

Then, the activity of solvated protons a, is used here to consider the influence of a significantly dry membrane on
the exchange current density. It is done for analysing start operation and current ignition [31]]. Moreover, as shown in
Figure[8] at 7 = 353K and A > 1, a, ~ 1. Thus, it does not impact the equation for a hydrated membrane.

The purpose of (1 — seer)'? is to consider the impact of the flooding on the stack voltage by examining the covering
effect of liquid water on the active area of the catalyst. If the liquid saturation at the CCL increases, the active area
of the catalyst becomes covered by liquid water and the cell voltage drops. Moreover, Xu et al. proposed to replace
this term with : % The idea is similar although reaching a certain value strictly between 0 and 1 (referred to as
sim here) is sufficient to make the cell voltage drop to zero. Indeed, the surface of the active area, where the reactions
occur, could be completely filled with water before its volume is covered. However, the value of sj;,, was not given by
the author and thus it would add another undetermined parameter in the model, which must be numerically estimated.
One method to determine an analytical expression for sy, is suggested in Section However, these terms are a
very simple method to consider the cathode flooding impact on the voltage as the relations are linear.

In this equation, the referenced exchange current density at the cathode 162{53 is a referenced constant obtained at
a given O, concentration and at 353K. Thus, to obtain the working value of the exchange current density iy, it is

1 1

necessary to convert i Ty Tye
K

O 353

by adding other terms. First, the expression exp( act [ 0353

]) 1s a way to convert i ref

(1=5cc1)€c1Coy cel

ref
Co)

from its referenced temperature to the working one. Subsequently, converts ig‘gg53 from its referenced
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Figure 8: Plot of the activity of the solvated protons function of the water content

values of Cop, to the working ones. The overpotential correction exponent . is introduced in this study and is an
undefined positive number usually between [0.25,4.0], although it is possible to exceed this interval. It should be
estimated for each specific stack [[15, 124} 131} 148, [72} [73]].

4F(1-a.)
T

The term exp ( RT, nc) —exp (— %’h) is the last piece to link the current density iy, to the overpotential 7. The

parameter a. is referred to as the ‘charge-transfer coefficient’ and is the proportion of the electrical energy applied that
is harnessed in changing the rate of an electrochemical reaction by changing the size of the activation barrier. Its value
depends on the reaction involved and the material used for the electrode; however, it must be in the range 0-1.0. For
most electrochemical reactions, a, ranges within approximately 0.2-0.5 . At the oxygen electrode, the charge-transfer
coeflicient exhibits greater variation; however, it is still between approximately 0.1-0.5 in most circumstances. For
‘symmetric’ reactions, . is generally taken as 0.5 [SL18]].

Furthermore, it is important to use Co, .; in the calculation of 7., because the overpotential occurs at the triple
point region. This indirectly contributes to the modelling of the concentration losses, as discussed in[9.5]

Finally, to obtain an explicit expression of the 7. function of i, simplifications are made. The first solution

4Fa,
RT e

working condition. However, this simplification yields false results for very low current densities, and the breaking
value of iy for which it is not usable is dependent on the constant value chosen for the expression of 77.. Thus, it is
difficult to obtain a reliable threshold. However, according to our results, this simplification should be sufficient for
current densities greater than 0.01 A.cm™2. The expression built and expressed as is a Tafel form as it refers to
the early work of the Swiss chemist Julius Tafel who determined this equation based on experimental data.

involves simplifying one of the two exponentials in (72)), that is, the negative one. exp (— nC) is negligible at every
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. . ref Ke
e = RTy, In 1 1 ifetin 1 CUZ
¢ AF(l-a.) as (1=5ee)™ i(rgss exp(Eact[ 1 1 ]) (1=scet)ecCoy cel

R | Trep  Tre
[ecr+11= e+ 1P =42 1- 25 | (73)
ay = 1
2[1-2]
AHO | 1 1
Ke = Kg exXp (—T [T_ﬂ - m])

Another method to obtain an explicit expression of 7. function of iy, is to impose the value of . to 0.5. This way,
the two exponentials are symmetrical and the mathematical function sinh appears, which can be easily reversed. This
equation, expressed as (74), offers the advantage of being usable for all current densities.

RT . . Cre/ Ke
re . 1 1 petin 1 0,

= ——L—arsinh| ~— L

Ne = TFi-ay 2a; (1=s.e)™ T, CXP(EZ”’[T,L f_#]) [(1%,,)8,1COW,

et 1= e+ 1P ~4Aca 1- - | (74)
a4+ = -]

K, =K exp(—AT?U[ﬁ - ﬁ])

One important point in the expressions of 7. in the literature is that it is linked with many undetermined parameters:
Qs i(rgﬁ and k.. The modelers must adjust them using experimental data for each fuel stack studied. It is not possible
to use predefined values for these parameters because the Butler-Volmer equation is in essence an empirical treatment
that does not mechanically model electrochemical processes [8} [73]. This parameter estimation should be performed
only once per stack studied. Any changes in operating conditions following this adjustment should always lead to
consistent results when a good model has been established. Moreover, adjustments to these parameters must be made
within given ranges that make physical sense. It is generally legitimate to restrict their minimum and maximum values

with physical considerations. These notions will be addressed in a future study.

9.3.2. A fair use of the Butler-Volmer equation

Dickinson et al. [73] highlighted two important features of the overpotential equation. First, the general form
proposed in originates from a misreading of the Butler-Volmer equation, although it has been copied many times
and is now the most popular version of that equation. This is because this equation contains a single dependence on
oxygen concentration and this applies equally between the two processes of oxidation and reduction (each modelled
by an exponential), which is contrary to the essence of the Butler-Volmer equation. It is true that this error disappears
in practice when the simplifying assumptions appear, giving rise to the (73) and (74) equations; however, but it is
important to not create a model on the wrong basis.

Second, the Butler-Volmer equation is not derived from a theory that correctly describes the processes involved
in the overpotential for a fuel cell. It is derived from a theory that describes much simpler processes, and its use
for stacks is in fact a major simplification. It is therefore illusory to add terms to it in the hope of improving its
predictions. Dickinson recommends using only the Nernst equation to model the hydrogen oxidation reaction (or
even using a linearised Butler-Volmer equation, but this is not covered here as it is negligible under most operating
conditions) and the Tafel equation to model the oxygen reduction reaction. This reduces the overall complexity of
the models, makes them clearer to the community because the number of variants is reduced, reduces the number
of undetermined parameters involved, which will have to be estimated experimentally when the model is put into
practice on a real stack, and reduces the numerical instability of the models under abnormal operating conditions.

This simple Tafel equation, which is recommended for use, is expressed as (79).

Ke
. . ref | Comect Fa
ife + iy = z(rff Cfe;c exp (RT C nc) (75)
0, Je
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where igef is the referenced exchange current density at the cathode.
To improve precision in the calculation of the model voltage, or to consider certain defects such as electrode
flooding, the Butler-Volmer equation must be abandoned and a rigorous multi-step mechanism-based model must be

implemented. This type of model still needs considerable research before it can be used [[73]].

9.4. Internal current density: crossover and short circuit

In the fuel cell, there is a slight amount of matter that naturally crosses the membrane, although it is supposed to
be impermeable to it. This causes a voltage drop. This can be oxygen or hydrogen and is referred to as a crossover,
or in case of electrons it is referred to as an electronic short circuit. These two phenomena together correspond to the
internal current density, as expressed by [76]

in = im,Hz + ico,Oz + g (76)

where i, ; (A.m~?) is the internal crossover current density of the molecule i (hydrogen or oxygen) and i, (A.m~?) is
the internal short circuit current density.

During a crossover, the matter that was supposed to react according to the fuel cell mechanism instead passes
through the membrane and reacts with its complementary molecule by direct contact. Thus, matter is lost and unused,
as are the electrons it carries. This crossover volume flow of matter through the membrane, S; ., discussed in Section
can be linked to a flow of lost electrons for calculating i,,, knowing the number of electrons that every molecule
carries. This is expressed as

ico,Hz = ZFHL‘ISHQ,C() = 2FkH2RchVmCH2 (77)
im,Oz = 4FHclS02,Co = 4Fk02RchVmC02

During an electronic short circuit through the membrane, the reaction between oxygen and hydrogen occurs nor-
mally on either side of the membrane, except that the electrons released by the hydrogen do not pass through the
external circuit. Consequently, they do not contribute to iy, and manage to pass through the membrane as well, al-
though it is designed to resist them. There are few articles on this subject. The equation presented here, which has
been standardised since the work of Giner-Sanz et al. [67] for more general use and expressed as (78), contains
several assumptions that severely restrict its use. This is an experimental work, performed on a single commercial
Nafion®117 membrane, which used linear voltammetry. The measurements were performed under constant temper-
ature and relative humidity of the incoming gases, with only the pressures being varied independently at the anode
and cathode without the need for them to be equal. It was therefore considered that the pressure is the determining
variable for calculating i ., although in reality at least the temperature is a dependent variable as well. Moreover, the
pressure variations are relatively small: between 1.12—1.45 bar at the cathode and only between 1.01-1.06 bar at the
anode. Considering these strong limitations, further and larger experimental tests are required to refine these results
[67].

Ise = Lo
o = e (78)
{rm =1.79- 107 | 55| " [—151‘?25]038

where ry. (Q.m?) is the area specific short circuit resistance.

Giner-Sanz et al. proposed a physical explanation for the link between the inlet pressures of the stack and the
internal electronic short circuit. Increasing the gas pressure in a PEMFC can result in two opposing effects on the short-
circuit resistance. It can increase the effective interfacial contact area between layers, thereby decreasing resistance.
However, it can cause porosity and morphological changes, which may increase or decrease resistance depending
on the specific characteristics of the PEMFC. Whether an increase in pressure will result in increased or decreased
resistance depends on the relative importance of these two effects. However, further research is needed to confirm this
hypothesis [67].

Next, on a more general level, it is interesting to understand how this internal current density affects the voltage
of the stack. To the authors’ knowledge, there is no clear information on this in the literature. Here we present a
possible physical explanation that would aid in understanding this link. The crossed hydrogen and oxygen molecules
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do not all react directly with their complementary molecule, although they are located in the same layer of matter. The
distance and the presence of other molecules prevent easy contact between them and thus a high number of reactions
per second. However, they are drawn to the catalytic sites because of the attraction generated by the overpotential of
the stack, which enhances their reaction kinetics. By participating in this attraction, they is an additional weight to the
overpotential, which must be higher to produce the same current through the stack. Similarly, the internal short circuit
current density is an additional weight to the overpotential as certain electrons that need to be supplied to the external
circuit are kept inside the stack by passing directly through the membrane. Thus, certain amount of the attraction
produced by the overpotential has been wasted.

Mathematically, this impact translates into the addition of i, to if. as expressed in However, as mentioned
by O’Hayre et al. [8] and contrary to that proposed by Dicks et al. [3], the addition of i, to is. only concerns the
overpotential and not the electronic and proton resistances. Indeed, these resistances are only concerned with the
external current density and not its internal losses.

Finally, it is important to know that the internal current density is weak, approximately 0.01-0.05 A.cm™2. At
normal working conditions it is highly negligible. However, at low current density, it has a major impact. It is
responsible for the open circuit voltage of fuel cells being approximately 0.95 V, which is far lower than the Nernst
potential of approximately 1.2 V. Thus, accurate modelling of these losses is essential to develop PEMFC models that
accurately replicate the experimental behaviour of PEMFCs operating at low current densities.

9.5. Concentration losses

Under bad operating conditions, O, and H, concentrations can dramatically drop leading to a major voltage loss.
This happens because U, is directly linked with fuel concentrations, as discussed previously. Several causes could
lead to this phenomenon, referred to as concentration loss.

Diffusion between the GC and the CL could lead to two different concentration losses. First, even if a good
control on the auxiliary system stabilises the fuel concentrations in the GC (which is generally the case), a rise in
fuel consumption at the CL, which is inherent to the increase in current density, reduces the fuel concentration at
the CL to increase the fuel diffusion from the GC to CL and reach equilibrium. This is an inevitable concentration
loss (at constant pressure in the GC) and is dependent on the diffusion characteristics of the stack, load, and fuel
concentrations in the GC (and so the operating conditions) [8]. Second, diffusion flow in GDL has physical limits that
cannot be overcome. Thus, near these limits, diffusion could be sufficient to fill the first active sites near the inlets of
the GC, but insufficient for satisfying those close to the outlets. In these last regions, fuel concentrations could quickly
reach zero, which would dramatically reduce the voltage (and cause important degradations to the cells) [8]].

Moreover, without a good drainage system, liquid water can build up and reduce the flow of oxygen to the cat-
alyst sites. This reduction can quickly saturate the ability to recharge the catalytic layer with oxygen, resulting in a
concentration loss.

In addition, N, crossover through the membrane could also lead to H, concentration loss as its accumulation leads
to a reduction in the H, partial pressure at a fixed total pressure. However, this can be overcome by wisely using an
ejector at the anode outlet, which ejects the gases in the AGC when N, is very important. This situation is comparable
with saturated vapour and liquid water accumulation in the anode.

Finally, one method of avoiding concentration losses is to have high stoichiometries, for example greater than 1.5.
It automatically leads to higher fuel concentrations in the stack and thus delays concentration losses. Moreover, the
minor and temporary concentration losses during the transitory state are more likely to have very low impacts on the
voltage as, being ruled by logarithm laws, voltage losses only occur at low fuel concentrations. In addition, having
high concentrations at the inlet of the GC helps to avoid concentration losses at the outlet. It works as a safety margin.

To consider all these phenomena, the following expression [I8] is mainly used in the literature.

RT 1 j
AViope = 1+ In|= JL . (79)
4F (022 JL—J

where j; (A.m™?) is the limiting current density. The value of j; is approachable and discussed in [8]. However,
this relation is a simplified approach of the concentration loss. It is only useful for black box and equivalent electrical
models for which the concentrations at the triple point zone are not accessible. Moreover, it has a big disadvantage of
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being dependant on experiments. The value of j; changes with the stack technology and with the operating conditions.
However, for all relations present in the literature, j; is presented as a parameter and no expressions are given. Thus,
it cannot accurately predict the concentration losses when the operating conditions change and is therefore limited.

Nevertheless, when the inside of PEMFC is modelled as in this study, the information regarding the concentration
losses are already there. Indeed, the concentrations at the CL are followed. So, concentration losses are already
considered in both equilibrium potential U,,, as in[9.2] and overpotential 7., as in[0.3] [8]. Any other voltage drop
should be added in this case.

9.6. Proton conductive resistance

9.6.1. Proton conductivity of the membrane: o,
The proton conductivity o is generally defined as (80).

Lo— (80)

A confusing habit is present in the literature. The resistance R, commonly refers to the area specific resistance r,,
in Q.m?. In theory, we have r, = R,dS. However, in practice, the resistance is the area specific resistance, and the
symbol R, is still used : "r, = R),". Thus, with this confusing convention, we have the following definition for the
proton conductivity (equation (81)).

= = 1)

Then, to calculate the resistance R, an expression of the proton conductivity in the membrane o, was obtained
experimentally by Springer et al in 1991 [13]] and is widely used in the literature [7, [15} [17} 18 24} 26} 30,31 |43]]. Tt
is expressed as (82).

(051394 - 0.3261exp 1268 | s = 7). fora > 1

Om = 1 1 (82)
0.1879 exp(1268 [m -7 ), fori<1
The linear part 0.51394 — 0.326 is obtained from measurement at 30°C and the exponential part allows the con-

sideration of other temperature ranges. An activation energy E,, = 10542 Jmol~' was measured and considered

independent of A. Then, the coefficient 1268 was calculated using 1268 = % = %. Moreover, below one water
molecule per charge site (4 < 1), the conductivity is assumed to be constant. The shape of this function is showed

figure [0}
In certain papers, this expression was inadvertently revised when A < 1, using a linear decreasing with 4, as in
(83) [30]. The goal was to "avoid negative conductivity".

o = 0.18794 exp(1268 [ﬁ - TLﬂ]) dfora<1 (83)

We discourage its use, although it intends to fix the o, expression, which reaches negative values if its expression
for 2 > 1is used for A < 1. However, the constant part in (82)) is mentioned in Springer’s original work [13]], although
only in the text and not in equation, which may be the source of the confusion. Moreover, although it is right to have
a conductivity that decreases with A for a 117 Nafion®membrane, it is exaggerated to yield o, = 0 Q'.m™! when
A = 0 and thus to obtain a perfect insulator with achievable conditions.

However, this expression (82)) has limits for modern models as it was evaluated using outdated membranes [19].
Recent models exist [20]], however none of them became widespread in the literature as they suffer from negative
aspects. Either they are based from outdated data, the data used are not accessible, or the use of the equation is limited
to one-phase consideration only, without liquid water. Thus, a strong study well documented with few limitations over
a large brand of membranes is highly expected from the community.
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Figure 9: Shape of the conductivity o, function of the water content A at 7'y, = 343.15K

Moreover, (82) has the disadvantage of being built in two parts (and thus has a discontinuous derivative), which
could introduce parasitic oscillations in the models when the discontinuous point is reached at 4 ~ 1. To avoid this,
the expression by Ramousse et al. can be used [[74]], which is expressed as ([84). However, it is based on outdated and
hardly accessible data and it yields o,, = 0 Q~'.m™! when 1 = 0. A comparison between Springer and Ramousse
expressions is presented in Figure [I0]

o = [0.001323 +0.02984? + 0.2658 | exp (EA [3;—3 - #])
E4 =2640exp (—0.61) + 1183

(84)

9.6.2. Proton conductivity resistance: R,

The proton conductivity resistance R, accounts for both the proton resistance in the membrane and the proton
resistance in the catalyst layer at the triple point, considering the path between the membrane and the reaction sites.
However, Springer’s relationship yields the conductivity in the membrane but not in the catalyst layer. Thus, other
studies have linked the catalyst resistance to the conductivity in the membrane. According to the transmission line
model [15} [75 [76]], the CCL resistance is equal to one-third of a membrane resistance of the shape of the CCL (H,,,
&me and the tortuosity 7 considered). The ACL resistance is also neglected. This second simplification is made because
the hydrogen oxidation reaction is kinetically facile and gas-diffusion resistances for pure H2 are negligible. Thus, its
reaction occurs in close proximity to the membrane, rendering a short path for proton transport and thus resulting in
minimal voltage loss in anode [[15 [75][76]]. Finally, the following equation @ must be used [[15] 26,43}, [75L76].

1 d 1 d
Rb = Ryem + 5Reet = f _x + 3 f al (85)

3 em Tm 3 cl 8;rnca—m
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Figure 10: Comparison between Springer and Ramousse expressions for the conductivity at 7'y, = 343.15K

10. Summary and outlook

This study attempted to synthesise and document the matter transport and voltage polarisation governing laws
proposed in the literature. New laws, being the combination of several ideas presented in the literature, have also been
presented. Certain expressions were discussed in detail, as they were more representative of the physics phenomena
at stake. A synthesis is presented in tables[5][6] [7] and

Finally, certain perspectives are discussed in this last section.

10.1. Model development

From this review, it is noted that more investigations are needed to model more clearly and precisely the processes
at stake. In particular, explorations should be undertaken to improve the water sorption at the triple points in a biphasic
state, the matter sorption at the GDL/GC interface, and the flooding impact on the voltage. Better modelling of these
processes requires more targeted experimental investigation at both the material and cell levels.

10.2. Model parameter identification

The values of involved parameters are determinative for model performance. As shown in Tables and [B.TT]
different parameters are selected and used in both mater transport and voltage polarisation models. The unclarified
selection and use conditions of these parameters could lead to poor model performance, and even model invalidity. In
addition, most of the available experimental data dedicated to model identification in the literature are outdated. The
data were mainly extracted from experiments at the beginning of the 1990s. When more recent expressions are given,
they are often based on outdated experimental or hardly accessible data, or usable only with strong limitations. Thus,
a strong well documented study with few limitations over a large brand of fuel cells must be conducted to update
the electro-osmotic drag, equilibrium water content, capillary pressure, and protonic conductivity expressions. The
components have evolved during the last years and the modern measurement protocols have become more precise
[[19]]. Tt is therefore highly necessary to update the database dedicated to model parameter identification. Overall, the
limitations of the identified model parameters should be well noted in the model development and use stages.
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However, the authors recognise that doing these precise experimentations is very challenging. This explains why
the equations in the literature are not unified, as they were done by different teams on different stacks and under
different conditions. It is therefore difficult to separate equations that model the same physical phenomenon but are
different. It also remains to be demonstrated that these equations from different operating conditions remain valid in
combination in a global model.

10.3. Targeted multiscale experiments

The development of both the matter and voltage polarisation models involves multiscale physicochemical phe-
nomena. The global operating conditions can only be controlled and assigned at the macroscopic level. However,
the matter transport and electrochemical processes are concerned at microscale to mesoscale. Most existing models
were developed without considering the link between the different scales. For instance, processes at the microscale
to mesoscale are often concerned with modelling the mass transport along the MEA and GDL. The corresponding
models were thus often built using the data from ex-situ characterisations without considering the impacts of dynamic
macroscopic operating parameters. It is questionable that the developed model can still conserve the performance
when the multiscale interactions must be considered, which is the condition in practice. Thus, to achieve more reli-
able models, experiments and model development must be undertaken with multiscale characterisations and analysis.
In these experiments, it is often necessary to combine macroscopic in-situ characterisations at the stack/system level
and ex-situ microscopic characterisations at the component/cell level. Moreover, the in-situ and operando characteri-
sation techniques are promising tools to gather the relevant microscopic data during operation [77].

10.4. Model resolution

As discussed in this review, the matter transport models, developed based on different theories, are governed by
partial differential equations (PDEs) based on the Navier-Stokes equations. It is mainly the conservation equations
which were used, as most flows are Fick-like ones [[/8]]. However, for more complex models that consider multidi-
mensional space (from 2D to 3D) or that consider convective flows within the GDL and CL, it is necessary to add the
Navier-Stokes momentum balance equations to obtain a solvable model. These PDEs, in most cases, can be solved
only by numerical simulations [79]. The high computation complexity renders it difficult to upscale the developed
models in terms of space and time. In addition, the PDEs governed models are naturally not able to satisfy the re-
quirements of certain model applications. For instance, inferring material properties must solve inverse problems, that
is, calculating model parameters from online measured data. The inverse problems of PDEs and molecular simula-
tions are prohibitively expensive and require complex formulations, and new algorithms [80]. Moreover, the models
represented by PDEs cannot handle the noisy boundary data [81]]. This results in the development of reduced-order
modeling (ROM) that seeks to build low-dimensional models for efficient solutions with noisy boundary data [82].
Particularly, recent studies have shown that machine learning can be adopted as an efficient ROM tool and provide
robust and efficient model resolutions [83l].

10.5. Model use

The reviewed matter transport and voltage polarisation models are essential for optimisation of cell design, mate-
rials preparation, and operating conditions. It should be noted that different uses of the models recall different require-
ments for model order reduction, simplification, and formulation [84]. Nowadays, the analysis and optimisation of
high-power fuel cell stacks/systems and the prediction of performance degradation has become increasingly important
for fuel cell large deployment. In these large spatial-tempo scale applications, how to maintain the high-fidelity model
performance without losing the model efficiency remains a challenging issue [85].

To proceed further, the authors have also built a one-dimensional two-phases model in a complementary work and
the numerical results are discussed there. It is an interesting application to observe the deeper simplifications that
were made to adapt the following equations for a control-command use. In addition, a review of the preponderant
degradation phenomena is scheduled. In combination with these reviews and the one-dimensional two-phases model,
these works are expected to allow a more accurate control on running devices, such as buses, to extend their lifetime
and help to reach the European goal of 25, 000 operating hours by 2023 [86].
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Differential equations and boundary conditions
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Matter flow expressions \
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Table 5: Synthesis of the partial differential equations and the spotlighted matter transport expressions (1/2)
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Hydrogen in the GDL and the CL
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Table 6: Synthesis of the partial differential equations and the spotlighted matter transport expressions (2/2)
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Coefficients associated to the dissolved water in the membrane
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Table 7: Synthesis of the spotlight flow coefficients

41




1160

1170

1180

Spotlighted voltage polarization expressions
Ucet = Ueq /i ifc [Rp + Re] @

The apparent voltage
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Table 8: Synthesis of the spotlighted voltage polarization expressions
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Nomenclature
Physical quantities J molar transfer flow (mol.m2.s7!)
Ager active area (m?) J(s) Leverett function
a, water activity in the pores of the CL K permeability (m?)
C molar concentration (mol.m™>) k permeability coefficient in the membrane
e . . (mol.m™'.s7'.Pa™")

D diffusion coefficient of water in the membrane

(m?.s7h K. acid-base equilibrium constant
D, capillary diffusion coefficient (kg.m~'.s7") Lge length of the gas channel (m)

: -1

D;;;  binary diffusivity of two species i and j in open M molecular weight (kg.mol™")

space (m?.s7) 1190 N number of moles (mol)
E° standard-state reversible voltage (V) Na Avogadro constant (mol™")
Eu activation energy (J.mol™") P pressure (Pa)
F Faraday constant (C.mol~") R universal gas constant (J.mol~'.K™")
£ water volume fraction of the membrane ry water droplet radius (1)
H thickness (m) R./R, electron/proton conduction resistance Q.m?)
h convective-conductive mass transfer coefficient rr carbon fiber radius (m)

(m.s™) S matter conversion at the interface of the triple

: -3 -1

[ current density per unit of cell active area points (mol.m™.s7")

(Am™?) S./S. stoichiometric ratio at the anode/cathode
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Sherwood number

phase transfer rate of condensation and evapo-
ration (mol.m™3.s7")

fuel cell temperature (K)

voltage (V)

velocity (m.s™H

molar volume (m3.mol™")

width of the gas channel (m)

space variable (m)

mole fraction of vapor

molar fraction of O, in dry air

capillary exponent

liquid water saturation

charge-transfer coefficient of the cathode
standard enthalpy of reaction (J.mol™")
overpotential (V)

rate constant (s~!)

heat capacity ratio of dry air

sorption rate (s~')

overpotential correction exponent

water content

dynamic viscosity (Pa.s)

liquid water kinematic viscosity (m?.s™!)
relative humidity

density (kg.m™3)

surface tension of liquid water (N.m™")
conductivity of the membrane (Q~'.m™")
pore structure coefficient

contact angle of GDL for liquid water (°)
porosity

compression ratio

Mathematical symbols

[/

K shape

n

unit vector along the x-axis
shape mathematical factor

temporal derivative of n (mol.s™")
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Osp Surface proportion function
a, 1,5, fitted values

A

= equality by definition
v gradient notation
Subscripts and superscripts
a anode
c cathode
cap capillarity
conv  convective
dif diffusion
eff  effective
eq equilibrium
fc fuel cell
H, dihydrogen
in inlet
liquid liquid
mem  membrane
N, dinitrogen
0, dioxygen
out outlet
prod  production
sat saturated
sorp  sorption
v vapor
Abbreviation
ACL  anode catalyst layer
AGC anode gas channel
AGDL anode gas diffusion layer
CCL  cathode catalyst layer
CGC  cathode gas channel
CGDL cathode gas diffusion layer
CL catalyst layer
EOD electro-osmotic drag
GC gas channel
GDL  gas diffusion layer
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Appendix A. Other useful equations

In this part, useful equations are given to link certain basic physical quantities with the temperature.

Appendix A.l1. Vapor saturated pressure: P, s

The vapour saturated pressure is expressed as (??). This is a correlation that provides acceptable agreement with
the experimental data in the temperature range from -50 to 100 °C [7, [18} 23} 24} 271 143].

_ _ _ 10-5[ T 2 1077 Ty — 3
Py = 101325 - 10 2.1794+0.02953[ T'c~273.15]-9.1837-10° [ T7c—273.15] +1.4454-1077 [ T,~273.15] (A.1)

Appendix A.2. Liquid water density: pu,o
Liquid water density expression is expressed as (A.2)) [87]. At 70°C, this expression yields py,o = 977.77 kg.m™>.

999.83952 + 16.945176 T — 273.15| - 7.9870401 - 107 [T, — 273.15]2 —46.170461 - 107° [T, - 273.15]3

PH,0 =
1+16.879850 - 1073 [Ty — 273.15]
-9 4 -12 5
105.56302 - 10 [Ty - 273.15] - 280.54253 - 10712 T — 273.15]
+
1+16.879850 - 103 [Ty — 273.15]
(A2)
Appendix A.3. Liquid water dynamic viscosity: p
Liquid water dynamic viscosity is expressed as (A.3)) [24].
542478
= 241410 Tt (A.3)

The following table[A.9[compares this equation with data from other sources. Equation (A.3)) is evaluated there at
70°C.

Fan [24] Hu [16] Yang [18]] Bao [31]
1 (107% Pa.s) 4.01 3.56 3.517 3.508

Table A.9: Comparison between the values given by the mentioned expression for the liquid water dynamic viscosity and values found in other
works

Appendix A.4. Liquid water kinematic viscosity: v;

Liquid water kinematic viscosity is expressed as (A.4). At 70°C, this expression yields v; = 4.10 - 1077 m?.s7!,
which is a close to v; = 3.7 - 107 7m?.s~! obtained from [16].

>

Hi
PH,0

V) = (A4)

Appendix B. Synthesis of the constant values founded in the literature

The goal of this appendix is to provide a large range of constants used by the precedent researchers. They are

presented in tables[B.10/and [B.T1]
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References LS | [430 | [24] | (16e] | (310 | (70 (18] | 471 | 1230 | 1301 | (331 | [26] | [14]
Year 2021 | 2020 | 2017 | 2016 | 2015| 2011 | 2011 | 2009 | 2008 | 2007 | 2007 | 2005 | 2003
Operating inputs
Ty (K) 343 353 353 353 343 343 353
P, (Pa) (13- 15 101325 202650 101325 202650 303975
10
S 1.4 2.0 2.0 6/ L5
S 1.8 3.0 1.5 3 3@ 1.5
q)a,in 1 1
D, 0.6 1 1
Physical constants
F (C.mol™") 96485
R (Jmol T.KT) 8.314
Mo (kg.mol™) 0.018
Y0,.n (C.mol™") 0.2095
K? 6.2
AH" (Jmol™) 523 -
10
Heg (Pa.s) 1.881- 2.075- 1.881-
10-5 1075 1075
“at 1 A.em™2

Table B.10: Comparison of constant values from different sources (1/2)

Appendix C. Synthesis of the hypothesis made in this work

The goal of the appendix is to sum up and classify all the hypothesis that have been made in this study.

Appendix C.1. Globally
1290 o The stack described in these equations is composed of 1 cell.
o The stack temperature is considered constant and uniform (the cooling system is not represented).

Appendix C.2. In the membrane

The effect of gravity is ignored.
The cell is operated with pure hydrogen, thus no contamination effects are considered.

All the gas species behave ideally [15].

Nitrogen is supposed to be homogenous in all the cathode and the CGC.

e The experimental equations were generally measured on Nafion®-117 membrane [13} 27, 31].

e Certain experiments were conducted at a fixed temperature of 30°C or 80°C. It is assumed that these data can

be used at any working PEMFC temperature [13} 27} 31].

1300 e Schroeder’s paradox is considered for describing the equilibrium water content of the membrane [15]].
e The thickness of the membrane at different water contents is assumed to be identical. The membrane expansion

is ignored [28]].

e Water generated at the triple points is produced in dissolved form in the membrane [7].

e Water that crosses the membrane to the CL is in vapour form [28]].

e N, crossover is neglected. Please refer to [71] for more information.
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References L5 143 150 | (24 el 1340 [z 1z (18] 471 1231 [130] 1331 [126] (150 [75] 4] 122
Year 2021| 2020| 2018| 2017| 2016 2015| 2015| 2011| 2011| 2009| 2008| 2007| 2007| 2005 2005| 2005| 2003| 2000
Fuel cell physical parameters
Lg. (m) 12 | o1 0.1 | 1298 | 09282 0.2 0.2 1.36
Hg. (m) 5. 107 10| 1073] 10°3] 5 - 5.0 107 5.1 107 107 2. | 76
107 1074 1074 107 103 104
Wee (m) 8 - | 107 8 - 7.5- 1073 1073 10| 1.59-
1074 1074 1074 1073
Hgyg (m) 23| 3. 42 213 |38 |2 -] 2-]25 25|18 |3-]|3-
1074 107 1074 1074 10| 107*| 107*| 107*| 107*| 10| 107*| 107*| 107
Egdl 0.7 06 | 06 | 04 | 04 0.7 05 | 07 | 06 | 05
H, (m) 10| 107 10| 107 10| 10| 10°| 16 | 1.5 | 10| 107° 5.
105| 1075 1075
&l 02 | 03 03 | 06 02 | 02- | 0.12] 02 | 0.12
0.3
Eme 0.2 0.29 0.22/0.p7 0.393 0.4 0.2 0.15
Slim 02735
H,er, (m) 25| 25 5. 025 |5. 5. 25 5.05.]25|5- 2. | 15
10| 107° 10| 10| 107° 10| 107° 10| 10| 10| 107° 1074| 107
Omem (kg.m™>) 1980 1980| 1980| 2000| 2000| 1980| 1980 1980| 1980 2000 2000
M., (kg.mol‘l) 1.1 115 T T O 6 O D U6 T O R 11| L1 1.1
Ager (m?) 291 5.
1072 1073
Constants based on the interaction between water and the structure
v (57D 1.3 13 1.3
Yeona (571 5 - 5. 100 102 | [oet] 107 12| 10 |5 -
10 10° 10¥]
Yevap (Pa~T.s7T) 104 104 103 10 10°] 5. | 1049
103
9;'1 0O 120 | 95 95 | 110 120 95 95 | 110
fodl 0O 120 | 110 120 | 110 120 110 110 | 110
Referenced values
in (Am™?%) 20
ine (Am™?) 0.67 15| 01 | 001 0.42
ine (Am™) 1204 1204 10 120
i0.a (A.m™>) 104 10° 108
. 05 | 05 | 05 0.18 1 1 1 1 1 1
E.. (J.mol_l) 6.568- 6.568- 732
104 104 104
ngf (mol.m™3) 3.39 3.39 4089 | 3.39 a8 | 555| 5244 40
C;jzf (mol.m™3) 56.4 56.4 wso | 564 40
P,.; (Pa) 103 10° 103
Mathematical factors
Koe 5 1| =1 [ 1 [ T [ T T [ T T[]

“optimal value according to [43]
byalue obtained with experimental fits from [15]
“optimal value according to [33]]

4at 353.15 K
at 343 K
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Appendix C.3. Inthe CLs

The gas flow in the CL is laminar flow.

The electrolyte in the CL is assumed to have the same tortuosity characteristics as that if the catalyst metal
particles.

The CLs are modelled as an agglomerate of packed spherical particles.

Appendix C.4. Inthe GDLs

The GDLs are modelled as a fibrous porous media composed of randomly oriented cylindrical fibers.

To characterise the water transport in GDLs, the Leverett function is used. It is based on experimental data of
structures that are different from the one in PEMFC. However, it is still widely used [7].

The gas flow in the GDL is laminar flow.

The deformation of the porous environment is considered negligeable and water flow must be sufficiently slow
to have small Reynold’s number under stationary conditions [36].

Gases motions haul liquid water, which generate a convective flow J; .,,,. However, being minor compared to
the capillary flow J; ., this flow is neglected.

Appendix C.5. Inthe GCs

The gas flow in the channel is predominantly convective.

A small amount of liquid water is permitted to move out of the CGC as a spray flow. Liquid droplets are finely
dispersed (with zero volume) in the two-phase flow and have transport properties identical to those of vapor
(1315

Liquid droplets are moving at the same velocity as that of the gas mixture.

All gases have the same velocity in the gas mixture.

Water phase change is ignored in the GC.

The ‘dividing line,” or boundary between convective-dominated flow inside the core of the GC and diffusive-
dominated flow inside the core of the electrodes, is assumed to occur at the interface between the GC and the
GDL.

Without better knowledge, it is considered that both concentrations at the two side of the GDL/GC interface are

instantaneously equal. This is available for all gases : Cfg'z.‘er = CL’;}?.

Appendix C.6. For the voltage

It is assumed that the stack can follow the imposed current density.
Anode overpotential is neglected.
Anode potential is set to zero.

Among the four elementary steps of the oxidation reduction reaction on the P11y surface, OH formation
reaction is the rate-limiting step [31].

Appendix D. Demonstrations

Appendix D.1. Additional information concerning the capillary flow J;.q, and the convective flow Ji cony

To give a better comprehension of J ., and Jj .y, certain additional information are presented here. First, an
adaptation of Darcy’s law with the variables of this study is expressed as [88] :

K,
Ji= —V—’VPI (D.1)
1

where J; is the liquid water flow, K; (m?) is the liquid phase permeability, and P; (Pa) is the liquid-phase pressure.
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Then, the common method to calculate P; is to consider the capillary pressure P, using its definition expressed as
(D.2). Indeed P, depends only on the pore geometry, fluid physical properties, and phase saturation. It is therefore a
measurable quantity.

P.=P,— P (D.2)

where P, (Pa) is the gas-phase pressure. For information, within a liquid, the intermolecular cohesive forces (e.g.,
hydrogen bonding for water) compensate each other. Each molecule generates interaction forces in all directions in a
isotropic manner with neighbouring molecules, the resultant of these forces is therefore zero. However, at the surface,
this is not the case (interactions with gas molecules are negligible) and the resultant of the forces for the molecules at
the surface is directed towards the interior of the liquid. Therefore, there is an additional force, which counterbalances
the pressure of the liquid at its surface; this is the capillary pressure Pc. In fact, wherever we are in the liquid, the
pressure is globally the same (if we set aside gravity) and is mainly owing to the concentration of the species and their
temperature. However, the surface molecules are slowed down, which reduces the pressure at the surface. As this
surface pressure is at equilibrium equal to the gas pressure, it follows that liquid water is at a higher pressure, which
is logical as it is a much more condensed phase (and at the same temperature at equilibrium).

Subsequently, using again Darcy’s law to link the gas phase pressure P, to its velocity ug, (D.3) is obtained.
Consequently, it is possible to identify two different flows: the capillary flow discussed in[3.3]and the convective flow
discussed in[3.6

K; Hg K
Ji= 7[VPC + ;Fgug = Jl,cap + Jl,canv (D.3)

where , (Pa.s) is the gas mixture dynamic viscosity, K; = Kos® (m?) is the liquid water phase permeability, K, =
Ko (1 = 5)° (m?) is the gas mixture phase permeability, and u, (m.s™") is the gas mixture velocity.
The capillary flow still needs more development to be usable. Thus, now we have (D.4).

K,
Jicap = #VPC (D.4)

The next step is to highlight s, the liquid water saturation, one mainly used variable in this work. For this, the
gradient V is moved from P, to s and (D-4) is seen as a Fick-like equation in (D.3)), with D, (kg.m™'.s7") its capillary
diffusion coefficient.

J 1, = _Dca Vs
cap v Os

Next, the liquid phase permeability can be calculated using and the capillary pressure P, correlates to the

properties of porous materials as follows in [7, 117,123} 126 130].

K[ = I(()Se (Dé)

P. = —0-|cos (6,)| /KiJ(s) (D.7)
0

where K (m?) is the intrinsic permeability and J(s) is the Leverett function.
For information, it is also possible to find k,; in the literature, which is the relative permeability of liquid phase
and is a function of phase saturation alone, expressed as

K
=L _ge (D.8)
Ko
Then, it is the Leverett function J which brings the experimental part. This function showed in [D.9]is based on
experimental data of homogeneous soil or a sand bend with uniform wettability, which are different from the GDL
and CL structures in PEMFC. Other experimental measurements have been conducted in an attempt to assess the real

krl
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situation in PEMFC. However, the results do not agree with each other very well. Therefore, this equation is still
widely used for PEMFC studies [7].

J(s) = 1.417s — 2.12s” + 1.263s> (D.9)

Finally, all of this considered, it is possible to derive the mainly used expression of Ji,c4, showed in[27]

Appendix D.2. Additional information concerning the convective-diffusive flow at the GDL/GC interface J, co4i

The expression of J, .4 in (??) needs further explanations. This flow is primary based on the diffusive theory,
which rules that a diffusive flow is proportional to the gradient of its characteristic variable, which is the vapour
concentration, as shown in (D.I0).

Jvair = D,VC (D.10)

However, this theory is applicable only in case of a very thin volume at the GDL/GC interface at the GC side,
where diffusion is the dominant flow. The thickness of this thin volume is demoted as g,.. Elsewhere in the GC,
convection is dominant and leads reasonably, for simple modelling, to an homogeneous value of the concentration
in the x direction (see figure [T). This homogeneity is only valid along the thickness. Thus, in the GC outside the
mentioned thin volume, C, 4 is not function of x anymore. Then, considering that g, is very small, the diffusive flow
can be rewritten as in (D.T1)).

Cv,gc _ Cinter

v,gc

Jv,dif ==+D, D.11)

Egc
&g 18 a variable that depends not only on the GC geometry but also on the flows characteristics. This difficulty in
measuring &, is classically and artificially passed to an adimensional number, the Sherwood number S, as it is more
convenient and generalisable to discuss about the values of an adimensional number. It is defined as follow:
H
S§p= % (D.12)

Egc
with H,. the characteristic thickness of the GC. Then, the equation naturally becomes (D.13).

D .
Jodif = £S hHgi_ |[Crge — I (D.13)

As C, 4 is free of the x direction owing to convection, it is easy to obtain its value. Finally, all of these coefficients
are embedded in h,, as discussed in[4.5] leading to (2?).

Appendix D.3. Simplified flows at the inlet and outlet of the AGC
The consumed molar rate of hydrogen is given by the following equation. It is important to extract the active area
from the fuel flow as MEA and GC have different flow areas.
i A =
nH, cons = JHy,cAact = )

F

where 71 (mol.s™") is the temporal derivative of the number of moles .
In the simplified model, the inlet flow of hydrogen at the anode is selected to be a certain amount of time 71y, cons-
This coefficient is the anode stoichiometric ratio of hydrogen : S ,.

Aget (D.14)

Salfe
2F
Using the ideal gas law and the definition of the relative humidity, a link between ny, and ngy, o is obtained as:

Agct (D.15)

nHz,in =

nHzO - PH20 - (DaPmt (D 16)
nHz PHz P- (DaPsat .
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Thus:

(Da,in Psat Saifc

[ in = Aac D.17
0. Pa,in - q)a,ianat 2F ' ( )
Finally, the simplified flow of water at the inlet of the AGC is :
age _ ’;lHZO,in
vin — H, W,
g (D.18)

_ (Da,ianz Saifc Aact
Pa,in - (Da,inpsat 2F HgCWgc

Appendix D.4. Simplified flows at the inlet and outlet of the CGC
The consumed molar rate of oxygen is given by the following equation :
i _ ey (D.19)
no,cons = AF act .

In this model, the inlet flow of oxygen at the cathode is selected to be a certain amount of time 71, cons. This
coeflicient is the cathode stoichiometric ratio of oxygen : S..

S ci fc
4F

Using the ideal gas law and the definition of the relative humidity, a link between the dry air n,, composed of
Y0,.in = 20.95% of O, and 79.05% of N,, and ny, is obtained as:

Aget (D.20)

no,,in =

2 P 2 q)cPva
RE0 _ THO _ sat (D.21)
ng Pu pP- (DCPsut
Moreover, by definition :
no
Yo, = — (D.22)
ng
1410 Thus:
(DC inPsat 1 Scifc
H,0.in = . Age D.23
nHZO’ Pc,in - (Dc,inPsut y02,in 4F ! ( )
Finally, the simplified flow of water at the inlet of the CGC is
cgc ingO,in
vin — H CW .
g8 (D.24)

_ q)c,inpsat 1 Scifc Aact
Pc,in - (I)c,inPsat Y0,,in 4F chWgc
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