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 A B S T R A C T

An accurate constitutive model for viscoelastic plates with variable thickness is crucial for 
understanding their deformation behaviour and optimizing the design of material-based devices. 
In this study, a variable order fractional model with a precise order function is proposed 
to effectively characterize the viscoelastic behaviour of variable thickness plates. The shifted 
Legendre polynomials algorithm is employed to solve the variable order fractional partial 
differential equation in the time domain, with a minimum absolute error of 1.521 × 10−8. The 
computational time is reduced by 30 % and the convergence rate is increased by over 50 
% compared to the shifted Bernstein polynomials algorithm. Numerical analysis shows that 
viscoelastic plates with quadratic thickness variation exhibit the smallest displacement changes 
and the polyethylene terephthalate plates outperform the polyurethane plates in bending 
properties. These findings highlight the reliability and effectiveness of the numerical algorithm 
based on the shifted Legendre polynomials as a powerful tool for solving fractional equations, 
with significant potential in mechanical engineering.

. Introduction

Variable thickness plates provide substantial advantages in optimizing material usage and reducing structural weight while 
aintaining or enhancing its mechanical properties. Compared to uniform thickness plates, these structures are particularly valuable 
n weight-sensitive and performance-critical applications, such as aerospace, automotive, and civil engineering [1]. In addition to 
heir geometrical advantages, the use of viscoelastic materials further expands their application potential. Gupta and Khanna [2] 
ighlighted that the incorporating both viscoelastic behaviour and thickness variation in structural components not only reduced 
hier dimensions but also met the rigorous mechanical strength requirements in the aerospace, marine engineering, electronic 
nd optical fields. The vibration characteristics of variable thickness viscoelastic plates under various temperature conditions are 
mportant for the applications in the aircraft components, gas turbines, and nuclear power plant structures [3]. It is strongly required 
o study the bending deformation and damping properties of the viscoelastic plates under different loading conditions. Yu et al. [4] 
tilized a decoupled wavelet numerical method to analyse the bending deflection of anisotropic viscoelastic plates with variable 
hickness and discussed the influence of material parameters on the bending stiffness and deformation. Alipour and Shariyat [5] 

∗ Corresponding author.
E-mail address: qujingguo@ncst.edu.cn (J. Qu).
ttps://doi.org/10.1016/j.cnsns.2025.108764
eceived 15 October 2024; Received in revised form 2 February 2025; Accepted 7 March 2025
vailable online 17 March 2025 
007-5704/© 2025 Elsevier B.V. All rights are reserved, including those for text and data mining, AI training, and similar technologies. 

https://www.elsevier.com/locate/cnsns
https://www.elsevier.com/locate/cnsns
https://orcid.org/0000-0002-4729-2405
mailto:qujingguo@ncst.edu.cn
https://doi.org/10.1016/j.cnsns.2025.108764
https://doi.org/10.1016/j.cnsns.2025.108764
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cnsns.2025.108764&domain=pdf


L. Sun et al. Communications in Nonlinear Science and Numerical Simulation 146 (2025) 108764 
performed a buckling analysis of variable thickness viscoelastic circular plates using Mindlin plate theory. Their results demonstrated 
that viscoelastic properties significantly delayed the onset of buckling, and the increase of the loss factor resulted in a higher critical 
buckling load. These findings underscore the critical role of the viscoelasticity in enhancing the structural stability.

It is essential to employ appropriate models that effectively describe the mechanical behaviour of variable thickness viscoelastic 
plates to better understand the material and structural properties. In Hooke’s law, represented by the spring element, the derivative 
of strain is zero-order, while in Newton’s viscosity law, represented by the damping element, the derivative is first-order. A 
fractional derivative operator with an order between 0 and 1, effectively characterizes the intermediate behaviour between elasticity 
and viscosity, providing a more comprehensive representation of viscoelastic properties [6]. Fractional derivative operators are 
increasingly applied in viscoelastic models to improve their accuracy and reduce the number of model parameters. Yu et al. [7] 
utilized a fractional order (FO) model to describe the three-dimensional viscoelastic behaviour of arterial walls, demonstrating 
that FO models can accurately represent material properties in a simplified form with fewer parameters. Qing et al. [8] applied the 
fractional Kelvin-Voigt model to characterize the viscoelasticity of polyethylene terephthalate (PET) membranes. The effects of order 
function, density coefficient, and various system parameters on the temporal response of PET membranes were elucidated. Variable 
order fractional (VOF) models, where the fractional derivative varies with time and/or space, have been introduced to provide a 
more precise representation of the evolution of viscoelastic properties. VOF model has been applied in both theoretical research 
and practical applications across various fields of science and engineering [9]. Gao et al. [10] employed a VOF model to predict 
the mechanical behaviour of soft materials, demonstrating improved accuracy and reliability in predicting the compressive stress–
strain responses compared to FO models. Meng et al. [11] investigated the performance of VOF viscoelastic models with various 
order functions. They showed that a linear order function of time effectively described the viscoelastic properties and captured 
the evolution of mechanical characteristics of the viscoelastic materials. Sun et al. [12] applied VOF model with different forms of 
order functions to explore the mechanical behaviours of polycarbonate under various temperatures. The efficiency of the proposed 
VOF model was confirmed based on the experimental data. The VOF model was employed to simulate the mechanical behaviour of 
the viscoelastic columns. The variations of the displacement under constant, linearly increasing, and simple harmonic loads were 
investigated [13].

Solving the variable order fractional partial differential equations (VOFPDEs) presents significant challenges due to the 
complexity introduced by the VOF derivatives. The development of robust numerical methods for solving VOFPDEs is of critical 
importance. Hassani et al. [14–16] proposed optimization methods employing the generalized polynomials as basis functions to 
solve VOFPDEs. The solutions were represented as a series expansion of generalized polynomials with unknown coefficients and 
control parameters. By utilizing the operational matrix and Lagrange multipliers technique, the VOFPDEs were transformed into 
nonlinear algebraic equations. The effectiveness of the method was rigorously validated through convergence analysis and numerical 
examples. In contrast to generalized polynomials, orthogonal polynomials satisfy orthogonality conditions with respect to a given 
weight function. This makes them particularly efficient for solving VOFPDEs. Orthogonal polynomials, such as Legendre [17], 
Bernoulli [18], Jacobi [19], and Chebyshev [20], not only simplify the computations but also enhance the numerical stability. 
Hassani et al. [21] introduced transcendental Bernstein series, a generalization of classical Bernstein polynomials, to address variable 
order space–time fractional equations. These series achieved the same accuracy as Bernstein polynomials with fewer basis functions. 
A hybrid method combining Bernoulli and Laguerre polynomials was developed to solve VOFPDEs. It exhibits high accuracy with a 
minimal number of basis functions [22]. Legendre polynomials are particularly useful to solve nonlinear fractional partial differential 
equations (FPDEs) in physics [23]. Their simplicity and orthogonality with respect to the unit weight function limit the function 
expansion and optimize the calculation process [24,25]. The numerical algorithm based on Legendre polynomials provide better 
estimation than that based on Chebyshev polynomials for FPDEs [26]. Legendre polynomials can be extended to shifted Legendre 
polynomials (SLPs) to better accommodate specific geometric or physical requirements. Cao et al. [27] applied the SLPs algorithm 
to solve fractional governing equations for poly (methyl methacrylate) (PMMA) beams in the time domain. Sun et al. [28] employed 
SLPs to solve FO governing equations for viscoelastic plates with uniform thickness. Numerical results highlighted the efficiency, 
accuracy, and robustness of the algorithm.

This study focuses on employing SLPs to solve VOFPDEs of variable thickness viscoelastic plates. A robust VOF model is proposed 
to precisely characterize the mechanical behaviour of viscoelastic plate, with the extensive analysis of the order functions to enhance 
model accuracy. The VOF governing equation incorporates time-varying fractional derivatives and thickness variations that depend 
on the ordinate variable. The effectiveness and stability of the SLPs algorithm are thoroughly evaluated. The efficiency of the 
proposed algorithm is validated through the comparisons with the algorithm based on the shifted Bernstein polynomials (SBPs) 
algorithm. The displacement, stress and bending moment of the plates are investigated in the time domain. These numerical results 
confirm the high efficiency and accuracy of the proposed SLPs algorithm and demonstrate great application potential.

This paper is structured into six sections. Following the Introduction, Section 2 presents the VOF viscoelastic model, including 
a detailed explanation of the order function and the formulation of the governing equation for variable thickness viscoelastic plate. 
Section 3 describes the SLPs approximation method for solving the VOFPDEs. Section 4 provides the theoretical analysis of the 
SLPs algorithm and evaluates two mathematical examples. In Section 5, numerical analysis of the plate under various conditions is 
conducted. Finally, Section 6 summarizes the conclusions and outlines perspectives for future research.

2. Material and model

2.1. VOF viscoelastic model with Caputo fractional derivative

Viscoelastic materials exhibit creep, relaxation, and strain-hardening behaviours, which depend not only on the current state 
of stress and strain but also on their loading history. Fractional derivatives provide the flexibility to describe such nonlocal and 
2 
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Fig. 1. Comparison of experimental data and predictions by constant FO and VOF models with different order functions.

history-dependent properties by a continuous spectrum of the differentiation orders. The FO viscoelastic model is expressed as [29]:
𝜎 (𝑡) = 𝐸𝜃𝛼𝐷𝛼

𝑡 𝜀 (𝑡) , 0 ≤ 𝛼 < 1, (1)

where 𝐸 is Young’s modulus, 𝜃 is relaxation time, 𝐷𝛼
𝑡 (⋅) represents fractional derivative and 𝛼 is FO.

The mechanical behaviours of materials are dependent on time, such as creep and stress relaxation under different temperature 
conditions. Polymers exhibit time-dependent properties near their glass transition temperature [30]. VOF derivatives are introduced 
to capture these dynamic changes, with the FO 𝛼, expressed as a function of time 𝑡. The Caputo VOF differential operator is defined 
as follows [31]: 

𝐷𝛼(𝑡)
𝑡 𝑓 (𝑡) = 1

𝛤 (1 − 𝛼(𝑡)) ∫

𝑡

0+
(𝑡 − 𝑠)−𝛼(𝑡)𝐷1

𝑠𝑓 (𝑠) 𝑑𝑠, (2)

where 𝛤 (∗) = ∫ ∞
0 𝑒−𝑡𝑡∗−1𝑑𝑡 is Gamma function.

Substituting the VOF differential operator into Eq. (1), the VOF viscoelastic model is obtained: 
𝜎 (𝑡) = 𝐸𝜃𝛼(𝑡)𝐷𝛼(𝑡)

𝑡 𝜀 (𝑡) , 0 ≤ 𝛼(𝑡) < 1. (3)

The properties of Caputo VOF differential operator are as follows [13]:
(a) 𝐷𝛼(𝑡)

𝑡 𝐺 = 0,

(b) 𝐷𝛼(𝑡)
𝑡 𝑡𝑚 =

{

0, 𝑚 = 0,
𝛤 (𝑚+1)

𝛤 (𝑚+1−𝛼(𝑡)) 𝑡
𝑚−𝛼(𝑡), 𝑚 = 1, 2,…

(c) 𝐷𝛼(𝑡)
𝑡 (𝐺(𝑓 (𝑡))) = 𝐺𝐷𝛼(𝑡)

𝑡 𝑓 (𝑡), (4)

where 𝐺 is constant.
The mechanical properties of polymers change continuously respect to time. This evolution of mechanical behaviour should be 

intuitively captured by the order function 𝛼(𝑡). In prior research by Xiang et al. [32], four types of order functions were evaluated as 
potential candidates for the VOF model: piecewise, linear, trigonometric, and exponential functions. A comparative analysis revealed 
that the linear order function was the most efficient due to its simplicity and ability to effectively represent the time-dependent 
evolution of material properties.

The stress–strain data obtained experimentally was presented in [12]. The VOF models with different order functions are used 
to fit these experimental results and investigate the impact of the order function. As illustrated in Fig.  1, the constant FO model and 
VOF model with linear order function are consistent with the stress–strain curve in small strain range. The difference between the 
experimental data and the numerical model is more important in high strain level for the constant FO model. The VOF model with 
a linear order function is confirmed to be effective and accurate to capture the stress–strain evolution in the entire strain range.

In this paper, the order function is assumed to be a linear function of time, expressed as: 
𝛼 (𝑡) = 𝑎𝑡 + 𝑏, (5)

where 𝑏 represents the initial FO, and 𝑎 is the rate of change of the FO with respect to time.

2.2. Establishment of VOF governing equation of variable thickness viscoelastic plate

A simply supported-clamped variable thickness viscoelastic plate with a length 𝑎 and width 𝑏 is considered, as illustrated in
Fig.  2.
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Fig. 2. The schematic of variable thickness viscoelastic plate.

The thickness of this plate is expressed as follows: 

ℎ(𝑦) = ℎ0
[

1 + 𝜆𝑓𝑑 (𝑦)
]

, (6)

where ℎ0 is the reference thickness of the plate, 𝑑 is the degree of thickness variation function 𝑓𝑑 (𝑦) of the plate. 𝜆 is a positive 
constant with a small value. 𝑓𝑑 (𝑦) is less than or equal to 1 to make the plate respect the classical thin plate theory. The form of 
𝑓𝑑 (𝑦) is as follows: 

𝑓𝑑 (𝑦) =
(

2𝑦
𝑏

− 1
)𝑑

, 𝑑 = 1, 2, 3,… (7)

𝑢(𝑥, 𝑦, 𝑡) is supposed to be the transverse vibration displacement of the plate, 𝑥 and 𝑦 are transverse and axial coordinate 
respectively, 𝑡 is time.

The bending strain of the thin plate, including the components in the 𝑥-direction, 𝑦-direction and shear direction, expressed as 
follows:

𝜀𝑥 =
𝜕𝑢𝑥
𝜕𝑥

,

𝜀𝑦 =
𝜕𝑢𝑦
𝜕𝑦

,

𝛾𝑥𝑦 =
𝜕𝑢𝑥
𝜕𝑦

+
𝜕𝑢𝑦
𝜕𝑥

. (8)

The bending strain can be calculated by the transverse displacement 𝑢(𝑥, 𝑦, 𝑡).

𝑢𝑥 = −𝑧 𝜕𝑢
𝜕𝑥

,

𝑢𝑦 = −𝑧 𝜕𝑢
𝜕𝑦

, (9)

where 𝑧 is the distance from the mid-plane of the plate.
The relationship between the bending strain components and transverse displacement is:

𝜀𝑥 =
𝜕𝑢𝑥
𝜕𝑥

= 𝜕
𝜕𝑥

(

−𝑧 𝜕𝑢
𝜕𝑥

)

= −𝑧 𝜕
2𝑢

𝜕𝑥2
,

𝜀𝑦 =
𝜕𝑢𝑦
𝜕𝑦

= 𝜕
𝜕𝑦

(

−𝑧 𝜕𝑢
𝜕𝑦

)

= −𝑧 𝜕
2𝑢

𝜕𝑦2
,

𝛾𝑥𝑦 =
𝜕𝑢𝑥
𝜕𝑦

+
𝜕𝑢𝑦
𝜕𝑥

= 𝜕
𝜕𝑦

(

−𝑧 𝜕𝑢
𝜕𝑥

)

+ 𝜕
𝜕𝑥

(

−𝑧 𝜕𝑢
𝜕𝑦

)

= −2𝑧 𝜕2𝑢
𝜕𝑥𝜕𝑦

. (10)

Based on the theory of linear elasticity, the constitutive relation between the stress and strain of the plate is expressed as 
follows [33]: 

⎧

⎪

⎨

⎪

⎩

𝜎𝑥
𝜎𝑦
𝜏𝑥𝑦

⎫

⎪

⎬

⎪

⎭

= 𝐸
(

1 − 𝜈2
)

⎡

⎢

⎢

⎢

⎣

1 𝜈 0
𝜈 1 0
0 0

(

1−𝜈
2

)

⎤

⎥

⎥

⎥

⎦

⎧

⎪

⎨

⎪

⎩

𝜀𝑥
𝜀𝑦
𝛾𝑥𝑦

⎫

⎪

⎬

⎪

⎭

, (11)

where 𝜎𝑥 and 𝜎𝑦 represent the normal stresses and 𝜏𝑥𝑦 represents the shear stress, 𝜈 is Poisson’s ratio.
Viscoelastic materials exhibit time-dependent behaviour, meaning that their stress response depends not only on the current 

strain but also on the strain history. The VOF derivative 𝐷𝛼(𝑡) is incorporated in the stress–strain relation to capture the viscoelastic 
𝑡
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material’s memory effects and time-dependent behaviour. The term 𝜃𝛼(𝑡) is also added to describe the evolution of viscoelastic 
behaviour.

Based on Eq. (11) and VOF model (Eq. (3)), the stresses can be expressed as follows [34]:

𝜎𝑥 =
𝐸𝜃𝛼(𝑡)𝐷𝛼(𝑡)

𝑡

1 − 𝜈2
(

𝜀𝑥 + 𝜈𝜀𝑦
)

,

𝜎𝑦 =
𝐸𝜃𝛼(𝑡)𝐷𝛼(𝑡)

𝑡

1 − 𝜈2
(

𝜀𝑦 + 𝜈𝜀𝑥
)

,

𝜏𝑥𝑦 =
𝐸𝜃𝛼(𝑡)𝐷𝛼(𝑡)

𝑡

2
(

1 − 𝜈2
) (1 − 𝜈) 𝛾𝑥𝑦, (12)

At each unit width of the cross-section of the variable thickness plate, 𝜎𝑥, 𝜎𝑦 and 𝜏𝑥𝑦 are respectively combined into bending 
moments 𝑀𝑥,𝑀𝑦 and twisting moment 𝑀𝑥𝑦, which are as follows:

𝑀𝑥 = ∫

ℎ(𝑦)
2

− ℎ(𝑦)
2

𝑧𝜎𝑥𝑑𝑧 = −𝐷 (𝑦)
(

𝜕2𝑢
𝜕𝑥2

+ 𝜈 𝜕
2𝑢

𝜕𝑦2

)

,

𝑀𝑦 = ∫

ℎ(𝑦)
2

− ℎ(𝑦)
2

𝑧𝜎𝑦𝑑𝑧 = −𝐷 (𝑦)
(

𝜕2𝑢
𝜕𝑦2

+ 𝜈 𝜕
2𝑢

𝜕𝑥2

)

,

𝑀𝑥𝑦 = ∫

ℎ(𝑦)
2

− ℎ(𝑦)
2

𝑧𝜏𝑥𝑦𝑑𝑧 = −𝐷 (𝑦) (1 − 𝜈) 𝜕2𝑢
𝜕𝑥𝜕𝑦

, (13)

where 𝐷 (𝑦) = 𝐷0
[

1 + 𝜆𝑓𝑑 (𝑦)
]3, 𝐷0 =

𝐸ℎ30𝜃
𝛼(𝑡)𝐷𝛼(𝑡)

𝑡
12
(

1−𝜈2
) .

When a distributed load 𝐹 (𝑥, 𝑦, 𝑡) is imposed on the upper surface of variable thickness plate, its governing equation is written 
as [34] : 

𝜕2𝑀𝑥

𝜕𝑥2
+ 2

𝜕2𝑀𝑥𝑦

𝜕𝑥𝜕𝑦
+

𝜕2𝑀𝑦

𝜕𝑦2
+ 𝜌ℎ(𝑦)

𝜕2𝑢(𝑥, 𝑦, 𝑡)
𝜕𝑡2

= 𝐹 (𝑥, 𝑦, 𝑡), (14)

where 𝜌 is density of plate.
Based on Eqs. (13) and (14), the VOF governing equation of variable thickness viscoelastic plate is: 

−
𝐸ℎ (𝑦)3 𝜃𝛼(𝑡)𝐷𝛼(𝑡)

𝑡

12
(

1 − 𝜈2
)

(

𝜕4𝑢(𝑥, 𝑦, 𝑡)
𝜕𝑥4

+ 2
𝜕4𝑢(𝑥, 𝑦, 𝑡)
𝜕𝑥2𝜕𝑦2

+
𝜕4𝑢(𝑥, 𝑦, 𝑡)

𝜕𝑦4

)

+ 𝜌ℎ (𝑦)
𝜕2𝑢(𝑥, 𝑦, 𝑡)

𝜕𝑡2
= 𝐹 (𝑥, 𝑦, 𝑡). (15)

The initial conditions are given by: 

𝑢 (𝑥, 𝑦, 0) =
𝜕𝑢(𝑥, 𝑦, 𝑡)

𝜕𝑡
|

|

|

|𝑡=0
= 0. (16)

The boundary conditions are determined by: 

𝑢(𝑥, 𝑦, 𝑡)|𝑥=0,𝑎 = 𝑢(𝑥, 𝑦, 𝑡)|𝑦=0,𝑏 =
𝜕𝑢(𝑥, 𝑦, 𝑡)

𝜕𝑦
|

|

|

|𝑦=0,𝑏
=

𝜕2𝑢(𝑥, 𝑦, 𝑡)
𝜕𝑥2

|

|

|

|

|𝑥=0,𝑎
= 0. (17)

3. SLPs algorithm for solving VOFPDEs

3.1. Properties of SLPs

SLPs 𝑙𝑚 (𝑥) are derived from the standard Legendre polynomials 𝑙∗𝑚 (𝑥) by shifting their domain from [−1,1] to [0,1]: 

𝑙𝑚 (𝑥) = 𝑙∗𝑚 (𝑥) (2𝑥 − 1) , (18)

where 𝑚 is the degree of the polynomials. 
The definition of SLPs is [35], 

𝑙𝑚(𝑥) =
𝑚
∑

𝑝=0
(−1)𝑚+𝑝

𝛤 (𝑚 + 𝑝 + 1)
𝛤 (𝑚 − 𝑝 + 1)(𝛤 (𝑝 + 1))2

𝑥𝑝, (19)

 where 𝑝 = 0, 1,… , 𝑚.
SLPs possess the following orthogonal property [36]: 

∫

1

0
𝑙𝑝(𝑥)𝑙𝑞(𝑥)𝑑𝑥 =

{

1
2𝑝+1 , 𝑝 = 𝑞,
0, 𝑝 ≠ 𝑞,

(20)

where 𝑝, 𝑞 = 0, 1,… , 𝑚.
5 
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𝛷𝑚(𝑥) is represented as a vector form consisting of a series of SLPs, 

𝛷𝑚(𝑥) =
[

𝑙𝑝(𝑥), 0 ≤ 𝑝 ≤ 𝑚
]𝑇 . (21)

It can be transformed as: 

𝛷𝑚(𝑥) = 𝐺𝐴(𝑥), (22)

where 𝐴(𝑥) = [1, 𝑥,… , 𝑥𝑚]𝑇 , 

𝐺 =
[

𝑔𝑝𝑞
]𝑚
𝑝,𝑞=0 ,

[

𝑔𝑝𝑞
]

=

{

(−1)𝑝+𝑞 𝛤 (𝑝+𝑞+1)
𝛤 (𝑝−𝑞+1)(𝛤 (𝑝+1))2 , 𝑝 ≥ 𝑞,

0, 𝑝 < 𝑞.
(23)

SLPs are extended to the interval [0, 𝑅] to be more suitable for practical application. SLPs of degree 𝑚1 can be obtained.

𝐿𝑚1
(𝑥) =

𝑚1
∑

𝑝=0
(−1)𝑚1+𝑝

𝛤 (𝑚1 + 𝑝 + 1)
𝛤 (𝑚1 − 𝑝 + 1)(𝛤 (𝑝 + 1))2

( 𝑥
𝑅

)𝑝

=
𝑚1
∑

𝑝=0
(−1)𝑚1+𝑝

𝛤 (𝑚1 + 𝑝 + 1)
𝛤 (𝑚1 − 𝑝 + 1)(𝛤 (𝑝 + 1))2

( 1
𝑅

)𝑝
𝑥𝑝,

where 𝑥 ∈ [0, 𝑅], 𝑝 = 0, 1,… , 𝑚1.
𝛷𝑚1

(𝑥) is expressed as: 

𝛷𝑚1
(𝑥) = 𝑆𝑃 (𝑥), (24)

where 𝑃 (𝑥) = [1, 𝑥,… , 𝑥𝑚1 ]𝑇 , 

𝑆 = [𝑠𝑝𝑞]
𝑚1
𝑝,𝑞=0,

[

𝑠𝑝𝑞
]

=

{

(−1)𝑝+𝑞 𝛤 (𝑝+𝑞+1)
𝛤 (𝑝−𝑞+1)(𝛤 (𝑝+1))2

(

1
𝑅

)𝑝
, 𝑝 ≥ 𝑞,

0, 𝑝 < 𝑞.
(25)

By using the same approximation method, 𝛷𝑚2
(𝑦) is expressed in the following form: 

𝛷𝑚2
(𝑦) = 𝐾𝑃 (𝑦), (26)

where 𝑦 ∈ [0, 𝑁], 𝑃 (𝑦) = [1, 𝑦,… , 𝑦𝑚2 ]𝑇 . 

𝐾 = [𝑘𝑝𝑞]
𝑚2
𝑝,𝑞=0,

[

𝑘𝑝𝑞
]

=

{

(−1)𝑝+𝑞 𝛤 (𝑝+𝑞+1)
𝛤 (𝑝−𝑞+1)(𝛤 (𝑝+1))2

(

1
𝑁

)𝑝
, 𝑝 ≥ 𝑞,

0, 𝑝 < 𝑞.
(27)

𝛷𝑚3
(𝑡) is expressed in the following form: 

𝛷𝑚3
(𝑡) = 𝐻𝑃 (𝑡), (28)

where 𝑡 ∈ [0,𝑀], 𝑃 (𝑡) = [1, 𝑡,… , 𝑡𝑚3 ]𝑇 . 

𝐻 = [ℎ𝑝𝑞]
𝑚3
𝑝,𝑞=0,

[

ℎ𝑝𝑞
]

=

{

(−1)𝑝+𝑞 𝛤 (𝑝+𝑞+1)
𝛤 (𝑝−𝑞+1)(𝛤 (𝑝+1))2

(

1
𝑀

)𝑝
, 𝑝 ≥ 𝑞,

0, 𝑝 < 𝑞.
(29)

3.2. Approximation of unknown function by SLPs

The analytical solution of 𝑢(𝑥, 𝑦, 𝑡) is impossible to obtain directly by the symbolic manipulation. It is expressed as a product of 
two independent functions to approximate its analytical solution: one is dependent on the spatial variables 𝑢(𝑥, 𝑦), and the other is 
on the temporal variable 𝑢(𝑡) [34]. 

𝑢 (𝑥, 𝑦, 𝑡) = 𝑢(𝑥, 𝑦)𝑢(𝑡), (30)

where 𝑢 (𝑥, 𝑦) ∈ 𝐿2 ([0, 𝑅] × [0, 𝑁]) , 𝑢 (𝑡) ∈ 𝐿2 ([0,𝑀]).
𝑢(𝑡) ∈ 𝐿2([0,𝑀]) is approximated by SLPs as finite terms, 

𝑢(𝑡) ≈
𝑚3
∑

𝑘=0
𝑐𝑘𝐿𝑘(𝑡) = 𝐶𝑇𝛷𝑚3

(𝑡), (31)

where 𝑚3 is the number of terms of SLPs, 𝛷𝑚3
(𝑡) =

[

𝐿𝑘(𝑡), 0 ≤ 𝑘 ≤ 𝑚3
]𝑇 . 𝐶𝑇 =

[

𝑐𝑘
]𝑚3
𝑘=0 is an unknow coefficient matrix as following: 

𝐶𝑇
⟨

𝛷𝑚3
(𝑡) , 𝛷𝑇

𝑚3
(𝑡)
⟩

=
⟨

𝑢 (𝑡) , 𝛷𝑇
𝑚3

(𝑡)
⟩

. (32)

 Then, 

𝐶𝑇 =
⟨

𝑢 (𝑡) , 𝛷𝑇 (𝑡)
⟩

𝛩−1, (33)
𝑚3

6 
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where 𝛩 =
⟨

𝛷𝑚3
(𝑡) , 𝛷𝑇

𝑚3
(𝑡)
⟩

=
[

𝜗𝑘𝑙
]𝑚3
𝑘,𝑙=0, 

𝜗𝑘𝑙 = ∫

𝑀

0
𝐿𝑚3 ,𝑘 (𝑡)𝐿𝑚3 ,𝑙 (𝑡)𝑑𝑡 =

{

0, 𝑘 ≠ 𝑙,
𝑀

𝑘+𝑙+1 , 𝑘 = 𝑙, (𝑘, 𝑙 = 0, 1,… , 𝑚3). (34)

𝑢(𝑥, 𝑦) ∈ 𝐿2([0, 𝑅] × [0, 𝑁]) is approximated, 

𝑢(𝑥, 𝑦) ≈
𝑚1
∑

𝑝=0

𝑚2
∑

𝑞=0
𝑢𝑝𝑞𝐿𝑝(𝑥)𝐿𝑞(𝑦) = 𝛷𝑇

𝑚1
(𝑥)𝑈𝛷𝑚2

(𝑦), (35)

where 𝑚1, 𝑚2 is the number of terms of SLPs, 𝛷𝑚1
(𝑥) =

[

𝐿𝑝(𝑥), 0 ≤ 𝑝 ≤ 𝑚1
]𝑇 , 𝛷𝑚2

(𝑦) =
[

𝐿𝑞(𝑦), 0 ≤ 𝑞 ≤ 𝑚2
]𝑇 .

𝑈 =

⎡

⎢

⎢

⎢

⎢

⎣

𝑢0,0 𝑢0,1 ⋯ 𝑢0,𝑚2
𝑢1,0 𝑢1,1 ⋯ 𝑢1,𝑚2
⋮ ⋮ ⋱ ⋮

𝑢𝑚1 ,0 𝑢𝑚1 ,1 ⋯ 𝑢𝑚1 ,𝑚2

⎤

⎥

⎥

⎥

⎥

⎦

 is the (𝑚1 + 1) × (𝑚2 + 1) order coefficient matrix that needs to be identified.

Eqs.  (31) and (35) are substituted to Eq. (30) to obtain the following equation: 

𝑢 (𝑥, 𝑦, 𝑡) ≈ 𝛷𝑇
𝑚1
(𝑥)𝑈𝛷𝑚2

(𝑦)𝐶𝑇𝛷𝑚3
(𝑡). (36)

3.3. Operator matrices

3.3.1. Integer order differential operator matrices
The first-order derivative of 𝛷𝑚1

 is written as 𝐷𝑥𝛷𝑚1
(𝑥), according to Eq. (24), it can be transformed as: 

𝐷𝑥𝛷𝑚1
(𝑥) = (𝑆𝑃 (𝑥))′ = 𝑆

⎡

⎢

⎢

⎢

⎢

⎣

0
1
⋮

𝑚1𝑥𝑚1−1

⎤

⎥

⎥

⎥

⎥

⎦

= 𝑆𝑉1𝑃 (𝑥), (37)

where 𝑉1 = [𝑣𝑝𝑞]
𝑚1
𝑝,𝑞=0, 𝑣𝑝𝑞 =

{

0, 𝑝 ≠ 𝑞 + 1,
𝑖, 𝑝 = 𝑞 + 1.

According to Eqs.  (24) and (37), 𝐷𝑥𝛷𝑚1
(𝑥) can be rewritten as follows: 

𝐷𝑥𝛷𝑚1
(𝑥) = 𝑆𝑉1𝑆

−1𝛷𝑚1
(𝑥), (38)

where 𝐷𝑥 = 𝑆𝑉1𝑆−1 is considered as a first-order differential operator matrix of the SLPs.
Similarly, 

𝐷2
𝑥𝛷𝑚1

(𝑥) = (𝛷′
𝑚1
(𝑥))′ = 𝑆𝑉1𝑆

−1𝛷′
𝑚1
(𝑥) = (𝑆𝑉1𝑆−1)2𝛷𝑚1

(𝑥), (39)

where 𝐷2
𝑥 = (𝑆𝑉1𝑆−1)2 is considered as a second-order differential operator matrix of the SLPs.

In conclusion, the 𝑛-order differential operator matrices for SLPs are obtained. 

𝐷𝑛
𝑥𝛷𝑚1

(𝑥) = (𝑆𝑉1𝑆−1)𝑛𝛷𝑚1
(𝑥), (40)

𝐷𝑛
𝑦𝛷𝑚2

(𝑦) = (𝐾𝑉2𝐾
−1)𝑛𝛷𝑚2

(𝑦), (41)

𝐷𝑛
𝑡𝛷𝑚3

(𝑡) = (𝐻𝑉3𝐻
−1)𝑛𝛷𝑚3

(𝑡), (42)

where 𝑉2 = [𝑣𝑝𝑞]
𝑚2
𝑝,𝑞=0, 𝑉3 = [𝑣𝑝𝑞]

𝑚3
𝑝,𝑞=0.

The integer order derivative terms in Eq. (15) are rewritten as:
𝜕4𝑢 (𝑥, 𝑦, 𝑡)

𝜕𝑥4
≈ 𝛷𝑇

𝑚1
(𝑥)

(

𝑆𝑉1𝑆
−1)4 𝑈𝛷𝑚2

(𝑦)𝐶𝑇𝛷𝑚3
(𝑡) , (43)

𝜕4𝑢 (𝑥, 𝑦, 𝑡)
𝜕𝑦4

≈ 𝛷𝑇
𝑚1

(𝑥)𝑈
(

𝐾𝑉2𝐾
−1)4 𝛷𝑚2

(𝑦)𝐶𝑇𝛷𝑚3
(𝑡) , (44)

𝜕4𝑢 (𝑥, 𝑦, 𝑡)
𝜕𝑥2𝜕𝑦2

≈ 𝛷𝑇
𝑚1

(𝑥)
(

𝑆𝑉1𝑆
−1)2 𝑈

(

𝐾𝑉2𝐾
−1)2 𝛷𝑚2

(𝑦)𝐶𝑇𝛷𝑚3
(𝑡) , (45)

𝜕2𝑢 (𝑥, 𝑦, 𝑡)
𝜕𝑡2

≈ 𝛷𝑇
𝑚1

(𝑥)𝑈𝛷𝑚2
(𝑦)𝐶𝑇 (𝐻𝑉3𝐻

−1)2𝛷𝑚3
(𝑡) . (46)
7 
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3.3.2. VOF differential operator matrices
The 𝛼(𝑡) differential operator of 𝑡𝑚3

 is expressed by using the definition of VOF derivative, 

𝐷𝛼(𝑡)
𝑡 𝑡𝑚3 =

𝛤 (𝑚3 + 1)
𝛤 (𝑚3 + 1 − 𝛼(𝑡))

𝑡𝑚3−𝛼(𝑡). (47)

VOF derivative of 𝛷𝑚3
(𝑡) is obtained according to Eqs.  (28) and (47), 

𝐷𝛼(𝑡)
𝑡 𝛷𝑚3

(𝑡) = 𝐷𝛼(𝑡)
𝑡 (𝐻𝑃 (𝑡)) = 𝐻

⎡

⎢

⎢

⎢

⎢

⎣

0
𝛤 (2)

𝛤 (2−𝛼(𝑡)) 𝑡
1−𝛼(𝑡)

⋮
𝛤 (𝑚3+1)

𝛤 (𝑚3+1−𝛼(𝑡))
𝑡𝑚3−𝛼(𝑡)

⎤

⎥

⎥

⎥

⎥

⎦

= 𝐻𝐽𝑃 (𝑡), (48)

where 𝐽 =
[

𝑗𝑝𝑞
]𝑚3
𝑝,𝑞=0, 𝑗𝑝𝑞 =

{

0, otherwise,
𝛤 (𝑝)

𝛤 (𝑝+1−𝛼(𝑡)) 𝑡
−𝛼(𝑡), 𝑝 = 𝑞, 𝑝 ≠ 1.

According to Eq. (28), Eq. (48) is rewritten as: 
𝐷𝛼(𝑡)

𝑡 𝛷𝑚3
(𝑡) = 𝐻𝐽𝐻−1𝛷𝑚3

(𝑡) = 𝐾𝑡𝛷𝑚3
(𝑡), (49)

where 𝐾𝑡=𝐻𝐽𝐻−1 is the VOF differential operator matrix of 𝛷𝑚3
(𝑡).

VOF derivatives terms in Eq. (15) are rewritten as:

𝐷𝛼(𝑡)
𝑡

𝜕4𝑢(𝑥, 𝑦, 𝑡)
𝜕𝑥4

≈ 𝛷𝑇
𝑚1

(𝑥)
(

𝑆𝑉1𝑆
−1)4 𝑈𝛷𝑚2

(𝑦)𝐶𝑇𝐻𝐽𝐻−1𝛷𝑚3
(𝑡), (50)

𝐷𝛼(𝑡)
𝑡

𝜕4𝑢(𝑥, 𝑦, 𝑡)
𝜕𝑦4

≈ 𝛷𝑇
𝑚1

(𝑥)𝑈
(

𝐾𝑉2𝐾
−1)4 𝛷𝑚2

(𝑦)𝐶𝑇𝐻𝐽𝐻−1𝛷𝑚3
(𝑡), (51)

𝐷𝛼(𝑡)
𝑡

𝜕4𝑢 (𝑥, 𝑦, 𝑡)
𝜕𝑥2𝜕𝑦2

≈ 𝛷𝑇
𝑚1

(𝑥)
(

𝑆𝑉1𝑆
−1)2 𝑈

(

𝐾𝑉2𝐾
−1)2 𝛷𝑚2

(𝑦)𝐶𝑇𝐻𝐽𝐻−1𝛷𝑚3
(𝑡) . (52)

Based on Eqs. (46), (50), (51) and (52), the governing equation Eq. (15) is rewritten as follows:

−
𝐸ℎ (𝑦)3 𝜃𝛼(𝑡)𝐷𝛼(𝑡)

𝑡

12
(

1 − 𝜈2
) 𝛷𝑇

𝑚1
(𝑥)

(

𝑆𝑉1𝑆
−1)4 𝑈𝛷𝑚2

(𝑦)𝐶𝑇𝐻𝐽𝐻−1𝛷𝑚3
(𝑡)

−
𝐸ℎ (𝑦)3 𝜃𝛼(𝑡)𝐷𝛼(𝑡)

𝑡

12
(

1 − 𝜈2
) 𝛷𝑇

𝑚1
(𝑥)

(

𝑆𝑉1𝑆
−1)2 𝑈

(

𝐾𝑉2𝐾
−1)2 𝛷𝑚2

(𝑦)𝐶𝑇𝐻𝐽𝐻−1𝛷𝑚3
(𝑡)

−
𝐸ℎ (𝑦)3 𝜃𝛼(𝑡)𝐷𝛼(𝑡)

𝑡

12
(

1 − 𝜈2
) 𝛷𝑇

𝑚1
(𝑥)𝑈

(

𝐾𝑉2𝐾
−1)4 𝛷𝑚2

(𝑦)𝐶𝑇𝐻𝐽𝐻−1𝛷𝑚3
(𝑡)

+ 𝜌ℎ(𝑦)𝛷𝑇
𝑚1

(𝑥)𝑈𝛷𝑚2
(𝑦)𝐶𝑇 (𝐻𝑉3𝐻

−1)2𝛷𝑚3
(𝑡) = 𝐹 (𝑥, 𝑦, 𝑡) , (53)

The initial and boundary conditions are approximated as:
𝑢(𝑥, 𝑦, 0) ≈ 𝛷𝑇

𝑚1
(𝑥)𝑈𝛷𝑚2

(𝑦)𝐶𝑇𝛷𝑚3
(0) = 0,

𝜕𝑢(𝑥, 𝑦, 0)
𝜕𝑡

≈ 𝛷𝑇
𝑚1

(𝑥)𝑈𝛷𝑚2
(𝑦)𝐶𝑇 (

𝐻𝑉3𝐻
−1)𝛷𝑚3

(0) = 0,

𝑢(0, 𝑦, 𝑡) ≈ 𝛷𝑇
𝑚1

(0)𝑈𝛷𝑚2
(𝑦)𝐶𝑇𝛷𝑚3

(𝑡) = 0,

𝑢(𝑎, 𝑦, 𝑡) ≈ 𝛷𝑇
𝑚1

(𝑎)𝑈𝛷𝑚2
(𝑦)𝐶𝑇𝛷𝑚3

(𝑡) = 0,

𝑢(𝑥, 0, 𝑡) ≈ 𝛷𝑇
𝑚1

(𝑥)𝑈𝛷𝑚2
(0)𝐶𝑇𝛷𝑚3

(𝑡) = 0,

𝑢(𝑥, 𝑏, 𝑡) ≈ 𝛷𝑇
𝑚1

(𝑥)𝑈𝛷𝑚2
(𝑏)𝐶𝑇𝛷𝑚3

(𝑡) = 0,
𝜕𝑢(𝑥, 0, 𝑡)

𝜕𝑦
≈ 𝛷𝑇

𝑚1
(𝑥)𝑈𝐾𝑉2𝐾

−1𝛷𝑚2
(0)𝐶𝑇𝛷𝑚3

(𝑡) = 0,

𝜕𝑢(𝑥, 𝑏, 𝑡)
𝜕𝑦

≈ 𝛷𝑇
𝑚1

(𝑥)𝑈𝐾𝑉2𝐾
−1𝛷𝑚2

(𝑏)𝐶𝑇𝛷𝑚3
(𝑡) = 0,

𝜕2𝑢(0, 𝑦, 𝑡)
𝜕𝑥2

≈ 𝛷𝑇
𝑚1

(0)
(

𝑆𝑉1𝑆
−1)2 𝑈𝛷𝑚2

(𝑦)𝐶𝑇𝛷𝑚3
(𝑡) = 0,

𝜕2𝑢(𝑎, 𝑦, 𝑡)
𝜕𝑥2

≈ 𝛷𝑇
𝑚1

(𝑎)
(

𝑆𝑉1𝑆
−1)2 𝑈𝛷𝑚2

(𝑦)𝐶𝑇𝛷𝑚3
(𝑡) = 0. (54)

𝑢(𝑥, 𝑦, 𝑡) is discretized into 𝑢(𝑥𝑖, 𝑦𝑗 , 𝑡𝑘) by applying the collocation method to solve these equations [37]. The three variables are 
discretized as follows:

𝑥𝑖 =
2𝑖 − 1
( )𝑅, 𝑖 = 0, 1, 2,… , 𝑚1,
2 𝑚1 + 1

8 
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𝑦𝑗 =
2𝑗 − 1

2
(

𝑚2 + 1
)𝑁, 𝑗 = 0, 1, 2,… , 𝑚2,

𝑡𝑘 = 2𝑘 − 1
2
(

𝑚3 + 1
)𝑀,𝑘 = 0, 1, 2,… , 𝑚3. (55)

These equations indicate that 𝑚1 +1, 𝑚2 +1, 𝑚3 +1 nodes are selected in a given interval [0, 𝑅], [0, 𝑁], [0,𝑀]. The collection node 
is selected at the centre of each interval to avoid the boundary point. Eq. (53) is converted into a series of algebraic equations. The 
unknown coefficient matrices 𝑈 and 𝐶 in the equation are solved by the least squares method. 𝑈 and 𝐶 are substituted back into 
the Eq. (36) to obtain the numerical solution 𝑢(𝑥, 𝑦, 𝑡) in the time domain. The entire process is implemented in MATLAB R2017b 
on a laptop with a 1.60 GHz processor and 4 GB random access memory. The numerical results demonstrated the SLPs algorithm 
has high computational efficiency, the computation time is around 20 s.

The implementation of the SLPs algorithm is summarized as:

Algorithm 1 Numerical solution for the VOFPDEs based on SLPs algorithm

Input: 𝐸, 𝛼(𝑡), 𝜃, 𝜈, 𝜌, ℎ(𝑦), 𝐹 (𝑥, 𝑦, 𝑡)
Output: 𝑢(𝑥, 𝑦, 𝑡)

1. Function approximation based on SLPs algorithm: 𝑢 (𝑥, 𝑦, 𝑡) ≈ 𝛷𝑇
𝑚1
(𝑥)𝑈𝛷𝑚2

(𝑦)𝐶𝑇𝛷𝑚3
(𝑡)

2. Derivative calculations of integer order and VOF differential operator matrices
3. Substitution of the operator matrices into the initial governing equation
4. Discretization of the variables: 𝑥𝑖 = 2𝑖−1

2
(

𝑚1+1
)𝑅, 𝑖 = 0, 1, 2,⋯𝑚1; 𝑦𝑗 = 2𝑗−1

2
(

𝑚2+1
)𝑁, 𝑗 = 0, 1, 2,⋯ , 𝑚2; 𝑡𝑘 = 2𝑘−1

2
(

𝑚3+1
)𝑀,𝑘 = 0, 1, 2,⋯ , 𝑚3

for transforming the governing equation into the algebraic equations
5. Solving the algebraic equations based on the least squares method by using MATLAB

4. Theoretical analysis and mathematical examples

In this section, the error estimation, convergence analysis and stability analysis for the proposed method are discussed.

4.1. Error estimation

𝑢𝑚1 ,𝑚2 ,𝑚3
(𝑥, 𝑦, 𝑡) is assumed as the best approximation of a continuous function 𝑢 (𝑥, 𝑦, 𝑡) ∈ 𝛺, where 𝛺 = [0, 𝑅] × [0, 𝑁] × [0,𝑀], 

in the space of 𝑚1 × 𝑚2 × 𝑚3 terms SLPs 𝛯𝑚1 ,𝑚2 ,𝑚3
(𝑥, 𝑦, 𝑡). Any polynomial 𝑣𝑚1 ,𝑚2 ,𝑚3

(𝑥, 𝑦, 𝑡) in variables 𝑥, 𝑦 and 𝑡 follows that: 
‖

‖

‖

𝑢 (𝑥, 𝑦, 𝑡) − 𝑢𝑚1 ,𝑚2 ,𝑚3
(𝑥, 𝑦, 𝑡)‖‖

‖2
≤ ‖

‖

‖

𝑢 (𝑥, 𝑦, 𝑡) − 𝑣𝑚1 ,𝑚2 ,𝑚3
(𝑥, 𝑦, 𝑡)‖‖

‖2
, (56)

𝑣𝑚1 ,𝑚2 ,𝑚3
(𝑥, 𝑦, 𝑡) is the interpolating polynomial of 𝑢 at nodes (𝑥𝑖, 𝑦𝑗 , 𝑡𝑘), 𝑥𝑖 = 𝑖 𝑅

𝑚1
, 𝑦𝑗 = 𝑗 𝑁

𝑚2
, 𝑡𝑘 = 𝑘𝑀

𝑚3
,

𝑢 (𝑥, 𝑦, 𝑡) − 𝑣𝑚1 ,𝑚2 ,𝑚3
(𝑥, 𝑦, 𝑡)

= 𝜕𝑚1+1

𝜕𝑥𝑚1+1
𝑢 (𝜉, 𝑦, 𝑡)𝐴1 +

𝜕𝑚2+1

𝜕𝑦𝑚2+1
𝑢 (𝑥, 𝜎, 𝑡)𝐴2 +

𝜕𝑚3+1

𝜕𝑡𝑚3+1
𝑢 (𝑥, 𝑦, 𝜔)𝐴3

− 𝜕𝑚1+𝑚2+𝑚3+3

𝜕𝑥𝑚1+1𝜕𝑦𝑚2+1𝜕𝑡𝑚3+1
𝑢
(

𝜉′, 𝜎′, 𝜔′)𝐴1𝐴2𝐴3, (57)

where 𝜉, 𝜉′ ∈ [0, 𝑅] , 𝜎, 𝜎′ ∈ [0, 𝑁] and 𝜔,𝜔′ ∈ [0,𝑀]. 𝐴1 =
∏𝑚1

𝑖=0
(

𝑥 − 𝑥𝑖
)

, 𝐴2 =
∏𝑚2

𝑗=0
(

𝑦 − 𝑦𝑗
) and 𝐴3 =

∏𝑚3
𝑘=0

(

𝑡 − 𝑡𝑘
)

. It can be 
obtained:

|

|

|

𝑢 (𝑥, 𝑦, 𝑡) − 𝑣𝑚1 ,𝑚2 ,𝑚3
(𝑥, 𝑦, 𝑡)||

|

≤ max
(𝑥,𝑦,𝑡)∈𝛺

|

|

|

|

|

𝜕𝑚1+1𝑢 (𝑥, 𝑦, 𝑡)
𝜕𝑥𝑚1+1

(

𝑚1 + 1
)

!

|

|

|

|

|

𝐴1

+ max
(𝑥,𝑦,𝑡)∈𝛺

|

|

|

|

|

𝜕𝑚2+1𝑢 (𝑥, 𝑦, 𝑡)
𝜕𝑦𝑚2+1

(

𝑚2 + 1
)

!

|

|

|

|

|

𝐴2

+ max
(𝑥,𝑦,𝑡)∈𝛺

|

|

|

|

|

𝜕𝑚3+1𝑢 (𝑥, 𝑦, 𝑡)
𝜕𝑡𝑚3+1

(

𝑚3 + 1
)

!

|

|

|

|

|

𝐴3

− max
(𝑥,𝑦,𝑡)∈𝛺

|

|

|

|

|

𝜕𝑚1+𝑚2+𝑚3+3𝑢 (𝑥, 𝑦, 𝑡)
𝜕𝑥𝑚1+1𝜕𝑦𝑚2+1𝜕𝑡𝑚3+1

(

𝑚1 + 1
)

!
(

𝑚2 + 1
)

!
(

𝑚3 + 1
)

!

|

|

|

|

|

𝐴1𝐴2𝐴3, (58)
9 
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The variables ∏𝑚1
𝑖=0

|

|

|

(

𝑥 − 𝑥𝑖
)

|

|

|

, ∏𝑚2
𝑗=0

|

|

|

(

𝑦 − 𝑦𝑗
)

|

|

|

 and ∏𝑚3
𝑘=0

|

|

|

(

𝑡 − 𝑡𝑘
)

|

|

|

 are changed to derive bounds,

𝑥 = 𝜃 𝑅
𝑚1

,

𝑦 = 𝜙 𝑁
𝑚2

,

𝑡 = 𝜑𝑀
𝑚3

. (59)

It can be obtained,
𝑚1
∏

𝑖=0

|

|

|

(

𝑥 − 𝑥𝑖
)

|

|

|

=
(

𝑅
𝑚1

)𝑚1+1 𝑚1
∏

𝑖=0
|𝜃 − 𝑖|,

𝑚2
∏

𝑗=0

|

|

|

(

𝑦 − 𝑦𝑗
)

|

|

|

=
(

𝑁
𝑚2

)𝑚2+1 𝑚2
∏

𝑗=0
|𝜙 − 𝑗|,

𝑚3
∏

𝑘=0

|

|

|

(

𝑡 − 𝑡𝑘
)

|

|

|

=
(

𝑀
𝑚3

)𝑚3+1 𝑚3
∏

𝑘=0
|𝜑 − 𝑘|, (60)

where 𝜀1, 𝜀2 and 𝜀3 are proposed as 𝜀1 < 𝜃 < 𝜀1 + 1, 𝜀2 < 𝜙 < 𝜀2 + 1, 𝜀3 < 𝜑 < 𝜀3 + 1.
Following that,

𝑚1
∏

𝑖=0
|𝜃 − 𝑖| = |

|

|

(

𝜃 − 𝜀1
) (

𝜃 − 𝜀1 − 1
)

|

|

|

𝜀1−1
∏

𝑖=0
|𝜃 − 𝑖|

𝑚1
∏

𝑖=𝜀1−2
|𝜃 − 𝑖|,

𝑚2
∏

𝑗=0
|𝜙 − 𝑗| = |

|

|

(

𝜙 − 𝜀2
) (

𝜙 − 𝜀2 − 1
)

|

|

|

𝜀2−1
∏

𝑗=0
|𝜙 − 𝑗|

𝑚2
∏

𝑗=𝜀2−2
|𝜙 − 𝑗|,

𝑚3
∏

𝑘=0
|𝜑 − 𝑘| = |

|

|

(

𝜑 − 𝜀3
) (

𝜑 − 𝜀3 − 1
)

|

|

|

𝜀3−1
∏

𝑘=0
|𝜑 − 𝑘|

𝑚3
∏

𝑘=𝜀3−2
|𝜑 − 𝑘|, (61)

where ||
|

(

𝜃 − 𝜀1
) (

𝜃 − 𝜀1 − 1
)

|

|

|

, ||
|

(

𝜙 − 𝜀2
) (

𝜙 − 𝜀2 − 1
)

|

|

|

 and ||
|

(

𝜑 − 𝜀3
) (

𝜑 − 𝜀3 − 1
)

|

|

|

 at points 𝜃+ 1
2 , 𝜙+ 1

2  and 𝜑+ 1
2  respectively are their 

maximum values. Thus,
|

|

|

(

𝜃 − 𝜀1
) (

𝜃 − 𝜀1 − 1
)

|

|

|

≤ 1
4
,

|

|

|

(

𝜙 − 𝜀2
) (

𝜙 − 𝜀2 − 1
)

|

|

|

≤ 1
4
,

|

|

|

(

𝜑 − 𝜀3
) (

𝜑 − 𝜀3 − 1
)

|

|

|

≤ 1
4
. (62)

Based on Eq. (59), they can be rewritten as follows:
𝜀1−1
∏

𝑖=0
|(𝜃 − 𝑖)| ≤

𝜀1−1
∏

𝑖=0

|

|

|

(

𝜀1 + 1 − 𝑖
)

|

|

|

≤
(

𝜀1 + 1
)

!,

𝜀2−1
∏

𝑗=0
|(𝜙 − 𝑗)| ≤

𝜀2−1
∏

𝑗=0

|

|

|

(

𝜀2 + 1 − 𝑗
)

|

|

|

≤
(

𝜀2 + 1
)

!,

𝜀3−1
∏

𝑘=0
|(𝜑 − 𝑘)| ≤

𝜀3−1
∏

𝑘=0

|

|

|

(

𝜀3 + 1 − 𝑘
)

|

|

|

≤
(

𝜀3 + 1
)

!,

𝑚1
∏

𝑖=𝜀1−2
|(𝜃 − 𝑖)| ≤

𝑚1
∏

𝑖=𝜀1−2

|

|

|

(

𝑖 − 𝜀1
)

|

|

|

≤
(

𝑚1 − 𝜀1
)

!,

𝑚2
∏

𝑗=𝜀2−2
|(𝜙 − 𝑗)| ≤

𝑚2
∏

𝑗=𝜀2−2

|

|

|

(

𝑗 − 𝜀2
)

|

|

|

≤
(

𝑚2 − 𝜀2
)

!,

𝑚3
∏

𝑘=𝜀3−2
|(𝜑 − 𝑘)| ≤

𝑚3
∏

𝑘=𝜀3−2

|

|

|

(

𝑘 − 𝜀3
)

|

|

|

≤
(

𝑚3 − 𝜀3
)

!. (63)

Combining Eqs.  (62) and (63) in Eq. (61), the following bounds are obtained.
𝑚1
∏

𝑖=0
|𝜃 − 𝑖| ≤ 1

4
(

𝑚1 + 1
)

!,

𝑚2
∏

|𝜙 − 𝑗| ≤ 1
4
(

𝑚2 + 1
)

!,

𝑗=0

10 
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𝑚3
∏

𝑘=0
|𝜑 − 𝑘| ≤ 1

4
(

𝑚3 + 1
)

!. (64)

The bounds derived from Eq. (60) are as follows:
𝑚1
∏

𝑖=0

|

|

|

(

𝑥 − 𝑥𝑖
)

|

|

|

=
(

𝑅
𝑚1

)𝑚1+1 1
4
(

𝑚1 + 1
)

!,

𝑚2
∏

𝑗=0

|

|

|

(

𝑦 − 𝑦𝑗
)

|

|

|

=
(

𝑁
𝑚2

)𝑚2+1 1
4
(

𝑚2 + 1
)

!,

𝑚3
∏

𝑘=0

|

|

|

(

𝑡 − 𝑡𝑘
)

|

|

|

=
(

𝑀
𝑚3

)𝑚3+1 1
4
(

𝑚3 + 1
)

!. (65)

The error bound is found based on Eqs. (58) and (65), 
|

|

|

𝑢 (𝑥, 𝑦, 𝑡) − 𝑣𝑚1 ,𝑚2 ,𝑚3
(𝑥, 𝑦, 𝑡)||

|

≤ 1
4

(

𝑅
𝑚1

)𝑚1+1
𝐷1 +

1
4

(

𝑁
𝑚2

)𝑚2+1
𝐷2 +

1
4

(

𝑀
𝑚3

)𝑚3+1
𝐷3

− 1
64

(

𝑅
𝑚1

)𝑚1+1 ( 𝑁
𝑚2

)𝑚2+1 (𝑀
𝑚3

)𝑚3+1
𝐷4, (66)

where 𝐷1 = max(𝑥,𝑦,𝑡)∈𝛺
|

|

|

|

𝜕𝑚1+1𝑢(𝑥,𝑦,𝑡)
𝜕𝑥𝑚1+1

|

|

|

|

, 𝐷2 = max(𝑥,𝑦,𝑡)∈𝛺
|

|

|

|

𝜕𝑚2+1𝑢(𝑥,𝑦,𝑡)
𝜕𝑦𝑚2+1

|

|

|

|

, 𝐷3 = max(𝑥,𝑦,𝑡)∈𝛺
|

|

|

|

𝜕𝑚3+1𝑢(𝑥,𝑦,𝑡)
𝜕𝑡𝑚3+1

|

|

|

|

 and 𝐷4 = max(𝑥,𝑦,𝑡)∈𝛺
|

|

|

|

𝜕𝑚1+𝑚2+𝑚3+3𝑢(𝑥,𝑦,𝑡)
𝜕𝑥𝑚1+1𝜕𝑦𝑚2+1𝜕𝑡𝑚3+1

|

|

|

|

.

Based on Eq. (56), the following error estimation is obtained,
‖

‖

‖

𝑢 (𝑥, 𝑦, 𝑡) − 𝑢𝑚1 ,𝑚2 ,𝑚3
(𝑥, 𝑦, 𝑡)‖‖

‖2

≤ 3
√

𝑅𝑁𝑀

(

1
4

(

𝑅
𝑚1

)𝑚1+1
𝐷1 +

1
4

(

𝑁
𝑚2

)𝑚2+1
𝐷2 +

1
4

(

𝑀
𝑚3

)𝑚3+1
𝐷3

− 1
64

(

𝑅
𝑚1

)𝑚1+1 ( 𝑁
𝑚2

)𝑚2+1 (𝑀
𝑚3

)𝑚3+1
𝐷4

)

. (67)

4.2. Convergence analysis

The convergence of the SLPs algorithm is ensured by the exponential decay of the error terms in the approximation
𝑢𝑚1 ,𝑚2 ,𝑚3

(𝑥, 𝑦, 𝑡). As 𝑚1, 𝑚2, 𝑚3 → ∞, the terms 
(

𝑅
𝑚1

)𝑚1+1
, 
(

𝑁
𝑚2

)𝑚2+1 and 
(

𝑀
𝑚3

)𝑚3+1 diminish exponentially, ensuring:
‖

‖

‖

𝑢(𝑥, 𝑦, 𝑡) − 𝑢𝑚1 ,𝑚2 ,𝑚3
(𝑥, 𝑦, 𝑡)‖‖

‖2
→ 0, as 𝑚1, 𝑚2, 𝑚3 → ∞.

The approximation 𝑢𝑚1 ,𝑚2 ,𝑚3
(𝑥, 𝑦, 𝑡) converges uniformly to 𝑢(𝑥, 𝑦, 𝑡) with an exponential rate governed by the decay of 

(

𝑅
𝑚1

)𝑚1+1
, 

(

𝑁
𝑚2

)𝑚2+1 and 
(

𝑀
𝑚3

)𝑚3+1
. The convergence highlights the computational efficiency of the SLPs algorithm, and confirms its high 

effectiveness for approximating ternary functions in VOFPDEs. 

4.3. Mathematical example 1

A general mathematical example associated with its analytical solution is proposed. The mathematical example is solved by the 
proposed SLPs numerical algorithm. The form of the equation is the same as the VOF governing equation of the variable thickness 
viscoelastic plate with simply supported-clamped boundary conditions, the expression is: 

0.01𝐷𝛼(𝑡)
𝑡

(

𝜕4𝑢 (𝑥, 𝑦, 𝑡)
𝜕𝑥4

+ 2
𝜕4𝑢 (𝑥, 𝑦, 𝑡)
𝜕𝑥2𝜕𝑦2

+
𝜕4𝑢 (𝑥, 𝑦, 𝑡)

𝜕𝑦4

)

− 0.006
𝜕2𝑢 (𝑥, 𝑦, 𝑡)

𝜕𝑡2
= 𝑓 (𝑥, 𝑦, 𝑡), (68)

where 𝛼 (𝑡) = 0.4𝑡 + 0.1, 𝑡 ∈ [0, 1], 𝑥 ∈ [0, 1], 𝑦 ∈ [0, 1].
The initial conditions are: 

𝑢 (𝑥, 𝑦, 0) =
𝜕𝑢(𝑥, 𝑦, 𝑡)

𝜕𝑡
|

|

|

|𝑡=0
= 0. (69)

The boundary conditions are: 

𝑢|𝑥=0,1 = 𝑢|𝑦=0,1 =
𝜕𝑢
𝜕𝑦

|

|

|

|𝑦=0,1
= 𝜕2𝑢

𝜕𝑥2
|

|

|

|𝑥=0,1
= 0. (70)
11 
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Fig. 3. Numerical analysis of the VOFPDE obtained by SLPs algorithm.

The analytical solution of Eq. (68) is: 

𝑢 (𝑥, 𝑦, 𝑡) = 𝑥2 (1 − 𝑥)2 𝑦2 (1 − 𝑦)2 𝑡2. (71)

This equation is solved separately by the SLPs and SBPs algorithms. The numerical solution is represented by 𝑢𝑛(𝑥, 𝑦, 𝑡). The 
absolute error is 𝑒(𝑥, 𝑦, 𝑡) = |

|

𝑢𝑛 (𝑥, 𝑦, 𝑡) − 𝑢 (𝑥, 𝑦, 𝑡)|
|

, which is presented to show the computational efficiency of the algorithms. 
The definition of SBPs on the interval [0,R] is given as [38]: 

𝐵i,𝑛 (𝑥) =
(

𝑛
𝑖

)

𝑥𝑖 (𝑅 − 𝑥)𝑛−𝑖

𝑅𝑛 =
𝑛−𝑖
∑

𝑘=0
(−1)𝑘

(

𝑛 − 𝑖
𝑘

)

𝑥𝑖+𝑘

𝑅𝑖+𝑘 , (72)

The matrix 𝛹 (𝑥) consists of a series of SBPs defined over the interval [0,R]. Its formula is given as follows: 

𝛹 (𝑥) =
[

𝐵0,𝑛 (𝑥) , 𝐵1,𝑛 (𝑥) ,… , 𝐵𝑛,𝑛 (𝑥)
]𝑇 = 𝐵𝑇𝑛 (𝑥), (73)

where

𝑇𝑛(𝑥) =

⎡

⎢

⎢

⎢

⎢

⎣

1
𝑥
⋮
𝑥𝑛

⎤

⎥

⎥

⎥

⎥

⎦

, 𝐵 =
[

𝑏𝑖,𝑗
]𝑛
𝑖,𝑗=0 , 𝑏𝑖,𝑗 =

{

(−1)𝑗−𝑖
(𝑛
𝑖

)(𝑛−𝑖
𝑗−𝑖

) 1
𝑅𝑗 , if 𝑗 ≥ 𝑖,

0, if 𝑗 < 𝑖.

where 𝐵 is coefficient matrix of SBPs. It is an upper triangular matrix with non-zero on the main diagonal, so it is invertible. 𝑇𝑛(𝑥)
is obtained as: 

𝑇𝑛 (𝑥) = 𝐵−1𝛹 (𝑥) . (74)

The operator matrices of the SBPs are derived to approximate the unknown function by using the same method described in 
Section 3. These matrices are employed to transform the governing equation into a series of algebraic equations, which are solved 
subsequently.

The numerical solutions obtained using the algorithms based on SLPs and SBPs, along with their corresponding absolute errors, 
are shown in Figs.  3 and 4, respectively. As illustrated in Figs.  3(b) and 4(b), both orthogonal polynomials algorithms successfully 
solve the equation, with the numerical results satisfying the initial and boundary conditions. The accuracy of the two algorithms 
is compared using absolute error, as shown in Figs.  3(c) and 4(c). The absolute error for the SLPs algorithm is smaller than that 
of the SBPs algorithm. In terms of computational performance, the SLPs algorithm required 47 s of CPU time, whereas the SBPs 
algorithm took 68 s. Furthermore, the SLPs algorithm converged after 14 iterations, while the SBPs algorithm required 29 iterations 
to converge. These results demonstrate that the SLPs algorithm possesses superior computational efficiency and accuracy.

Table  1 presents the values of the absolute and relative errors of the displacements obtained by using the SLPs and SBPs 
algorithms at various points. This comparison provides a quantitative difference in the numerical accuracy and performance of 
the algorithms based on these two polynomials. It is evident that SLPs outperform SBPs in both absolute and relative errors at 
all the selected points. The algorithm based on SLPs demonstrates significantly lower absolute errors, with values ranging from 
1.521 × 10−8 to 1.182 × 10−4, compared to the algorithm based on SBPs, with the values ranging from 8.560 × 10−4 to 1.007 × 10−3. 
The relative error for SLPs is consistently below 2.528 × 10−2 %, while SBPs exhibit a higher relative error of 1.830 × 10−1 %. These 
findings confirm the accuracy and reliability of SLPs algorithm in the approximation of solution of the fractional governing equation.

4.4. Mathematical example 2

The following mathematical example is studied to further validate the applicability of the SLPs algorithm to VOFPDEs with 
diverse boundary conditions and fractional derivatives.
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Fig. 4. Numerical analysis of the VOFPDE obtained by SBPs algorithm.

Table 1
Error comparison between the algorithms based on SLPs and SBPs at various points.
 (𝑥, 𝑦) Absolute error Relative error (%)
 SLPs SBPs SLPs SBPs  
 (0.4, 0.4) 1.182 × 10−4 8.560 × 10−4 2.528 × 10−2 1.830 × 10−1 
 (0.5, 0.4) 5.713 × 10−5 9.282 × 10−4 1.113 × 10−2 1.829 × 10−1 
 (0.6, 0.4) 2.126 × 10−5 8.560 × 10−4 4.547 × 10−3 1.830 × 10−1 
 (0.4, 0.5) 5.713 × 10−5 9.282 × 10−4 1.113 × 10−2 1.829 × 10−1 
 (0.5, 0.5) 1.521 × 10−8 1.007 × 10−3 2.762 × 10−6 1.828 × 10−1 
 (0.6, 0.5) 2.908 × 10−5 9.282 × 10−4 5.731 × 10−3 1.829 × 10−1 
 (0.4, 0.6) 2.126 × 10−5 8.560 × 10−4 4.547 × 10−3 1.830 × 10−1 
 (0.5, 0.6) 2.908 × 10−5 9.282 × 10−4 5.731 × 10−3 1.829 × 10−1 
 (0.6, 0.6) 5.360 × 10−5 8.560 × 10−4 1.146 × 10−2 1.830 × 10−1 

Fig. 5. Absolute error obtained by using the SLPs and SBPs algorithms.

0.03𝐷𝛼(𝑡)
𝑡

(

𝜕4𝑢 (𝑥, 𝑦, 𝑡)
𝜕𝑥4

+ 2
𝜕4𝑢 (𝑥, 𝑦, 𝑡)
𝜕𝑥2𝜕𝑦2

+
𝜕4𝑢 (𝑥, 𝑦, 𝑡)

𝜕𝑦4

)

+ 100
𝜕2𝑢 (𝑥, 𝑦, 𝑡)

𝜕𝑡2
= 𝑓 (𝑥, 𝑦, 𝑡), (75)

 where 𝛼 (𝑡) = 0.1𝑡 + 0.5, 𝑡 ∈ [0, 1], 𝑥 ∈ [0, 1], 𝑦 ∈ [0, 1].
The initial conditions are: 

𝑢 (𝑥, 𝑦, 0) =
𝜕𝑢(𝑥, 𝑦, 𝑡)

𝜕𝑡
|

|

|

|𝑡=0
= 0. (76)

The boundary conditions are: 

𝑢|𝑥=0,1 = 𝑢|𝑦=0,1 =
𝜕2𝑢
𝜕𝑦2

|

|

|

|𝑦=0,1
= 𝜕2𝑢

𝜕𝑥2
|

|

|

|𝑥=0,1
= 0. (77)

The analytical solution of Eq. (75) is in the form of a harmonic function: 

𝑢(𝑥, 𝑦, 𝑡) = 5 sin(𝜋𝑥) sin(𝜋𝑦)𝑡2. (78)
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Table 2
Material parameters of the model [38].
 Material 𝜌 (kg∕m3) 𝜃 (s) 𝐸 (Pa) 𝜈 𝛼 (𝑡)  
 PET 1380 0.35 3 × 107 0.3 −0.1𝑡 + 1 
 Polyurea 1060 0.0012 1.2 × 107 0.3 −0.1𝑡 + 1 

This equation is solved by using the SLPs and SBPs algorithms. A comparison of the absolute errors, presented in Fig.  5, indicates 
that the SLPs algorithm is more accurate than the SBPs algorithm. The computation time for the SLPs algorithm is 6.5 s of CPU 
time, compared to 9.5 s for the SBPs algorithm. Additionally, the SLPs algorithm converged after 23 iterations, whereas the SBPs 
algorithm required 95 iterations to achieve convergence. These results demonstrate that the SLPs algorithm can approximate more 
complex analytical solutions with significantly reduced convergence rate.

The stability of the algorithm based on SLPs is validated by the obtained absolute and relative errors for solving the VOFPDEs 
with the various fractional derivatives under different boundary conditions.

5. Numerical investigation of variable thickness viscoelastic plates

SLPs algorithm is used to solve the governing equations of viscoelastic plates with variable thickness. The evolution of 
displacement of plates with varying thicknesses and materials under the harmonic load is analysed. The displacement, stress and 
bending moment of quadratic variable thickness PET plate are studied.

The boundary conditions of the plate with 𝑎 = 3 m and 𝑏 = 2 m are: 

𝑢|𝑥=0,3 = 𝑢|𝑦=0,2 =
𝜕𝑢
𝜕𝑦

|

|

|

|𝑦=0,2
= 𝜕2𝑢

𝜕𝑥2
|

|

|

|𝑥=0,3
= 0. (79)

Thickness variations of the plate are represented by three different distribution functions as:

𝐿𝑖𝑛𝑒𝑎𝑟 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 ∶ ℎ (𝑦) = ℎ0

[

1+𝜆
(

2𝑦
𝑏

− 1
)]

,

𝑄𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 ∶ ℎ (𝑦) = ℎ0

[

1+𝜆
(

2𝑦
𝑏

− 1
)2

]

,

𝐶𝑢𝑏𝑖𝑐 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 ∶ ℎ (𝑦) = ℎ0

[

1+𝜆
(

2𝑦
𝑏

− 1
)3

]

, (80)

where ℎ0 = 0.01 m, 𝜆 = 0.1.

5.1. Numerical analysis of plates with different materials and thicknesses

The materials used for the variable thickness viscoelastic plates are PET and polyurea. Table  2 summarizes the material 
parameters utilized in the VOF model.

The displacement variations of PET and polyurea plates with linear, quadratic and cubic thickness changes under harmonic 
load 𝐹 = 𝐹0 sin (𝜋𝑥 ∕𝑎 ) sin (𝜋𝑦 ∕𝑏 ) cos (𝜔𝑡) [39] are analysed, where 𝐹0 is amplitude and 𝜔 is excitation frequency. Substituting 
𝐹0 = 0.015 N∕m, 𝜔 = 0.7 rad/s, 𝑡 = 2 s and 𝛼 (𝑡) = −0.1𝑡 + 1 into Eq. (15), the displacement solution is obtained in the time domain. 
As shown in Figs.  6 and 7, the maximum displacement occurs at the centre position of the plate (𝑥, 𝑦) = (1.5, 1). The displacements 
at the four edges of the plate are equal to 0, satisfying the boundary conditions. Among plates made from the same material, the 
plate with a linear thickness variation exhibits the largest displacement, while the plate with a quadratic thickness variation shows 
the smallest displacement. The results were coherent with those presented in Zenkour’s study [40], where the numerical results for 
variable thickness rectangular plates under different boundary conditions were provided. In this study, the numerical results are 
represented by using the two-dimensional graphics, offering a clear and direct representation of the numerical data. The effectiveness 
of the algorithm based on SLPs in solving the governing equations for variable thickness plates is demonstrated.

As shown in Fig.  8, the displacement solutions of the PET and polyurea plates at 𝑦 = 1 m are obtained in the time domain for 
various values of 𝑥. The results indicate that the displacement is smaller in PET than in polyurea plates, demonstrating that PET 
plates are more resistant to bending. The findings of this study align with the investigations of PET and polyurea rotating beam, 
reported in [38]. These results confirmed that the VOF model could effectively describe the viscoelastic characteristics, providing a 
robust theoretical foundation for the performance prediction of damping materials. PET plates with quadratic thickness variations 
exhibit small displacement, which is ideal for the applications requiring high stiffness, such as structural components in aerospace 
and automotive industries. Polyurea is well-suited for the applications involving vibration and shock absorption. 
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Fig. 6. Displacement solutions of three thickness variations of PET plates.

Fig. 7. Displacement solutions of three thickness variations of polyurea plates.

Fig. 8. Comparison of displacement solutions of the PET plate and polyurea plate under three thickness variations.

 
Fig. 9. Displacement solutions of PET plate under different amplitudes.
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Fig. 10. 2D distribution of stress and bending moment of quadratic variable thickness rectangular plate in 𝑥–𝑦 plane.

5.2. Effect of the amplitude of harmonic load

When 𝐹0 = 0.01 N∕m and 𝐹0 = 0.02 N∕m in harmonic load, the displacement of the quadratic variable thickness PET plate is 
calculated, as shown in Fig.  9. The results indicate that the displacement increases progressively with 𝐹0.

When 𝐹0 = 0.015 N∕m, the numerical solutions of the stress and bending moment of the plate are illustrated in Fig.  10. In Fig. 
10(a), the stress is shown to disappear at 𝑦 = 0 m and 𝑦 = 2 m, while its maximum value occurs at 𝑥 = 0 m and 𝑥 = 3 m when 𝑦 = 1
m. The minimum value of stress occurs at the centre of the plane. As depicted in Fig.  10(b), the maximum bending moment appears 
at the centre of the plate, while the minimum bending moment is observed at 𝑥 = 0 m and 𝑥 = 3 m when 𝑦 = 1 m. The bending 
moment almost disappears at 𝑦 = 0 m and 𝑦 = 2 m. The results obtained in this study are consistent with those presented in [41]. 
Zenkour employed the small parameter and Lévy-type methods to obtain the dimensionless displacement. This study provides the 
numerical results directly in the time domain, offering a practical perspective for designers of variable thickness structures.

6. Conclusions

In this paper, an innovative algorithm based on SLPs is proposed for solving the governing equation of variable thickness 
viscoelastic plates. The VOF model effectively describes the relationship between stress and strain in the plate. Displacement, stress 
and bending moment are analysed in the time domain. The key conclusions are summarized as follows:

1. VOF model with linear order function is successfully implemented in the governing equation of viscoelastic plate with the 
advantages of high efficiency and accuracy.

2. The VOFPDEs of variable thickness viscoelastic plates are directly solved in the time domain by using SLPs algorithm.
3. Comparing to SBPs, the SLPs algorithm exhibits superior accuracy, faster convergence rate and reduced computational time.
4. Viscoelastic plate with quadratic thickness variation exhibits the smallest displacement change under the same loading 

conditions.
5. PET demonstrates better bending performance than polyurea, making it more suitable for applications requiring high stiffness.
6. The displacement of the plate gradually increases with the amplitude of the uniformly distributed harmonic load.
The material studied in this research is incompressible and isotropic, which simplifies the modelling process, but limits its 

applicability to compressible or anisotropic materials. The instability and convergence issues of the numerical method appear under 
extreme conditions, such as when the diffusion rate approaches zero. It can reduce accuracy and increase computational cost. These 
limitations highlight the need for further advancements in modelling and computational techniques. Future research will focus on 
the extension of the fractional viscoelastic models to multi-scale and multi-physics problems to enhance the accuracy of behaviour 
predictions for complex materials, with specific applications to additive manufacturing (3D printing) process. The effects of thermal, 
mechanical, and viscoelastic interactions will be thoroughly explored by employing FO models in a multi-physics framework. 
The physical significance of VOF derivatives will be investigated to provide a deeper understanding of their role in describing 
complex material behaviour. A fractional derivative UMAT (User Material) subroutine is being developed for the integration with 
finite element method. This tool will enable more precise investigations of viscoelastic behaviour under diverse conditions and 
configurations, facilitate the significant advancements in the application of VOF models in engineering and material science.
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