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Abstract—The deployment of wireless sensor networks (WSNs) 
over a geographical area for monitoring physical 
phenomena is prone to several failures due to energy depletion, 
environmental hazards, hardware failure, communication link 
errors, etc. These failures prevent them to fulfill their tasks 
normally. In addition, in safety applications, these failures lead to 
hazardous consequences. Thus, it is necessary to adopt an 
efficient fault-tolerant approach to ensure the availability of 
sensor data anytime and anywhere in WSNs. In this paper, we 
proposed two efficient cluster-based fault-tolerant schemes 
enabling to reduce communication and processing overhead. 
These schemes are respectively denoted ECFS-1 and ECFS-2. 
ECFS-1 could tolerate link failures and therefore guarantee 
routing reliability while ECFS-2 could tolerate both sensor faults 
and links failures. Finally, we conducted several simulations to 
illustrate the effectiveness of our contribution and compared 
obtained results to other schemes.  
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I.  INTRODUCTION 

Wireless sensor networks (WSNs) are self-organized 
networks that typically consist of a large number of low-cost 
and low-powered sensor devices, called sensor nodes, which 
can be deployed over a geographical area for monitoring 
physical phenomena like temperature, humidity, vibrations, 
seismic events, and so on [1]. Now, WSNs are permeating a 
variety of application domains such as avionics, 
environmental monitoring, structural sensing, tele-medicine, 
space exploration, and command and control. 

Typically, a sensor node is a tiny device that includes three 
basic components: a sensing unit for data acquisition from the 
physical surrounding environment, a processing unit for local 
data processing and storage, and a wireless transceiver, which 
is used to transform the captured events back to the base 
station. Sensor nodes are usually powered by lightweight 
batteries, and replacing or recharging these batteries is often 
not feasible because sensor nodes may be deployed in a hostile 
or unpractical environment. These sensor nodes collaborate 
with each other to perform tasks of data sensing, data 
communication, and data processing. 

Moreover, WSNs should have a lifetime long enough to 
fulfill the application requirements. However, In addition to 
resource constraints in WSNs, the failure of sensor nodes is 

almost unavoidable because the latter are prone to failure due 
to energy depletion since they have usually deployed in hostile 
environments and their batteries cannot be recharged or 
replaced, hardware failure, communication link errors, and so 
on. Therefore, fault tolerance has become more important as 
other performance metrics such as energy efficiency, latency 
and accuracy in supporting distributed sensor applications. 

In WSNs, failures can occur for various reasons. First, 
sensor nodes are fragile, and they may fail due to depletion of 
batteries or destruction by an external event. Besides, sensor 
nodes may capture and communicate false readings because of 
environmental influence on their sensing components. Second, 
as in any wireless networks, links are failure-prone [2,3,4], 
causing network partitions and dynamic changes in network 
topology. 

In general, the consequence of these failures is that a node 
becomes unreachable, violates certain conditions that are 
essential for providing a service or returns false readings 
which could cause a disaster especially in safety critical 
applications. Furthermore, the above fault scenarios are 
worsened by the multihop communication nature of WSNs. It 
often takes several hops to deliver data from a sensor node to 
the remote base station; therefore, failure of a single node or 
link may lead to missing reports from the entire region of 
WSNs. 

Therefore, since sensor nodes are prone to failure, fault 
tolerance should be seriously considered in many sensor 
network applications. Recently, several studies have dealt with 
fault tolerance in WSNs, particularly in the routing process. 
Moreover, these works focus on the detection and recovery of 
failures in WSNs and aim to reduce the amount of time 
required for detecting and recovering from a failure as much 
as possible. 

These observations show that the design of new fault 
tolerant protocols has become necessary for sensor 
applications to operate successfully. Moreover, these protocols 
should ensure reliable data delivery while minimizing energy 
consumption. 

In this paper, we clarify the requirements for maintaining 
high level availability in WSNs, and investigate briefly the 
schemes utilized in WSNs research and engineering for fault 
detection and recovery at the routing level. Then, we propose 
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an Efficient Cluster-based Fault-tolerant Scheme (ECFS) to 
tolerate faults in WSNs while dissipating less extra energy and 
time. 

The proposed scheme is based on a clustered architecture 
in which the clusters have a primary cluster-head and 
secondary one. Sensor nodes with stronger capabilities are 
elected as cluster-heads and thus they can perform operations 
for other sensor nodes that would either have to spend a 
significant amount of energy or would not be capable of 
performing these operations. Cluster-heads could aggregate 
sensor data before it is forwarded to a remote base station, 
thereby saving energy. Furthermore, in clusters, the dual 
cluster-heads cooperate with each other to reduce extra costs 
by sending only one copy of sensed data to the sink; also, dual 
cluster-heads check errors with each other during the 
collecting sensor reading. In this optic, we proposed two 
schemes denoted ECFS-1 and ECFS-2. ECFS-1 could tolerate 
link failures and therefore guarantee routing reliability while 
ECFS-2 could tolerate both sensor faults and links failures. 
Finally, we conducted several simulations to demonstrate the 
effectiveness of our contribution and we compared obtained 
results to those of GRAB [5]. 

The rest of this paper is organized as follows: in Section 2, 
we present a survey of approaches to fault detection and 
recovery techniques; Section 3 illustrates our fault-tolerant 
scheme; and Section 4 presents a performance analysis of the 
proposed scheme. Finally, we conclude our paper and discuss 
future research work in Section 5. 

II. RELATED WORK 

Many recent studies dealt with fault tolerance in WSNs 
especially in terms of routing data to the base station. These 
approaches have utilized a multipath routing to guarantee 
reliable delivery of data to the base station because route 
redundancy increases the probability to reach the destination. 
Furthermore, in these approaches, the authors aimed to ensure 
load balancing among sensor nodes. 

In this section, we summarize and compare existing fault 
tolerant techniques that allow guaranteeing a reliable routing 
in WSNs. 

In [5], the authors have proposed a meshed multipath 
routing called GRAB that allows creating a forwarding mesh 
from the source to the sink based on the cost of delivering data 
at each node. Therefore, nodes farther away from the sink 
have the highest cost of delivering data. Sensor readings 
propagate along the path of least cost towards the base station. 
In this technique, the resulting mesh is base on a credit system 
in which the amount of credit assigned by the source node to 
the packet enable to determine the width of mesh. GRAB 
ensures reliable delivery of data to the base station but it 
consumes more energy which makes it undesirable for WSNs 
deployed in hostile areas. 

Node-disjoint multipath [5] generates a number of 
alternate paths that do not share any nodes with the primary 
path or other alternate paths except the source and the 
destination nodes. This scheme ensures that failures in some 
nodes on the primary path do not affect alternate paths 
therefore the delivery of data to the base station would be 

guaranteed. Creating multiple disjoint routes to the base 
station requires that the global network topology is known. 
Therefore, this technique consumes more energy because there 
is a redundancy of data sent to the base station. 

In [6], the authors have proposed a braided multipath 
technique that consists to use braided or partially disjoint paths. 
For each node on the primary path, an alternate path not 
including that node is determined and these alternate paths are 
not much more expensive than the primary path in terms of 
latency and overhead. This technique guarantees recovery 
when a few nodes on the primary path fail. However, when 
most of the nodes on the primary path fail, new path discovery 
is required, which generates significant additional overhead. 

III.  CONTRIBUTION 

Clustering approaches are used to enable the sensors to 
form a cluster. Thus, once the network is partitioned into 
smaller logically disjoint clusters, it is easy to keep track of 
sensor nodes in a cluster by carrying out maintaining cluster 
operation which relates managing cluster information when 
sensor nodes leave a cluster i.e. either when they break down 
or exhaust their energy, and a mechanism for communication 
across the clusters. 

In this section, we present our proposed distributed scheme 
that enables to generate balanced clusters as well as 
maintaining them. To perform our scheme, we assume that: 

• All sensors are homogeneous with constrained energy 
and the same transmission range, 

• Sensors are stationary, 

• Sensors have 2-hop neighborhood positional knowledge 
and operate asynchronously without a centralized 
controller, 

• Each sensor is able to calculate its weight according to its 
2-density and residual energy. 

A. Cluster Formation 

Clusters formation process consists to generate 2-hop 
clusters (2-clusters). Each cluster has a primary cluster-head 
and its vice, which are elected in 2-neighborhorhood based on 
the weights of sensors. The weight of each sensor is a 
combination of 2-density and residual energy as in Eq. (1). 
The weight parameter is periodically calculated by each node 
as shown in figure 1 in order to indicate the suitability of a 
node for playing cluster-head’s role. We involve 2-density (δ2 

(u)) factor in the purpose to generate clusters whose members 
are associated with cluster-heads and remaining energy (E(u)) 
parameter to select the nodes with more energy in their 2-
neighborhood. 

( ) ( ) ( ) ( )
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Since cluster-heads are responsible to fulfil several tasks 
such as coordination among the cluster members, transmission 
gathered data to the remote base station, and management of 
their own cluster; we propose to set up periodically cluster-
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heads election process after each round. Therefore, cluster-
heads do not rapidly exhaust their battery power.  

The proposed scheme is performed in two consecutive 
phases: set-up and steady-state. 

1) Set-up phase 
At the beginning of each round, each sensor calculates its 

weight and generates a ‘Hello’ message including three extra 
fields addition to other regular contents: Weight, P_NodeCh 

and V_NodeCh, where P_NodeCh and V_NodeCh are set to zero. 
Then, it broadcasts them to its 2-neighborhood via a ‘Hello’ 
message as well as it eavesdrops its neighbor’s ‘Hello’ 
message. After these exchanges, the sensor that has the 
greatest weight in its 2-neighborhood, is elected as primary 
cluster-head and the node that has the second largest weight, 
be chosen as its vice during the current round. Each sensor 
node updates its state vector by assigning respectively to 
P_NodeCh and V_NodeCh the identifiers of the corresponding 
primary cluster-head and its vice. Then, primary cluster-head 
broadcasts an advertisement message (ADV_CH) including its 
state vector to its 2-neighboors to request them to join it. Each 
sensor that receives the massage and does not belong to any 
cluster as well as its weight is lower than CH’s weight, 
transmits REQ_JOIN message to CH to join it. Corresponding 
cluster-head checks if its own cluster size does not reach 
ThreshUpper, it will transmit ACCEPT_CH message to this 
sensor. Finally, cluster-heads construct a cluster-to-cluster 
(CH-to-CH) routing paths to use them for data transmission. 

After the end of this phase, each cluster-head creates a 
time schedule, in which time slots are allocated for intra-
cluster communication, data aggregation, inter-cluster 
communication, and maintenance process. Then, the generated 
clustered sensor network starts the steady-state phase of round 
to transfer collected data to the remote base station. 

2) Steady phase 
Sensor nodes within a cluster do not transmit their 

gathered data directly to the sink, but only to their respective 
cluster-heads. Accordingly, the cluster-head are responsible 
for coordination among the cluster members, aggregation of 
their data, and transmission of the aggregated data to the sink, 
directly or via multi-hop transmission. 

During the steady-state phase, sensor nodes can begin 
sensing and transmitting collected readings to their respective 
cluster-heads. The radio of each non-cluster-head sensor can 
be turned off until the sensor’s allocated transmission time. 
The cluster-heads, after receiving all data, aggregate it before 
sending it to the remote base station. Each cluster-head 
communicates using different CDMA codes in order to reduce 
interference from nodes belonging to other clusters. 

B. Fault tolerance for sensor data 

To deal with erroneous sensor data, the cluster-head 
analyzes sensor readings by calculating their average value 
and standard deviation. If the standard deviation exceeds a 
threshold value, the cluster-head removes the readings that 
differ from the average of the threshold value. 

We consider that each sensor si captures a physical value θi 
within its vicinity and sends it to the cluster-head. The latter 
calculates the average of all measurements received denoted 
�̅	and the standard deviation ��  associated according to the 
following:
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For each sensor data θi(si), if θσθθ >−i  , θi will be 

removed. Then, the cluster-head recalculates the average 
values of correct readings. Let kCor is the number of these 
values. The new average value is: 
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C. Availibility of WSN 

The availability of a service provided by a WSN depends 
on the fault tolerance technique. Whatever the technique used 
for fault tolerance, failures are unavoidable in WSNs that 
make them unavailable for some time. For that, we introduce a 
metric denoted Avail (i) to evaluate the availability ratio when 
a failure i occurs. We assume that the failures occur according 
to a Poisson distribution. For a failure i, this metric is 
expressed as follows: 
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Where TTFi represents the average time until a failure 
occurs in the network and TTRi is the mean time to repair it. 
Thus, the availability ratio of a WSN Avail(WSN) is 
calculated as: 
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IV.  EVALUATION AND SIMULATION RESULTS 

In this section, we conduct extensive simulations to 
evaluate the performance of ECFS-2 and compare them with 
those of GRAB. For that, we utilize JSIM [7] to implement it 
and we select sensor hardware parameters similar to Berkeley 



motes [8]. We use a field size of 150×150m
nodes are uniformly distributed. The maximum transmission 
range of a node is 10 meters. The energy consumptions for 
transmitting, receiving and idling are respectively 60 mW, 12 
mW and 12 mW. The time of transmission or receiving for a 
packet is 10 ms. A random source node generates a report 
every 10 seconds and in each run 100 reports are generated. 

Node failures are randomly distributed over time
fraction of failed nodes is defined as the node failure rate. To 
evaluate the performance of ECFS-2, we measure the 
ratio, which is the ratio of the number of report packets 
successfully received at the sink to the total number generated 
at the source. This metric illustrates the degree of robustness 
of ECFS-2 to forward data in the presence of node

Furthermore, we also measure total energy consumption
illustrate the robustness of ECFS-2 in terms of the cost of 
excessive overhead. The obtained results are averaged over 10 
different runs. 

We evaluate respectively the impact of 
and network size on success ratio and energy consum
Finally, we compare the obtained results to 
[3]. 

A. Node failure rate 

To illustrate the robustness of ECFS-2
success ratio of data delivery to the base station according to 
the number of failed nodes. For that, we vary the 
nodes from 5% to 50%. 

Figure 1: Success ratio for different node failure rate

Figure 1 shows the success ratio according to 
failed nodes. The success ratio is above 90% fo
nodes that are below 35%. As the rate of 
increases, the success ratio tends to decrease. However, 
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according to the rate of 
% for rates of failed 

rate of failed nodes 
decrease. However, ECFS-

2 still maintains very high degrees of robustness
GRAB. The success ratio remains 
nodes fail, and is around 80% in the extreme case when half of 
the nodes fail. This shows that ECFS
severe node failures compared to GRAB
ratio also demonstrates that 
inaccurate cost fields because 
cluster-head and its vice have failed
in data forwarding, is small. 

Figure 2: Energy consumption for different node failure rate

The energy consumptions are shown in figure 2
node failure increases, the energy decreases linearly 
the idle energy dominates the total energy consumption. A 
higher node failure rates means more node failures, thus 
proportionally less energy consumption. 
consumes less energy than GRAB
the cluster-heads and in the critical case
data to the base station. 

B. Impact of network size 

To find how network size 
ECFS-2, we keep the field size 150 
the number of nodes from 500 to 15
rate is 15%. 
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Figure 3: Success ratio for different network sizes 

Figure 3 shows how the success ratio changes over 
different network sizes. The success ratio is above 72% for 
node numbers of 500 and 750, and it exceeds that obtained by 
GRAB. However, when network size exceeds 900 nodes, the 
success ratio remains high above 90% for all the remaining 
network sizes.  

C. Availibility ratio 

The availability of services provided by a WSN depends 
on the duration of network operation and repair time of the 
failure. We assume that the failures occur following a Poisson 
distribution and the network becomes unavailable when there 
is a cluster-head and its vice that have failed and that they are 
involved in data forwarding. 

 

Figure 4: Availability ratio according to node failure rate 

 

Fig.4 shows that the availability of services is greater than 
88% when node failure rate is less than 40%. This reflects the 
probability of having a cluster-head and its vice have failed 
and that they are involved in data forwarding. This probability 
increases when node failure increases. 

V. CONCLUSION 

In this paper, we have proposed two schemes for dealing 
with fault tolerance in WSNs. 

The first approach enables to ensure reliable delivery of 
data to the base station while minimizing energy consumption 
to allow a long network lifetime whereas the second allows 
ensuring the reliability of collection data and data delivery. 

In both approaches, we utilized a clustered architecture in 
which there is a primary cluster-head and its vice. The latter 
receives the data sent by the cluster members and aggregates 
them as the primary cluster-head and if it observes that the 
primary cluster-head has not forwarded the aggregated data, it 
would do this. 

Simulation results showed that in ECFS-2, the reliability 
ratio of delivery data is very high compared to GRAB. 
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