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Abstract The integrity of machining tools is important to maintain a high
level of surface quality. The wear of the tool can lead to poor surface quality
of the workpiece and even to damage of the machine. Furthermore, in some
applications such as aeronautics and precision engineering, it is preferable to
change the tool earlier rather than to loose the workpiece because of its high
price compared to the tool’s one. Thus, to maintain a high quality of the man-
ufactured pieces, it is necessary to assess and predict the level of wear of the
cutting tool. This can be done by using condition monitoring and prognostics.
The aim is then to estimate and predict the amount of wear and calculate the
remaining useful life of the cutting tool.

This paper presents a method for tool condition assessment and life predic-
tion. The method is based on nonlinear feature reduction and support vector
regression. The number of original features extracted from the monitoring
signals is first reduced. These features are then used to learn nonlinear regres-
sion models to estimate and predict the level of wear. The method is applied
on experimental data taken from a set of cuttings and simulation results are
given. These results show that the proposed method is suitable for assessing
the wear evolution of the cutting tools and predicting their remaining useful
life. This information can then be used by the operators to take appropriate
maintenance actions.
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1 Introduction

The wear of machining tools can lead to low surface quality and more rough-
ness of the manufactured workpieces. The wear of the tools when it is not
detected in time may also lead to damage of the processing machine (or of the
tool) and sometimes to accidents. Moreover, the tool wear can impact the re-
liability, the availability, the security and the quality of the final products. To
avoid these situations, it is necessary to monitor the wear level of the tool by
developing and implementing appropriate approaches. One of these approaches
can be Prognostics and Health Management (PHM). A PHM [13,14,20,29] is a
process which involves the following steps: sensors and data acquisition (mon-
itoring), data manipulation (or processing), condition assessment, diagnostics,
prognostics and decision support. Concerning the wear of the machining tool,
the steps of monitoring, condition assessment and prognostics can be useful
to continuously assess and predict the level of wear. Prognostics [13,14,33,34]
aims at estimating the remaining useful (RUL) life of a component, sub-system
or system [1]. Prognostics can thus be applied on tool condition monitoring to
estimate the number of cycles the tool can perform.

The RUL estimation can be done by using three main approaches: model-based
prognostics (also called physics of failure prognostics), data-driven prognostics
and hybrid prognostics. The model-based approach uses mathematical mod-
els including degradation phenomena to estimate the current health status of
the system, predict its future one and calculate its RUL. The data-driven ap-
proach is based on the utilization of data provided by monitoring sensors to
built models in terms of states or trends, which are then used to predict the
RUL. Finally, the hybrid approach merges both previous approaches. Model-
based prognostics has the advantage of giving more precise RUL predictions
than data-driven prognostics. However, in terms of implementation, the data-
driven approach is more easier than the model-based approach. This is because
for complex systems, with presence of several components and nonlinearities, it
is not trivial to derive their mathematical models. In these cases, data-driven
prognostics can be a solution, which makes the trade-off between precision,
complexity and cost of implementation.

The cutting process is complex and the relationship between the extracted
features from the raw monitoring signals and the observed wear level is non-
linear [21]. Consequently, the application of traditional nonlinear regression
methods to estimate and predict the tool wear may be limited. In this do-
main, Yan and Lee [38] utilized a logistic regression based prognostic method
for online performance degradation assessment and failure mode classification
of machines. However, the drawback of this method is that it needs various fail-
ure pattern data to conduct the logistic regression, which limits its application
in real systems. More general than traditional regression models, the support
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vector machine for nonlinear regressions has been successfully applied in vari-
ous machine learning problems [27,36]. However, only few works are published
regarding their application in tool condition monitoring. Among these research
works, Brezak et al. [6] proposed a continuous hybrid tool wear estimator by
using a fuzzy classifier and support vector machines. Dongfeng et al. [28] pre-
sented a tool wear predictive model combining least square support vector
machines (LS-SVM) and principal component analysis (PCA) technique. Fi-
nally, Sun et al. [31] used the SVM in a turning process where the level of wear
was classified in a binary class. Thus, the nonlinear feature reduction and non-
linear modeling aspects are not thoroughly addressed in the literature.

This paper deals with the utilization of two nonlinear feature reduction tech-
niques (Expectation-Maximization for Principal Component Analysis: EM-
PCA [25], and isometric feature mapping: ISOMAP [32]) combined with sup-
port vector regression (SVR) models [37] to continuously assess the health state
of cutting tools and predict their RUL. The EM-PCA is an enhanced PCA
based on iterations and learning for finding the principal subspace. ISOMAP
is a manifold learning technique based on pairwise geodesic (or curvilinear)
distances derived from high dimensional data. The purpose of EM-PCA and
ISOMAP techniques is to build for each set of original features a single health
indicator, which can represent the time evolution of the wear of the correspond-
ing cutting tool. The health indicators are then fitted to nonlinear regression
models by using the SVR technique [37], which is the most common applica-
tion form of SVMs.

The proposed method is done in two phases: an offline phase and an online
phase. In the first phase, a set of features is extracted from monitoring sig-
nals provided by three types of sensors (vibrations, force and acoustic emis-
sions) and related to a set of cutting tools. A Wavelet Packet Decomposition
(WPD) [2], particularly the six levels of the db4 taken from the Daubechies
family, is utilized to extract features that catch both temporal and frequency
information hidden in the raw signals. The features extracted for each cutting
tool are then reduced by using the EM-PCA and ISOMAP techniques to one
parameter called health indicator. The health indicators are then fitted to non-
linear models by using support vector regressions. The obtained models are
finally exploited in the second phase to calculate the RUL of new cutting tools
used in the same operating conditions than those learned in the first phase.
The proposed method is applied on real data taken from the PHM data chal-
lenge 2010 [30].

This paper is organized as follows. Section 2 presents a brief review of condi-
tion monitoring and prognostics, section 3 deals with the proposed method for
condition assessment of cutting tools and section 4 concerns the application
of the method and simulation results. Finally, section 5 concludes the paper.
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2 Tool condition monitoring and PHM review

Tool Condition Monitoring (TCM) has been subject of several research works,
where different techniques and mathematical tools were used [17,24]. Among
these works, Kilundu et al. [16] explored the use of data mining techniques
for tool condition monitoring in metal cutting. In their work, the authors
highlighted two important aspects: strong relevance of information in high fre-
quency vibration components and benefits of the combination of singular spec-
trum analysis and band-pass filtering to get rid of useless components (noise).
Aliustaoglu et al. [3] developed a tool wear condition monitoring technique
based on a two-stage fuzzy logic scheme. In this work, the signals acquired from
various sensors were processed to make a decision about the status of the tool.
In the same framework, Jemielniak and Arrazola [15] proposed a contribution
where acoustic emission and cutting force signals were used for tool condi-
tion monitoring in micro-milling of cold-work tool steel. The results obtained
revealed a strong influence of tool wear on the acoustic emission signal. Pu-
rushothaman [23] proposed a tool condition monitoring in a turning operation
by using artificial neural network (ANN). Similarly, Pal et al. [22] developed
a neural network based on a sensor fusion model for a tool wear monitoring
system in turning operations. Gajate et al. [10] published two model-based
approaches for tool wear monitoring on the basis of neuro-fuzzy techniques.
In their paper, the use of a neuro-fuzzy hybridization to design a tool wear
monitoring system is aimed at exploiting the synergy of neural networks and
fuzzy logic, by combining human reasoning with learning and connectionist
structure. Always in the category of neural networks, Yeo et al. [40] proposed
a novel approach for the estimation of tool wear using the reflectance of cut-
ting chip surface and a back propagation neural network. In their work, the
authors postulate that the condition of a tool can be determined by using
the surface finish and the color of the cutting chip. Bhattacharyya et al. [5]
proposed a method for on-line tool condition monitoring in milling machine
by using the current and power signals. In their paper, the authors used a
multiple regression model to estimate the tool wear. Alonso et al. [4] devel-
oped a reliable tool condition monitoring system for industrial applications
based on the vibration analysis of the tool’s structure. Chen and Li [§] pro-
posed a technique based on acoustic emission signal wavelet analysis for tool
condition monitoring. Finally, Tobon-Mejia et al. [33] presented a contribu-
tion for health assessment and remaining useful life of a machining tool in a
computer numerical controlled (CNC) machine by using a stochastic approach.
More general than TCM, PHM can be considered as a key process for Condition-
Based Maintenance (CBM). CBM can be applied to continuously assess the
condition of a machining tool and predict its remaining useful life. This latter
information can then be exploited to replace the tool before its complete wear.
The CBM modules [18] are shown in figure 1. The following of the paper con-
cerns the condition monitoring and assessment and fault prognostic modules.
Fault prognostics is defined by the international standard organization as the
estimation of the time to failure (ETTF) and the risk of existence or later ap-
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Fig. 1: Modules of a CBM.

pearance of one or more failure modes [1]. However, in the reported research
and application works, the terminology ETTF is commonly called Remaining
Useful Life (RUL). An illustration of RUL progression is shown in figure 2.
Fault prognostics can be done by using three main approaches: model-based,
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Fig. 2: Illustration of remaining useful life.

data-driven and hybrid prognostics (figure 3).

Model-based (also called physics of failure) methods [7,11,19] deal with the
exploitation of a mathematical model representing the behavior of the physical
component including its degradation. The derived model is then used to pre-
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Fig. 3: Fault prognostic approaches.

dict the future evolution of the degradation and to estimate the RUL. In this
case, prognostic consists in evolving the degradation model until a determined
future instant from the actual deterioration state and by considering the fu-
ture use conditions of the corresponding component. The main advantage of
this approach is its precision, since the predictions are achieved based on a
mathematical model including the degradation. However, the derived model
is specific to a particular type of component or material, and thus, can not be
generalized to all system’s components. In addition, getting a mathematical
model of degradation phenomena is not an easy task and needs well instru-
mented test-benches which can be expensive.

Data driven methods [9,12,20] concern the transformation of the monitoring
and/or the exploitation data into relevant models, which can be used to assess
the health state of the industrial system and predict its future one leading to
the estimation of its RUL. The advantage of data-driven prognostic approach
is its applicability, cost and implementation. Indeed, by using this approach,
it is possible to predict the future evolution of a degradation without any need
of prior mathematical model. However, the results obtained by this approach
are less precise than those obtained by using model-based methods.
Compared to model-based methods, the data-driven methods offer a trade-off
in terms of complexity, cost, precision, and applicability. They are suitable for
systems where it is easy to obtain monitoring data and transform them into
behavior models of the degradation phenomena. The following of the paper
deals with a data-driven prognostic method for cutting tool condition assess-
ment and RUL estimation.

3 Tool condition assessment and RUL estimation

The figure 4 shows the steps of the proposed method. A short description of
each step is given in the following of the paper.

Cutting tools used for learning: to perform reliable and precise RUL
predictions, a set of cutting tools should be used to extract relevant features,
build health indicators, fit these indicators to nonlinear regression models, de-
fine the fault thresholds, etc.
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Fig. 4: General scheme of the proposed method.

Monitoring sensors: in TCM and PHM applications, the types and number
of sensors to be installed are important and depend on the degradation phe-
nomena to monitor. In this application, one acoustic emission sensor, three
accelerometers and three force sensors are used to track the wear evolution of
the cutting tools.

Sensor data fusion: the fusion of the data provided by the sensors is im-
portant and can help catching more information about the behavior of the
wear progression. Indeed, the results obtained by using different sensors can
be more precise and more relevant than those issued from the utilization of a
single sensor.

Feature extraction and reduction: in practice, different techniques can
be used in TCM to extract features from the signals acquired during the uti-
lization of the cutting tools. These features can be temporal (mean, pick to
pick, root mean square, etc.), frequency or time-frequency [39]. In this paper,
we used the WPD technique [2] (figure 5) to extract the energy coefficients
of the six first levels of decomposition. A WPD has special abilities to attain
higher discrimination by analyzing the higher frequency domains of a signal.
The frequency domains separated by the wavelet packets can be easily se-
lected and classified according to the characteristics of the analyzed signal [2].
A WPD can be seen as a tree where the root is the original signal. The next
level of the tree is the result of one step of the wavelet decomposition. Subse-
quent levels are constructed recursively by applying the wavelet decomposition
to the low and high pass filters obtained in the previous level.

The number of original features, corresponding to the energy coefficients of
the six first levels of decomposition, is then reduced by using two nonlinear re-



8 T. Benkedjouh et al.

X[n] 0-50000 Hz

D,: 25000-50000 Hz

D,: 25000-12500 Hz

Filter 3 D, 12500-6250 Hz
RN R A, “

I
J ) [l
[ by
] LS Dg : 1562-781 Hz

Y

Fig. 5: Wavelet packet decomposition tree.

duction techniques [35]: Expectation-Maximization PCA (EM-PCA) and iso-
metric feature mapping (ISOMAP). The EM-PCA [25] is related to two sets of
algorithms: the first is power iteration for solving matrix eigenvalue problems
and the second is a competitive learning for finding the principal subspace.
ISOMAP [32] is a manifold learning technique based on pairwise distances
derived from high dimensional data. The linear techniques such as the prin-
cipal component analysis and multidimensional scaling (MDS) consider two
data points as near points, whereas their distance over the manifold is much
larger than the typical inter-points distance. ISOMAP solves this problem by
attempting to preserve pairwise geodesic (or curvilinear) distances between
data points. The purpose of EM-PCA and ISOMAP techniques is to build for
each set of original features a single health indicator, which can represent the
time evolution of the wear of the corresponding cutting tool.

SVR modeling: in this step, the health indicators built after reducing the
initial features are fitted to nonlinear models by using the SVR technique. The
generated models are then used to assess the current health state and calcu-
late the RUL of each cutter. A brief description of SVR technique is presented
hereafter.

Support vector machine (SVM) techniques are divided into two categories [36]:
support vector classification (SVC) and support vector regression (SVR). SVR
is the most common application form of SVMs. It is proposed by Vapnik et
al. [37]. The main objective of SVR is to estimate a relationship between input
and output random variables under the assumption that the joint distribution
of the variables is completely unknown.

A support vector regression (figure 6) can be summarized by the following
steps:

— define the data for learning and testing;
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— choose an appropriate kernel function (linear, Gaussian, Radial Basis Func-
tion (RBF), polynomial...);

— select an optimal model for training on the input data. The training is done
by using a grid research (¢, C...);

— cross-validate on the testing data.

f(x) f(x)

X o(x)

Fig. 6: The principle of SVR for nonlinear regression.

A regression estimation can be formalized as a problem of inferring a function
y = f(z) based on the training data X = {(z;,d;),i =1,...,1}, where z; € R"
is the i*" input vector for the *" training data, d; € R is the target value
for the i*" training data and [ is the number of training data. Furthermore,
learning a SVR is equivalent to finding a regression function of the form:

l

f@) = (i —af)k(zs,x) +b (1)

i=1
where k(z;,x) is a positive definite kernel function, a = (aq, as, ..., al)T, o =
(axq, kg, ...,a*l)T and b the parameters of the model. The parameters «;
and of (i = 1,...,1) can be calculated by minimizing the following objective

function:

1 l l

5 2 (e —ad)(ay — a))k(wiz;) +ed_(aita)) —d)Y (ai—0af) (2)

i,j=1 i=1 i=1

which is subject to the following constraint:

!
Z(ai —af)=0 anday,a; €[0,C] (3)

i=1

In equations (2) and (3) € and C are known as the hyper-parameters used to
minimize the learning error. The kernel k(x;, x) of equation (2) can be linear
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or nonlinear. However, the nonlinear kernels give more precise results. In this
paper, a Gaussian function which is a nonlinear kernel is used. Its form is given
by the following expression:

k(x;,x) = exp <—M> (4)

g

where o > 0 is the width of the kernel.

To learn a SVR, one needs to solve the quadratic optimization problem given
in equations (2) and (3). With the notion of support vector, the regression
function given in equation (1) can be written as follows:

l

fl@) =" (o — a})k(xi, z) +b (5)

z; €SV
In the method proposed in this paper, the regression model given in equation
(5) and which is obtained by using the SVR technique is fitted to a nonlinear
model. This latter model is then used to calculate the RUL of the cutting tool.
4 Application and simulation results

4.1 Description of the experimental platform

The experimental platform used to verify the method proposed in the previ-
ous section consists of a high speed milling machine (figure 7). This platform

Fig. 7: Experimental setup for tool wear prediction.
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Spindle speed Feed rate Y cut depth | Z cut depth | Sampling
(radial) (axial) frequency
10400 RPM 1555 mm/min 0.125 mm 0.2 mm 50 kHz

Table 1: Cutting conditions.

provides experimental data related to wear of cutting tools used under the
operating conditions given in table 1. The monitoring data are collected from
three types of sensors (accelerometers, forces and acoustic emissions) installed
on the workpiece. Six individual cutters (C1, C2, C3, C4, C5 and C6), each
cutter has three flutes, are used during the experiments conducted on the plat-
form. Each cutter is used for 315 cuts (or cycles) done on the same workpiece
and under the same operating conditions. For each cut, the vibrations, force
and acoustic emissions are measured and at the end of each cut the wear of
the cutters C1, C4 and C6 is also measured. The acquired data are then stored
for later use (315 files corresponding to 315 cuts have been created for each
cutter). The experimental platform and the data related to different cuttings
are well described in the following reference [30].

4.2 Simulation results

The steps of the tool wear condition assessment and prediction method de-
scribed in section 3 are applied on the experimental data taken from [30].
These data concern three types of sensors: force, vibrations and acoustic emis-
sions. Samples related to first cuts and last cuts are shown in figure 8.

The first step, after data fusion, of the proposed method concerns feature ex-
traction from the raw signals provided by the three types of sensors (vibration,
forcer and acoustic emissions). The features are extracted by using the WPD
technique. For this purpose, the detailed energy coefficients of the six first
levels of decomposition are calculated from each signal. In this application,
the detailed coefficients are preferred to the approximated coefficients because
they catch more relevant information about the wear progression of the tools.
The energy coeflicients extracted from the sensors are shown in figures 9 and
10.

The extracted features are then reduced by using two nonlinear reduction
techniques: EM-PCA and landmark-ISOMAP. The results of this reduction
are trends, called health indicators and shown in figure 11. From this lat-
ter figure it is possible to observe that the trends have similar progression.
However, their magnitudes are different from each other. The obtained health
indicators will be correlated with the wear amount progression shown in figure
12 to assess the wear progression and predict the RUL of the cutters.

The trends (like those shown in figure 11) obtained after feature reduction are
mapped to nonlinear regressions by using the SVR technique. As stated in sec-
tion 3, several kernels can be used for SVR. These kernels can be linear, RBF,
polynomial, Gaussian, etc. In this paper, after having tested these kernels, we
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Fig. 8: Samples of force, vibrations and acoustic emissions related to first cut
(left) and last cut (right).

found the Gaussian kernel better because it allowed getting better regression
models with minimum learning errors. The values of the parameters C' and e
depend on the type, the noise and the dimension of the signals or the datasets
used for learning. In the case of the application considered in this paper, and
after several simulations, the values of the parameters C' and € of the SVR
are set equal to 0.00001 and 0.005, respectively. These values give the optimal
learning error for the SVR.

The obtained regressions are then fitted to power models, which are finally
used to predict the remaining useful life of each cutter. The power model used
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Fig. 12: Wear of three flutes of the cutters C1 and C4.
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Fig. 13: Regressions and fitting to power models: C2 (left) and C3 (right).

in this application has the following form.

1

y(t) = agt™ +ag =t = (y ;0‘12) (6)

The result of regressions obtained for the cutters C2, C3 and C5 are shown
in figures 13 and 14. Based on the regressions and the power models given in
figure 16, the RUL can then be calculated by using the following expression:

RUL(t) =ty —t (7)

where ty stands for the time for which the tool is out of service (figure 15).
The time ¢y is related to the wear threshold, which is an important parameter
during the RUL estimation. In this application, the RUL of each cutting tool
is calculated by executing the following steps:

— build the regression model of the corresponding cutting tool;

— define a wear threshold (acceptable limit of wear, as shown in figure 15)
and take the corresponding time ty;

— calculate the RUL, which is equal to ¢ — t.
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Cutting tool Number of cycles Power regression R-square
C1 315 y(t) = 0.0005397.t"“* ~1.183 0.5107
c2 315 y(t) = 0.1851t"* ~162.9 0.5263
C3 315 y(t) =0.0139.t"™ -108.6 0.9895
C4 315 y(t) =0.01925 t**° ~105.2 0.9768
C5 315 y(t) = 2.6651°%* ~193.5 0.4033
C6 315 y(t) =0.006.t** —93.38 0.9849

Fig. 16: The obtained power models.

In practice, the wear threshold can be given by the expert of the application
or obtained experimentally. In this contribution, the threshold corresponds to
the amount of wear obtained at the last cutting cycle (315). This value can
be changed to correspond to any amount of wear removed from each cutter.
However, the way of calculating the RUL will remain the same and can be
calculated by using the equation (7). The RUL results corresponding to the
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Fig. 17: RUL for the cutters C2 and C3.
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Fig. 18: RUL for the cutter C5.

cutters C2, C3 and C5 are given in figures 17 and 18.

Furthermore, to evaluate the performance of the predictions obtained by the
proposed method, the following prognostic metrics are used in this paper: ac-
curacy, precision, Mean Absolute Percentage Error (MAPER) and prognostic
horizon [26]. These metrics are briefly introduced hereafter.

— Accuracy: measure of the goodness of the predictions. The accuracy is close
to 1 when the predictions are good and far from 1 otherwise.

|RULcqi(t)— RUL(®)|

T
1 _|RULreai - RUL ()|
Accuracy = T E e RULyoq (D) (8)
t=1

where RU Lyeqi(t) is the real value of RUL, RUL(t) is the predicted RUL
at time ¢ and T is the length of the predictions.

— Precision: this measure quantifies the dispersion of the prediction error
around its mean.

Precision =
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Cutting tool | Accuracy | Precision | MAPER | PH
C2 0.13 5.74 6.41 4
C3 0.23 10.7 8.16 9
Cb5 0.51 4.59 8.98 16

Table 2: Results of prognostic metrics.

T
where () = RU Lycai(t) — RUL(t) and € = 7 " ¢
t=1

— Mean Absolute Percentage Error (MAPER): this measure quantifies the
mean error in percentage.

T

1
MAPER =

t=1

(10)

100.£(t)
RU Lyeqi (1)

— Prognostic Horizon (PH): this measure estimates the time at which the
prognostic algorithm gives its first prediction within the confidence interval.

PH=T—t VYRUL(t) € [RULycai(t).(1 — ac), RU Lyeqi(t).(1 + a)] (11)
with a. € [0, 1]

In this application, the implementation of these metrics has led to the results
given in table 2. From this table it can be seen that the predictions related to
the wear of the cutting tool C2 are more accurate than those of C3 and C5.
In addition, the prognostic horizon of C2, i.e. how early the predictions can
be done within the confidence level, is better than that of C3 and C5. The
predictions of C2 are good from the cutting cycle number 4 (9 for C3 and 16
for C5).

5 Conclusion

This paper presented a method for tool wear assessment and RUL prediction
by using two nonlinear feature reduction techniques and support vector regres-
sion. The method is applied on experimental data provided by a set of cuttings
done on milling machine. Several sensors were installed on the workpiece to
catch the wear progression. A set of features were extracted from these signals
by using the wavelet packet decomposition technique. The features consisted
of the detailed energy coefficients extracted from the first six levels of decom-
position. The set of initial features related to each cutting tool is then reduced
by using the EM-PCA and landmark-ISOMAP techniques to one combined
feature considered as a health indicator. This latter indicator is mapped to
a nonlinear regression by using SVR and the obtained regression is fitted to
a power model. This model is finally used to estimate the wear progression
and predict the remaining useful life of the cutting tools. Indeed, the wear
estimation and prediction are relevant information that the operator can use
to perform reliable machining works.
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