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Abstract: Smart systems is a very promising technology to design high performance and highly
integrated mechatronic devices. Nevertheless, one of the main drawbacks of these devices is
the complex non-linear and irreversible behaviour of the active materials at the heart of such
systems. To solve these difficulties, this paper presents a thermodynamics based procedure
to model more accurately active materials. After a review on energy conversion modelling
techniques, the paper extends classical thermodynamics procedure to the case of irreversible
processes. The use of internal state variables helps to improve the physical understanding
of non-linear and irreversible mechanisms in smart materials. This procedure is applied to
Magnetic Shape Memory Alloys actuators and the results are quite encouraging. Modelling
methods proposed in this paper improves the understanding of complex active materials for
smart systems.
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1. INTRODUCTION

Increased demands for high performance and highly inte-
grated mechatronic devices as well as recent advances in
material science have produced a class of systems termed
smart systems. The field of smart materials is relatively
new and is known by several names: adaptronics, adaptive
structures, intelligent material systems and structures,
smart materials and structures and/or a combination of
these words, Smith (2005) and Janocha (2007).

Fig. 1. Mechatronics and smart materials systems design.

The keypoint of such structures is a very high degree of
integrability that requires the use of multifunctional and
electrically controlled materials, i.e. active materials that
can be used indifferently as mechanical structures, actu-
ators or sensors (see Fig. 1). Nevertheless, such materials
have a complex and highly non-linear behaviour. This sug-
gests that at least an advanced and in-depth understand-
ing of such behaviours are needed to come up with novel
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and efficient devices which have a high-integration degree,
and thus, fulfilling mechatronic applications requirements.

This paper is organized as follows. In section 2, we present
the main requirements for smart materials based actuators
design. The parts constituting such a device are presented
to emphasize the necessity to take into account explicitly
the interconnection structure between sub-systems in the
mechatronic design procedure. But, to model adequately
the electromechanical energy conversion process of smart
materials, the framework of thermodynamics has to be
adopted. Section 3 presents its use in reversible systems
whereas the section 4 will extend it in the frame of irre-
versible thermodynamics. Because smart materials present
strong non-linear and hysteretic behaviour, irreversible
thermodynamics framework is required for their precise
modelling. Finally, some perspectives close the paper to
suggest how these modelling procedure can be extended
for control purposes. All these works are illustrated using
Magnetic Shape Memory Alloys Actuator examples.

2. INTERCONNECTION AND ENERGY
CONVERSION IN SMART MATERIAL SYSTEMS

Smart material research focus mainly on 6 classes of
active materials. From the oldest and the most used
to the newest, they are: piezoceramics, magnetostrictives
materials, shape memory alloys, electrostrictive polymers,
ionic polymers and more recently ferromagnetic shape
memory alloys. These materials have different ranges of
usability (displacement range, repeatability, output forces,
bandwidth, biocompatibility,...) and therefore each have
their own niche of application areas. Moreover, it must be



stressed that none of them, even piezoceramics 1 , behaves
in a completely linear manner. Therefore, they have to
be modelled using non-linear techniques for high precision
applications. Because of space limitations, examples given
in this paper deal only with Magnetic Shape Memory
Alloys (MSMA).

Even if, smart systems are centered around active ma-
terials to increase the degree of integration of the full
device, they nevertheless also contain other interconnected
components. For example, in the case of an MSMA based
actuators as described in Hubert et al. (2012) and dis-
played in the Fig. 2, the full device is made up of:

• Two active materials (MSMA),
• A transmission structure and a mechanical load,
• A magnetic field generation system (coil/core),
• A power electronic supply system,
• A sensor with its signal processing electronics,
• An electronic control board.

Fig. 2. CAD model of the push-pull actuator using two
antagonist MSMA samples in Hubert et al. (2012).

Even if in the near future, integration of such devices im-
proves, smart systems will always be composed of an inter-
connection of complex subsystems. As a consequence, sys-
tems engineering methods (Fiorèse and Meinadier (2012))
and mechatronics design procedure (Isermann (2008)) will
continue to be relevant. Indeed, they recommend to ex-
plicitly separate the description of interconnection (topo-
logical structure of the system) from the behaviour of
each subsystems (physical structure and electromechanical
energy conversion process) for design and modelling of any
complex mechatronics devices.

There are many ways to explicitly describe interconnec-
tions between subsystems. The two most commonly used
in engineering sciences are linear graph theory with gen-
eralized Kirchhoff laws, Shearer et al. (1967) and Bond-
Graph methods, Paynter (1957). A more recent extension
of such methods is the Port-Hamiltonian method, Duidam
et al. (2009) which combines the energetic point of view
of Bond-Graphs with the usefulness of the linear-graph
theory. As said previously, it is therefore also essential
to separate the topological structure of smart material
systems from their physical behaviours. In the frame of
MSMA systems, Port-hamiltonian method was recently

1 Even if piezoelectric materials are often modelled using linear
piezoelectricity equations, most of them as PZT, the most used
piezoelectric material for micro-positioning applications, may present
hysteresis of around 15% and creep phenomena.

applied in Calchand et al. (2011) to describe the intercon-
nection structure of a MSMA based full device. Consid-
ering that such a distinction between interconnection and
subsystems behaviour can be done, this paper deals only
with physical/constitutive description of smart materials.

As exposed in Crandall et al. (1968) for electromechanical
systems and in Preumont (2006) for smart material sys-
tems, the relevant framework to model electromechanical
energy conversion and actuators behaviour is an energetic
framework, such as lagrangian or hamiltonian methods
and thermodynamics. This framework is therefore pre-
sented in the next two sections for MSMA, starting with
reversible processes, we follow with an extension to the
thermodynamics of irreversible processes.

3. ENERGY CONVERSION IN ACTUATORS

3.1 The reversible thermodynamics framework

Each system (or subsystem for a more complex device)
can be described by a subset of state variables that com-
pletely defines its configuration. Such variables are called
extensive variables in the thermodynamics language 2 and
generalized coordinates q in the Lagrangian language. In a
static case, a system is completely and uniquely defined by
these configuration variables. An energetic state function
U is therefore attached to this configuration, i.e. this state
function is a well-defined function of the generalized coor-
dinates. Configuration energy is made up of the potential
and internal energy of the system. Nevertheless, at this
point, it must be emphasized that actuators are not static
but dynamic systems and the set of state variables have
to be completed with an other subset of variables, taking
into account kinetic effect. Variables of the second type
are called generalized momentum p. A second energetic
state function, the kinetic energy T , is therefore attached
to these complementary kinetic state variables. The full
state x of the device is completely and uniquely defined
by the union of these two subsets q and p. The sum of the
previous two state functions or the complete state function
is called the hamiltonian function of the system:

H(q, p) = U + T (1)

Hamiltonian function is no other than total energy stored
in the system.

Energetic state functions are thermodynamic potentials,
i.e. they emerge from exact total linear differential forms
of state variables. Following the notation of Bamberg and
Sternberg (1988), we represents ωU = f(q)[dq] = dU ,
ωT = v(p)[dp] = dT and dH = ωU + ωT = dU + dT ,
the linear differential forms based on hamiltonian (total
energy), configuration and kinetic energy. As exact forms,
the energy between two states can be computed as the
difference between these two states:∫ q2

q1

ωU =

∫ q2

q1

dU = U(q2)− U(q1)∫ p2

p1

ωT =

∫ p2

p1

dT = T (p2)− T (p1)

(2)

2 In this context, the thermodynamics framework is more a thermo-
static or thermo-quasi-static framework than a “true” thermody-
namic one.



As forms, energy stored in the device is:∫ q

0

ωU =< f, q >= U∫ p

0

ωT =< v, p >= T
(3)

With < , >, being the duality bracket of these forms.
The dual of coordinates q, are called generalized forces f
whereas the dual of momentum p are called generalized
velocity v. In this framework, the description of the be-
haviour of a system is no other than the map linking dual
variables. Such maps are called constitutive relations. The
constitutive map f = f(q) express the static behavior of
the system and the constitutive map v = v(p), express
its kinetic behaviour. For reversible processes, these maps
are well-defined and invertible. The Fig. 3 depicts the con-
figuration and kinetic behaviour of a thermodynamically
reversible system. It must be stressed that for a thermo-
dynamically reversible system, the behaviour/constitutive
maps have to be well-defined, i.e. invertible, but they
do not need to be linear. A non-linear behaviour can
therefore be considered in this framework but a hysteretic
behaviour cannot because it is not a single-valued – one-
to-one/bijective – map. The key point in such a modelling
is that, if we know the total stored energy as a function of
coordinates and momenta, the computation of forces and
velocities is directly obtained using Hamilton equations:

v ≡ q̇ =
∂H
∂ p

(−f) ≡ ṗ = −∂H
∂ q

(4)

q

force

coordinate

dq

Configuration con-

stitutive relation

f = f(q)

dU = f(q)[dq] = ωU

U =
∫ q
0
ωU

f

(a)

p

velocity

momentum

dp

Kinetic constitutive

relation v = v(p)

dT = v(p)[dp] = ωT

T =
∫ p
0

ωT

v

(b)

Fig. 3. Graphical links between dual, state variables, sys-
tem behaviour and state functions as exact linear dif-
ferential 1-form: (a) Static/configuration behaviour,
(b) kinetic behaviour.

This follows from the fact that the Hamiltonian potential
is an exact total differential form of coordinates and
momenta and that forces and velocities are duals of theses
variables. This principle is quite equivalent to the principle
of virtual work extensively used in energy conversion
literature because virtual work is no other that the exact
differential form ωU = f(q)[dq] = dU and therefore ∂H

∂ q =
∂ U
∂ q = f by definition. To model an electromechanical

energy conversion process, the only thing to do is then
to find the adequate Hamiltonian function that describes
precisely the physical behaviour of the system, i.e. to find
the total energy stored in the device as a function of
configuration and kinetic independent variables.

3.2 Application to MSMA based actuator

If we consider a simple MSMA based actuator as depicted
in Fig. 4 (a) and presented in Gauthier et al. (2008), the
different energy functions can be divided into parts as
shown in Fig. 4 (b). For reversible system, all dissipation
terms have to be neglected, i.e. QJoule, Qhyst and Qviscous
must not be taken into account. If, in the device, we
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Fig. 4. Example of a simple MSMA based actuator: par-
tition of the different energy contributions, Gauthier
et al. (2008).

consider the magnetization energy stored in the iron core,
at low magnetic field the behaviour is nearly linear: B =
µH or M = χH with B, H, and M , being the magnetic
induction field, the magnetic excitation field and the
magnetization in the core of the magnetic circuit. µ and χ
are the constant magnetic permeability and the constant
magnetic susceptibility of the iron core. Conversely, for
higher field level, the behaviour of magnetic materials is
no more linear due to saturation of the magnetization
M to Ms. The corresponding energy density, referred as
Zeeman energy density, EZ =

∫
H dM , emerges from the

differential form ωZ = H(M)[dM ] = dEZ (see Fig. 5).

Magnetic field

Magnetization

H

M

dEz = H(M)[dH] = ωEz

Ms
Ez

E∗
z

dE∗
z

Magnetic constitutive

relation of the core,

H = H(M)

dM

Fig. 5. Zeeman magnetic energy density stored in the core
of a magnetic circuit (iron magnetization energy).



In this example, the generalized coordinate M is consid-
ered as the independent variable whereas the generalized
force H is the dependent one, i.e. H is a function of M
according to the magnetic constitutive law H = H(M).
Nevertheless, in practical use, dependent and independent
variables do not always correspond to this case. For ex-
ample, in our actuator, if a reliable current control is im-
plemented, the H field becomes the independent variable
in steady-state, because it is directly imposed by current
flowing in the coil. In such a case, it is a common practice
in reversible thermodynamics to use a Legendre transform
to exchange the place of dependent and independent vari-
ables. In our case, we will define the magnetization co-
energy of the magnetic circuit and in the thermodynamics
framework, it corresponds to the definition of a Gibbs free
energy potential G. With the definition of dU = f(q)[dq]
and dU∗ = q(f)[df ], the magnetization co-energy (a Gibbs

potential) is defined as (−G) = U∗ =
∫ f

0
dU∗, making use

of the following legendre transform:

U∗ = f · q − U (5)

If we compute, for example, the Zeeman co-energy density
of the previous magnetic circuit, it gives E∗Z = M · H −
EZ as can be seen in the Fig. 5. Let us note however
that Legendre transform contains in fact two steps: the
first one, computes the complementary area of U using
(5) whereas the second one, expresses the complementary
function U∗ as a function of the independent variables
f . This second step necessarily uses the inverse of the
constitutive equation f = f(q) to express q as a function
of f . As noticed previously, this can be done only if the
behaviour of the system is reversible and then only if the
constitutive map is invertible.

To extend this modelling procedure to the framework of
irreversible thermodynamics, we propose a slightly dif-
ferent procedure that gives equivalent results. Instead of
using complementary function U∗, let us work with an
intermediate potential Ũ∗ defined by the same Legendre
transform but is a function of the dependent q and inde-
pendent variable f (both are nevertheless considered as
independent variables in this intermediate potential):

Ũ∗(f, q) = f · q − U(q) (6)

When subjected to the following behaviour constraint
∂Ũ∗(f,q)

∂q = 0, this intermediate potential carry in fact the

same information as U∗(f) because:

∂Ũ∗(f, q)
∂q

= 0

⇒ ∂ (f · q − U(q))

∂q
= 0

⇒ f − ∂U(q)

∂q
= 0

⇒ f =
∂U(q)

∂q

(7)

The definition of f through the exact differential form
ωU of the variable q is therefore a consequence of this
constitutive constraint. Moreover, as noticed by Smith
(2005), because:

∂Ũ∗(f, q)
∂f

=
∂ (f · q − U(q))

∂f
= q, (8)

the thermodynamic constitutive relation ∂Ũ∗(f,q)
∂f = q can

be interpreted as the necessary condition to minimize
Ũ∗(f, q) under the condition that U is a function of q (see
Fig. 6). This procedure presents the great advantage of
using the complementary potential without the necessity
to inverse the constitutive relation.

Ũ∗(f, q)

q

∂Ũ∗(f,q)
∂q = 0

Fig. 6. Under the condition that U is a function of q, the

thermodynamic constitutive relation ∂Ũ∗(f,q)
∂f = q can

be interpreted as the necessary condition to minimize

Ũ∗(f, q) according to q, i.e. ∂Ũ∗(f,q)
∂q = 0.

With this slight modification in the modelling procedure,
it is now possible to add any non-independent variable
y to describe a complementary thermodynamic potential
Ũ∗ and at the same time, add a constitutive constraint
∂Ũ∗(f,q,y)

∂y = 0 that ensures system behaviour is respected.

The constitutive relations is, in this case, computable
using (8). This alternative way of writing the behaviour
and constitutive laws, allows to extend this modelling
procedure to the frame of irreversible behaviour. Indeed,
the inversion of the behaviour/constitutive map is no
more necessary: the framework can be used even for non-
invertible and hysteretic behaviour.

4. IRREVERSIBLE THERMODYNAMICS AND
SMART MATERIAL BEHAVIOUR

As explained in the introduction of the paper, all smart
materials present non-linear and hysteretical behaviour. In
the case of MSMA, the Fig. 7 reports experimental mea-
surements of constitutive behaviour for NiMnGa sample
(the strain ε is the generalized coordinate and the stress σ,
its dual generalized force). As can be seen, the differential
form ωW(ε)[dε] associated with the virtual work d̄W sup-
plied to the sample is not an exact total form 3 . Integration
of the work between two states depends therefore on the
integration path and gives rise to energy dissipation D and
increase in irreversible entropy.

4.1 From reversible to irreversible behaviour modelling

Following the seminal paper of Coleman and Gurtin
(1967), the idea of irreversible thermodynamics with in-
ternal variables is to find additional state variables that
can explain the irreversible behaviour mechanisms and
compute the dissipation functions associated with any irre-
versible processes. Such kind of dissipation functions D are

3 The sign d̄ is sometimes used in irreversible thermodynamics to
specify that the corresponding form is not an exact form.
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Fig. 7. Mechanical stress versus strain curves with and
without magnetic field for a cyclic charging (simu-
lation: solid line, experimental results: cross points),
Gauthier et al. (2008).

similar to Rayleigh dissipation functions. Most of the time,
such additional internal state variables are inspired by
microscopic considerations and homogenization techniques
(see Maugin (1999)).

These additional state variables y could be added to any
thermodynamics potential Φ as explained in the previous
sections. If such additional variables are not independent,
they have to be associated with behavioural constraints
∂Φ̃(f,q,y)

∂y = 0 to ensure system behaviour. In such a case,

they can only be used to explain more clearly the internal
complex behaviour but not to quantify the effects. If these
additional variables are independent variables, they are

associated with behaviour constraints ∂Φ̃(f,q,y)
∂y 6= 0. Such

internal independent variables are therefore usable to ex-
plain and calculate the source of irreversibility during any

variation. Associated constitutive equations ∂Φ̃(f,q,y)
∂y = fy

defines a corresponding dual generalized internal force fy.
In this new framework, the Clausius-Duhem inequality is
then an efficient way to quantify the dissipation potential
as:

d̄D = ωD(y)[dy] =< fy, dy >≥ 0 (9)

The dissipation due to irreversible processes is directly
linked to the area (necessary positive, according to the sec-
ond law of thermodynamics) inside hysteretic loop in be-
haviour/constitutive law (see Fig. 7). When reversible be-
haviours were considered in the previous sections, dissipa-
tion were taken to be nul. Experimental/phenomenological
measurements are nevertheless required to find adequate
constitutive dissipation law using these additional state
internal variables.

4.2 Application to MSMA based actuator

Good descriptions of internal variables used to model irre-
versible behaviour in MSMA smart materials are presented
in Gauthier et al. (2007) and Sarawate and Dapino (2010).
Three internal variables are required to model a sim-
plified two-variants microstructure of an MSMA sample:
two internal variables α and θ are reversible (dependent
variables) whereas the third internal variable ξ is related
to the irreversible behavior (independent variable). The

two dependent internal state variables α and θ describes
more clearly the complex magnetic behaviour of MSMA
material. α helps to explain the Weiss domain-like micro-
structure of the material and it is used to calculate the
magneto-static energy of the MSMA sample. θ models
the rotation of the magnetization fields inside Weiss do-
mains and is used in the quantification of the anisotropic
crystallographic energy of the sample. These two variables
helps to take into account magnetic saturation phenomena
in MSMA easily. The third independent internal variable
ξ is the volume fraction of one variant with respect to
the other. The knowledge of ξ explains the reorientation
of martensite variants inside MSMA sample and permits
to compute the rearrangement strain of the sample. As
an independent variable, a constitutive equation of its
behaviour has to be defined/measured experimentaly. As
can be seen in Fig. 8, these three internal variables are
inspired by the microstructure of MSMA sample (NiMnGa
material) and are used to clarify the electromechanical
energy conversion inside this smart material.

(a)

(b)

Fig. 8. Internal variables and cristallographic microstruc-
ture of NiMnGa MSMA: (a) Image of twin-variant
NiMnGa microstructure by scanning electron micro-
scope, (b) Simplified two-variant microstructure of
NiMnGa (Representative Volume Element). Sarawate
and Dapino (2010).

The constitutive equation of the independent internal
variable ξ describes the irreversible behaviour of MSMA
and is used to calculate the dissipation function D. In
Gauthier et al. (2008), a simple hysteresis loop was chosen,
where threshold and rate were identified experimentally
(see Fig. 9).

If the need arises, more complex constitutive behaviours
can be considered according to experimental measure-
ments. Nevertheless, each choice of constitutive equations
has to be associated with an experimental identification
procedure. Therefore, complex constitutive equations re-
quire complex identification procedures. We are currently
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Fig. 9. Exemple of constitutive law for irreversible internal
state variable: coordinate ξ versus dual internal force
fξ, Gauthier et al. (2008).

working on the definition of constitutive laws able to
take into account hysteresis behaviour with internal loops.
Calchand et al. (2012) presents a first attempt in this di-
rection, using Preisach-like constitutive models associated
to the ξ internal state variables. We hope that this will
improve the irreversible behaviour description of MSMA
smart material systems in the near future. This thermo-
dynamically consistent modelling method could then be
used for control purposes by applying energy-based control
methods.

5. CONCLUSION

This paper presents a new class of device termed smart
systems. They are based on active materials and permit the
design of high performance and highly integrated mecha-
tronic devices. Nevertheless, one of the main difficulty
in their design is to take into account the complex non-
linear and irreversible behaviour of active materials. After
a review of reversible thermodynamics for energy conver-
sion, it was shown that irreversible thermodynamics with
internal variables can be used to overcome such difficulties.
Examples using Magnetic Shape Memory Alloys actua-
tors illustrate this modelling procedure. Actual results are
encouraging but improvements are still needed to take
into account internal loops for hysteretic behaviours and
dynamics effects. Nevertheless, efficient extensions in the
frame of mathematical systems theory can be envisaged
for control purposes.
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Institute, Besançon, France, for collaborations concerning
the modeling of SMA and MSMA, and Prof. B. Mashke,
LAGEP laboratory, University of Lyon, France, for dis-
cussions concerning interconnexion structures and Port-
Hamiltonian Methods.

REFERENCES

Bamberg, P. and Sternberg, S. (1988). A course of math-
ematics for students of physics. Cambridge University
Press.

Calchand, N., Hubert, A., and Le Gorrec, Y. (2012).
Port hamiltonian modeling of msma based actuator:
toward a thermodynamically consistent formulation.
In IFAC Lagrangian and hamiltonian method for non
linear control Conference (LHMNLC 2012). , Italy.

Calchand, N., Hubert, A., Le Gorrec, Y., and Mashke, B.
(2011). From canonical hamiltonian to port-hamiltonian
modeling. Application to magnetic shape memory alloys
actuators. In ASME 2011 Dynamic Systems and Control
Conference (DSCC’2011). Airlington, Virginia, USA.

Coleman, B.D. and Gurtin, M.E. (1967). Thermodynamics
with internal state variables. J. Chem. Phys., 47, 597–
613.

Crandall, S.H., Karnopp, D.C., Krutz, J.E.F., and
Pridmore-Brown, D.C. (1968). Dynamics of Mechanical
and Electromechanical Systems. McGraw-Hill Inc., New
York.

Duidam, V., Macchelli, A., Stramigioli, S., and Bruyn-
inckx, H. (eds.) (2009). Modeling and control of com-
plex physical systems. The port-hamiltonian approach.
Springer Verlag.
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