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Abstract: We present improved strategies to perform photonic informa-
tion processing using an optoelectronic oscillator with delayed feedback.
In particular, we study, via numerical simulations and experiments, the
influence of a finite signal-to-noise ratio on the computing performance.
We illustrate that the performance degradation induced by noise can be
compensated for via multi-level pre-processing masks.
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1. Introduction

Photonic-based information processing has been experiencing renewed interest over the last
decade following the evolution of photonic technologies and quantum computing [1, 2]. A
main issue in the real success of photonic-based information processing is that special-purpose,
computationally efficient, optical devices should be presented in terms of their energy costs and
applicability to general-purpose computation [2].

Unlike traditional computers, where the processing of information typically is handled in a
sequentially, a computational paradigm known as reservoir computing has recently emerged
[3, 4, 5]. Reservoir computing (RC) is inspired by the way our brain appears to process in-
formation [6]. In conventional RC, an untrained recurrent neural network (RNN) forms the
reservoir, which is read out by a simple external classification layer as shown in Figure 1 (left).
This recurrent network can perform information processing by using the reservoir’s transient
responses induced by an input signal. It has been shown that RC serves universal computational
properties; any potential operation can be realized, for certain tasks even outperforming other
approaches [3, 7]. Interestingly, most implementations of this concept are being done via com-
puter algorithms and numerical simulations with few attempts to exploit the full potential of
this concept by implementing it in hardware [8, 9].
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Fig. 1. (Left) Sketch of a traditional RC setup. (Right) RC based on a single nonlinear
element subject to delayed feedback.

In the context of RC, it has recently been shown that simple delay systems can replace com-
plex networks without losing functionality [10]. Delay-based architectures reduce the usually
required large number of nodes to only few, or even a single nonlinear element with delayed
coupling, as shown in Figure 1 (right). The delay line is divided in equidistant virtual nodes,
which can be addressed via time multiplexing [10]. Even though the input layer is only con-
nected to the nonlinear node, time multiplexing allows for implicitly accessing each virtual node



with a different input weight. Delay systems fulfill the required demands of high-dimensionality
and they can be tuned to exhibit fading memory, two essential properties for RC [10]. The sug-
gested approach clearly simplifies the RC concept, opening new ways for high-speed photonics
implementations and first implementations are already appearing [11, 12, 13]. A major advan-
tage of these photonics implementations is the use of standard telecommunications hardware
[14].

Hardware implementations of optoelectronic reservoir computing have proven to be remark-
ably successful in several computationally hard tasks such as spoken digit identification and
pattern recognition [11, 12]. In particular, the here presented optoelectronic dynamical system
is capable of identifying isolated spoken digits with excellent performance (0.2% word error
rate) [11]. It has been found that, for RC purposes, it is preferable to bias the system in a stable
regime (fixed point of the dynamics) without external input. The addition of an external input
induces a complex transient response in the dynamical system, which is employed to perform
information processing tasks. In delay-based reservoirs, the input signal is expanded over a
time interval of length 7 (delay time) and multiplied by an input mask (pre-processing) before
it is injected into the nonlinear oscillator [10]. The pre-processing mask serves two purposes:
defining the input connectivity weights and keeping the nonlinear node in the transient regime.

In contrast to digital electronic computing [15], our approach computes in an analog fashion
by using the amount of light intensity to encode data. In analog optoelectronic computing,
the finite signal-to-noise ratio (SNR) of the practical implementation is a major limiting factor
[16]. In particular, we have found that the performance of certain computational tasks, e.g.
time-series prediction, strongly degrades when the SNR is lowered. Here, we optimize the pre-
processing technique and the parameters of our analog optoelectronic system to minimize its
noise sensitivity. We elaborate on the robustness of different input masks in the presence of
noise and find an optimal parameter range of operation for noise-sensitive tasks.

2. Modeling and numerical predictions

The hardware implementation of the optoelectronic oscillator with delayed feedback is based
on an Ikeda-type nonlinearity [17, 18], which has been modified to account for the influence of
an external input signal u;(s). This nonlinear oscillator can be described, in the presence of an
external input, by the following dynamical equation :

%(s) = —x(s) + B (sin?[x(s — T) + yus(s) + @] — 0.5), (1)

where s is the time in normalized units (s = ¢/Tg), with Tg being the oscillator response time.
Parameter f3 is the nonlinearity strength, the delay time is denoted as 7, and parameters ® and
7Y are the offset phase of the nonlinearity and the input scaling, respectively. The external input
signal u;(s) is introduced as a modulation to the nonlinearity.

A detailed numerical study allows for the identification of the best parameters of this opto-
electronic system with delay for RC purposes. So far the influence of a finite signal-to-noise
ratio in the hardware implementation has not been evaluated in detail, as it was not required
for the proof-of-principle of the concept. Several noise sources can be present in the different
layers of the information processing system shown in Fig. 1 (right). In particular, noise can ap-
pear in the reservoir itself, and/or the input and output layers. An analysis of the noise sources
affecting the signal recorded from this optoelectronic system, including detection, showed that
quantization noise in the acquisition procedure, i.e. output layer, was the strongest stochastic
contribution to the signal [19]. The noise in the output layer originates from the quantization
of the oscillator’s output in the analog-to-digital conversion (ADC), which acts as an interface
between the analog and digital worlds. In order to evaluate the influence of noise, we consider
a 10 bits quantization in our numerical analysis to mimic the experimental conditions.



Primarily, we would like to highlight the influence of the limited SNR on the choice of the
pre-processing mask between input and delay reservoir. In standard RC, the weights connecting
the input and the reservoir are usually generated randomly from a uniform distribution over a
given interval. In contrast, simple implementations of RC demonstrated that it is sufficient to
consider a single absolute value for the input weights to the reservoir with aperiodic pattern
of input signs, i.e. a binary mask [20]. According to this insight, a binary mask with input
weights {1, —1} was chosen on the first hardware implementation of RC with a single element
with delay [10]. Here, we find that the quantization error has a major impact on the choice
of the input mask. In particular, a binary distribution of input weights cannot compensate for
the negative effect of a 10 bits acquisition. As it will be shown below, we have found that a
six-valued input mask with weights {1.5,0.9,0.3,—0.3,—0.9, —1.5}, aperiodically distributed,
yields a good compromise between performance and applicability. For a proper comparison, we
employ two- and six-valued pre-processing masks with zero mean and unity standard deviation.
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Fig. 2. (Left) NMSE test prediction error in the Santa-Fe time series prediction for 8 = 0.8
and y = 0.45 as a function of the offset phase ®. Red (blue) line corresponds to a binary
mask in the presence (absence) of quantization noise. Black line corresponds to a six-valued
mask in the presence of quantization noise. (Right) Colour-coded NMSE prediction error
in the B — 7y plane for ® = —0.657 and a six-valued input mask.

As an example, we compute the performance of the delay reservoir for a demanding time-
series prediction task, using the experimental data of Lorenz-like laser chaos (Santa Fe test) as
input [21]. We consider a delay reservoir with 400 virtual nodes, i.e. the virtual node spacing
is T/400 ~ 0.22Tg, with T =21 us and Tg = 240 ns [11]. The input consists of 4000 samples
of the Santa Fe dataset and the (off-line) training procedure is a standard linear regression with
4-fold cross-validation, i.e. 3000 samples are used for training and 1000 for testing.

Figure 2 (left) shows the normalized mean square error (NMSE) for the Santa-Fe time series
prediction with § = 0.8 and y = 0.45 as a function of the offset phase of the nonlinearity ®
when two-valued and six-valued input masks are implemented. In the absence of noise, the
binary mask (blue dashed line) yields a minimum prediction error of about 1%. In the presence
of noise, however, the prediction error for a six-valued mask (solid black line) is significantly
lower than for the binary mask (solid red line), over the entire parameter range, with a minimum
error of about 2%. We have confirmed that increasing the number of discrete values in the
input mask no longer improves the performance for the given SNR. Figure 2 (right) presents
a summary of the numerical predictions for the NMSE prediction error around an optimum
region of operation (& = —0.657) in the 3 — ¥ plane for a six-valued input mask. An extended
region of low prediction error (NMSE<3%) can be identified at the upper right part of the f —y
plane. The NMSE rapidly degrades for § > 1.

Previous experimental results on this system reported a NMSE~12% for this task [11]. The
numerical simulations suggest that the NMSE can be reduced down to 2% with the six-valued
mask and optimal -7 values.



3. Experimental setup and validation

Our hardware implementation of the RC concept is based on an optoelectronic oscillator with
delay, which is depicted in Figure 3. The experimental implementation is composed of a semi-
conductor laser diode, an integrated optics Mach-Zehnder modulator (MZM) performing a sine
squared non-linear transformation, a fiber delay line, and an optoelectronic feedback for inten-
sity detection, filtering and amplification. The feedback signal serves as the drive of the MZ
modulator, closing the delayed feedback loop (delay time 21 us). This optoelectronic oscillator
exhibits the dynamical regimes typically observed for the Ikeda dynamics, including a period
doubling route to chaos [18].

2] 4 & _IMach-Zehnder Modulator
o aamA 4.2km fiber
Laser Diode
DC bias RF mod.
Input
($=—gigna Ampl. PD
Signal
monitoring 4 N

Fig. 3. Experimental implementation of the optoelectronic oscillator with delay.

The chosen operating point of the reservoir in the absence of input is a fixed point. The
external input then induces a transient response on the reservoir. This transient response is
expected to exploit the full bandwidth of the system, which is measured to be in the MHz range
[19]. Therefore, this hardware implementation of a photonic realization of reservoir computing
with an optoelectronic oscillator allows for information processing at Mbytes/s rates. However,
all-optical photonic implementations and/or high-speed electronic components can eventually
push the information processing speed towards the Gbytes/s range.

This optoelectronic set-up is a versatile system, in which the properties of the nonlinearity
can be easily tuned. The operating point can be shifted along the nonlinearity by tuning the
MZM bias. In Figure 4 (a), we show the tuning of the nonlinearity (dotted line) and the oper-
ating point (solid line) when the MZM voltage, i.e. offset phase of the nonlinearity, is varied for
B = 0.8 and y = 0. The operating points have qualitatively different properties at the positive
and negative slopes of the nonlinearity.

We evaluate the performance of the practical implementation for a time-series prediction task
using the experimental data of Lorenz-like laser chaos (Santa Fe test) [21] as input. Figure 4 (b)
shows the performance of the system as a function of the operating point for two-valued and
six-valued pre-processing masks. The dependence of the prediction error on the offset phase in
the experiment agrees with the numerical findings reported in Fig. 2 (left). First, the six-valued
mask (solid line) performs significantly better than the two-valued mask (dashed line). Second,
there is a clear interdependence between the properties of the fixed points and the performance.
The prediction errors are larger when the system operates around the extreme values of the fixed
points curve. In addition, the inflection point of the fixed points curve should also be avoided.

The quantization error can be decreased by averaging and oversampling the signal if the
acquisition is significantly faster than the oscillator’s response. Alternatively, it can also be
decreased by recording several times the oscillator’s response to the same input, and subsequent
averaging. As shown in Fig. 4 (c), an even lower prediction error (NMSE) of 2% can be found
for an improved parameter scan around the best operating range when the signal is detected
with five times oversampling and averaging. This error is comparable to a standard reservoir
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Fig. 4. (a) Experimentally recorded nonlinearity (dotted line) and operating point (solid

line with triangles) as a function of the Mach-Zehnder bias voltage (offset phase). (b) Test

prediction error (NMSE) for the Santa Fe time-series prediction task with 400 virtual nodes

for two-valued (dashed line) and six-valued (solid line) input masks. (c) NMSE of the pre-

dicted time-series for an improved detection with 5:1 oversampling and six-valued mask.

with 50 nonlinear nodes [20]. Therefore, an excellent performance is obtained despite the finite
SNR of the detection apparatus, which is estimated to be equivalent to a 10 bits dynamic range.
The 10 bits dynamic range stems from the 8 bits digitization of the ADC, together with the 5:1
oversampling and smooth averaging.

4. Conclusion

Our results show that the performance degradation by noise can be drastically reduced optimiz-
ing the pre-processing technique. The prediction errors for the time-series prediction task re-
ported in this manuscript are comparable or even better than current state-of-the-art approaches
[20, 21]. In particular, the NMSE for the optoelectronic oscillator with feedback in the Santa-
Fe time-series prediction task is lowered from 12% to 2%. The reasons for this improvement
are twofold. First, we find an interdependence between the number of discrete amplitude levels
chosen in the input pre-processing mask and the finite Signal-to-Noise ratio of the experimental
implementation. The use of a six-valued mask yields the lowest prediction errors for a time-
series prediction task in the presence of 10 bits quantization in the output layer. Second, the
experiments are carried out with optimized conditions with respect to the properties of the
nonlinearity, which can be estimated via numerical simulations. This approach illustrates and
highlights that there might be even more potential to improve the performance of delay-based
photonics RC using smart approaches like the one presented here.
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