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Abstract

In this paper is proposed a novel steganographic scheme lbasehaotic iterations. This re-
search work takes place into the information hiding seguiélds. We show that the proposed
scheme is stego-secure, which is the highest level of dgdara well defined and studied cate-
gory of attack called “watermark-only attack”. Additiohalwe prove that this scheme presents
topological properties so that it is one of the firsts ableattef at least partially, an adversary when
considering the others categories of attacks defined iritdrature.

1 Introduction

Robustness and security are two major concerns in infoométiding [17, 13]. These two concerns
have been defined in [16] as follows. “Robust watermarking isechanism to create a communi-
cation channel that is multiplexed into original conteni.[It is required that, firstly, the perceptual
degradation of the marked content [...] is minimal and, sdbg that the capacity of the watermark
channel degrades as a smooth function of the degradatitwe afidrked content. [...]. Watermarking
security refers to the inability by unauthorized users teeteccess to the raw watermarking channel.
[...] to remove, detect and estimate, write or modify the veatermarking bits.” We will focus in
this research work on security.

In the framework of watermarking and steganography, sgches seen several important de-
velopments since the last decade [5, 11, 18, 7]. The firstafomhtal work in security was made
by Cachin in the context of steganography [8]. Cachin imetpthe attempts of an attacker to dis-
tinguish between an innocent image and a stego-content gpadhiesis testing problem. In this
document, the basic properties of a stegosystem are defsied the notions of entropy, mutual
information, and relative entropy. Mittelholzer, insmirby the work of Cachin, proposed the first
theoretical framework for analyzing the security of a watarking scheme [19].

These efforts to bring a theoretical framework for securitgteganography and watermarking
have been followed up by Kalker, who tries to clarify the ogpis (robustnesss. security), and the
classifications of watermarking attacks [16]. This work hasn deepened by Furehal., who have
translated Kerckhoffs’ principle (Alice and Bob shall onigly on some previously shared secret
for privacy), from cryptography to data hiding [14]. TheyedsDiffie and Hellman methodology,
and Shannon’s cryptographic framework [21], to classify Watermarking attacks into categories,



according to the type of information Eve has access to [1] r20nely: Watermarked Only Attack

(WOA), Known Message Attack (KMA), Known Original Attack (4), and Constant-Message
Attack (CMA). Levels of security have been recently definedhese setups. The highest level of
security in WOA is called stego-security [10], whereas topaal-security tends to improve the

ability to withstand attacks in KMA, KOA, and CMA setups [15]

To the best of our knowledge, there exist only two informatioding schemes that are both
stego-secure and topologically-secure [15]. The first sri@ased on a spread spectrum technique
called Natural Watermarking. It is stego-secure when itaip@tem is equal to 1 [10]. Unfortu-
nately, this scheme is neither robust, nor able to face ankat in KOA and KMA setups, due to its
lack of a topological property called expansivity [15]. T8econd scheme both topologically-secure
and stego-secure is based on chaotic iterations [2]. Hanitedlows to embed securely only one bit
per embedding parameters. The objective of this researdkigo improve the scheme presented
by authors of [2], in such a way that more than one bit can beeelahdd.

The remainder of this document is organized as follows. IctiGe 2, some basic recalls con-
cerning both chaotic iterations and Devaney’s chaos aengiv Section 3 are presented results and
information hiding scheme on which our work is based. Clasdattacks considered in this paper
are detailed in Section 4. Stego-security and topologiealirity are recalled too in this section. The
new information hiding scheme is given in Section 5. Its stsgcurity is studied in the next sec-
tion. The topological framework making it possible to exitopological-security is introduced in
Section 7. Then the topological properties of our scheméaestigated in the next section, leading
to the evaluation of its topological-security. This resbamork ends by a conclusion section where
our contribution is summarized and intended future resesrare presented.

2 Basic Recalls

2.1 Chaotic Iterations

In the sequeB" denotes the'" term of a sequenc8andV; is for theit™ component of a vectoy.
Finally, the following notation is usedO;N] = {0,1,...,N}.

Let us consider aystemof a finite numbem of elements (orcells), so that each cell has a
booleanstate A sequence of lengtN of boolean states of the cells corresponds to a partictdae
of the systemA sequence that elements belong ifilgN — 1] is called astrategy The set of alll
strategies is denoted I8y

Definition 1. The setB denoting{0,1}, let f: BN — BN be a function and & S be a strategy.
The so-callecthaotic iterationsre defined by%e BN andv(n,i) € IN* x [O;N — 1]:

o Xt if S"#£1i,
P (FY) g ST =i
2.2 Devaney’s Chaotic Dynamical Systems

Some topological definitions and properties taken from ththematical theory of chaos are recalled
in this section.
Let (X,d) be a metric space anfda continuous function ofx,d).

Definition 2. f is said to betopologically transitivef, for any pair of open sets WV C X, there
exists k> 0 such that f(U) NV # @.

Definition 3. (X, f) is said to beregularif the set of periodic points is dense.ih

Definition 4. f hassensitive dependence on initial conditiohthere exist > 0 such that, for any
X € X and any neighborhood V of x, there exist ¥ and n> 0 such that d f"(x), f"(y)) > d.
o is called theconstant of sensitivitef f.

It is now possible to introduce the well-established matiéral definition of chaos [12],

Definition 5. A function f: X — X is said to bechaoticon X if:



1. fisregular,
2. fistopologically transitive,
3. f has sensitive dependence on initial conditions.

When f is chaotic, then the systefX, f) is chaotic and quoting Devaney: “it is unpredictable
because of the sensitive dependence on initial conditiinsannot be broken down or simplified
into two subsystems which do not interact because of topdbdransitivity. And in the midst
of this random behavior, we nevertheless have an elememotarity”. Fundamentally different
behaviors are consequently possible and occur in an urgtaeté way.

Let us finally remark that,

Theorem 1([4]). If a function is regular and topologicaly transitive on a metspace, then the
function is sensitive on initial conditions.

3 Information hiding based on chaotic iterations

3.1 Topology of Chaaotic Iterations

In this section, we give the outline proofs establishingttpwlogical properties of chaotic iterations.
As our scheme is inspired by the work of Guyeebal. [15, 2, 1], the proofs detailed at the end of
this document will follow a same canvas.

Let us firstly introduce some notations and terminologies.

Definition 6. Letk € IN*. A strategy adaptes a sequence which elements belong ifigk — 1].
The set of all strategies with terms[j@, k — 1] is denoted by.

Definition 7. Thediscrete boolean metris the applicationd : B — B defined byd(x,y) = 0 <
X=Y.
Definition 8. Let ke IN*. Theinitial functionis the mapy defined by:

i Sk — [O,k—=1]
(Snenw  +—

Definition 9. Let ke IN*. Theshift functionis the mapoy defined by:

Ok : Sk — Sk
(Shnew  +— (5n+1)nelN

Definition 10. Given a function f BN — BN, the function F is defined by:

Fr: [O;N—1] xBN — BN

(K,E) — (EJ~5(k» i+ f(E)k‘m) je[ON-1]

Definition 11. The phase space used for chaotic iterations is denote#;lgnd defined by =
SN X IBN.

Definition 12. Given a function f BN — BN, the map G is defined by:

Gi: X4 — X
(SvE) — (0N<S)7Ff(iN(S)’E)>

With these definitions, chaotic iterations can be descritedhe following iterations of the
discret dynamical system:

X0 ¢ X1
vk € IN*, XK1 = G¢(X¥)

Finally, a new distancd; between two points has been defined by:



Definition 13 (Distanced; on X1). ¥(SE),(SE) € X1, di((SE); (SE)) = dpn (E,E) +ds, (S, S),
where:

° d]BN (E, E ;5 Ek,Ek € [O;N]

IS‘ S‘I

o ds,( SS ;1.

are respectively two distances & andSy (YN € IN¥).

Remark 1. This new distance has been introduced by authors of [1] tefyathe following require-
ments. When the number of different cells between two sysseimcreasing, then their distance
should increase too. In addition, if two systems presens#émee cells and their respective strategies
start with the same terms, then the distance between thespdints must be small, because the
evolution of the two systems will be the same for a while. Tétamte presented above follows
these recommendations.

It is then proven that,
Proposition 1. Gt is a continuous function of,d; ), for all f : BN — BN.
Let us now recall the iteration function used by authors f [2
Definition 14. Thevectorial negatiotis the function defined by:
fo: BN — IBNi
(bo,--,bn_1) +— (Bo,---,bn_1)

In the metric spac¢Xy,d), Gy, satisfies the three conditions for Devaney’s chaos: reiyjlar
transitivity, and sensitivity. So,

Theorem 2. Gy, is a chaotic map offXy,d;) according to Devaney.
Finally, it has been stated in [1] that,

Proposition 2. The phase spac¥, has, at least, the cardinality of the continuum.

3.2 Chaotic Iterations for Data Hiding

To explain how to use chaotic iterations for informationihgl we must firstly define the significance
of a given coefficient.

3.2.1 Most and Least Significant Coefficients

We first notice that terms of the original conteqithat may be replaced by terms issued from the
watermarky are less important than other: they could be changed witheyterceived as such.
More generally, asignification functionattaches a weight to each term defining a digital media,
depending on its position

Definition 15. A signification functioris a real sequenc@)<N,

Example 1. Let us consider a set of grayscale images stored into pastgbhymap format (P3-
PGM): each pixel ranges between 256 gray levels, i.e., isonieged with eight bits. In that context,
we consider fi=8— (k mod 8 to be the k-th term of a signification functioa)“<N. Intuitively,

in each group of eight bits (i.e., for each pixel) the firstldts an importance equal to 8, whereas
the last bit has an importance equal to 1. This is compliatbie idea that changing the first bit
affects more the image than changing the last one.

Definition 16. Let (u¢)*<N pe a signification function, m and M be two reals s.t<r.
e Themost significant coefficients (MSCej x is the finite vector

uM:(k]ke]Nandd‘;Mandkgx\);



e Theleast significant coefficients (LSCaj x is the finite vector
Um = (k}ke]Nandd‘gmandk§|x|);
e Thepassive coefficientsf x is the finite vector
Up = (k | ke N and & €jm;M[ and k<| x|).
For a given host contemt MSCs are then ranks afthat describe the relevant part of the image,

whereas LSCs translate its less significant parts. Thes@éfioitions are illustrated on Figure 1,
where the significance functidinX) is defined as in Example M = 5, andm = 6.

(a) Original Lena. (b) MSCs of Lena. (c) LSCs of Lena x17).

Figure 1: Most and least significant coefficients of Lena.

3.2.2 Presentation of the Scheme

Authors of [2] have proposed to use chaotic iterations asifammation hiding scheme, as follows.
Let:

o (K,N) € [0;1] x IN be an embedding key,

e X € BN be theN LSCs of a cove€,

o (new € [0,N —1]N be a strategy, which depends on the message ta\hidg0; 1] andK,

o fo:BN — BN be the vectorial logical negation.

So the watermarked media@swhose LSCs are replaced iy = XN, where:

X0 =X
vn < N, XML =Gy, (XM).
Two ways to generatéS") iy are given by these authors, namely Chaotic Iterations with |
dependent Strategy (CIIS) and Chaotic Iterations with Ddpat Strategy (CIDS). In CIIS, the
strategy is independent from the cover medjavhereas in CIDS the strategy will be dependent on

C. As we will use the CIIS strategy in this document, we reddiblow. Finally, MSCs are not used
here, as we do not consider the case of authenticated watenga

3.2.3 CIIS Strategy
Let us firstly give the definition of the Piecewise Linear CiimMap (PLCM, see [22]):

X/p if x € [0;p],
Fxp)=4q x-p)/(3-p) if xe[p3],
F(1-x,p) else,

wherep € ]0; 3 is a “control parameter”.
Then, the general term of the strate@)), in CIIS setup is defined by the following expression:
S' = N xK"| +1, where:



pe[0:3]
KO=M®K
KM = F(K", p),¥n < No

in which ® denotes the bitwise exclusive or (XOR) between two floatizug pumbersi(e., between
their binary digits representation).

4 Data hiding security

4.1 Classification of Attacks
In the steganography framework, attacks have been clabgif[@0] as follows.

Definition 17. Watermark-Only Attack (WOA) occurs when an attacker hag aotess to several
watermarked contents.

Definition 18. Known-Message Attack (KMA) occurs when an attacker hassadoeseveral pairs
of watermarked contents and corresponding hidden messages

Definition 19. Known-Original Attack (KOA) is when an attacker has accessdveral pairs of
watermarked contents and their corresponding originaki@rs.

Definition 20. Constant-Message Attack (CMA) occurs when the attackesrebs several water-
marked contents and only knows that the unknown hidden gessthe same in all contents.

4.2 Stego-Security

In the prisoner problem of Simmons [23, 6], Alice and Bob argail, and they want to, possibly,
devise an escape plan by exchanging hidden messages irefrilooking cover contents. These
messages are to be conveyed to one another by a common wawdemho over-drops all contents
and can choose to interrupt the communication if they apioelae stego-contents.

The stego-security, defined in this framework, is the higbesurity level in WOA setup [10].
To recall it, we need the following notations:

e KK is the set of embedding keys,
e p(X) is the probabilistic model dfy initial host contents,
¢ p(Y|K3) is the probabilistic model dfly watermarked contents.

Furthermore, it is supposed in this context that each hogeob has been watermarked with the
same secret kely and the same embedding functien
It is now possible to define the notion of stego-security:

Definition 21 (Stego-Security) The embedding function essego-securé and only if:
VK1 € K, p(Y|K1) = p(X).

To the best of our knowledge, until now, only two schemes leen proven to be stego-secure.
On the one hand, the authors of [10] have established thadpiead spectrum technique called
Natural Watermarking is stego-secure when its distortiarametem is equal to 1. On the other
hand, it has been proven in [15] that:

Proposition 3. Chaotic Iterations with Independent Strategy (CIIS) argstsecure.

4.3 Topological-Security

To check whether an information hiding sche®is topologically-secure or no§ must be written
as an iterate proces&! = f(x") on a metric spacex,d). This formulation is always possible [3].
So,



Definition 22 (Topological-Security) An information hiding scheme S is said to be topologically-
secure or( X, d) if its iterative process has a chaotic behavior accordindp&vaney.

In the approach presented by Guyabal, a data hiding scheme is secure if it is unpredictable.
Its iterative process must satisfy the Devaney’s chaosqutp@and its level of topological-security
increases with the number of chaotic properties satisfigt by

This new concept of security for data hiding schemes has pegposed in [3] as a comple-
mentary approach to the existing framework. It contribtitethe reinforcement of confidence into
existing secure data hiding schemes. Additionally, theystf security in KMA, KOA, and CMA
setups is realizable in this context. Finally, this framewean replace stego-security in situations
that are not encompassed by it. In particular, this framkwsomore relevant to give evaluation of
data hiding schemes claimed as chaotic.

5 The improved algorithm

In this section is introduced a new algorithm that geneeatie scheme presented by authors of [2].
Let us firstly introduce the following notations:
e X0 ¢ BN is theN least significant coefficients of a given cover me@ia
o m° € BF is the watermark to embed int8.
e S, € Sy is a strategy calleglace strategy
e S € Spis a strategy calledhoice strategy
Lastly, Sy, € Sp is a strategy callechixing strategy.

Our information hiding scheme called Steganography by Gb#erations and Substitution with
Mixing Message (SCISMM) is defined By(n,i, j) € IN* x [O;N — 1] x [O;P —1]:

x-":{ X't if A

! mg if =i
My S
mfj‘:
mt it =1

wherem ! is the boolean negation aff ™.
The stego-content is the boolean vegtet x” € BN.

6 Study of stego-security

Let us prove that,

Proposition 4. SCISMM is stego-secure.

Proof. Let us suppose thaf ~ U (BN) andm® ~ U (BP) in a SCISMM setup. We will prove by a
mathematical induction thahh € IN, x" ~ U (IB%N). The base case is obvious according to the uniform

repartition hypothesis.
Let us now suppose that the statemeht- U (BN) holds for somen. For a giverk € BN, we

denote by% e BN the vector defined byi € [O;N—1], if k= (ko,kq,...,ki,...,kn—2,kn-1),
thenki = (k07 k17 [ERE} ki? ceey kN*Z? kal) .
Let E; j be the following events:

v(i,j) € [O;N—1] x [0;P —1],E =

q;—‘rl:i/\s:\-&-l:j/\mrj1+l:ki/\(xn:k\/xn:k|)’



andp=P (x"1 =Kk). So,

pP= P \/ Ei,j .
ie[O;N—1],j€[0;P—-1]

We now introduce the following notatior®, (i) = P (S{™ =i), P2(j) =P (S =), Rs(i, j) =

P(mh** =k ), andPa(i) = P (x" = kvx" = k).
These four events are independent in SCISMM setup, thus:

p= F P (1)Po(i)Ps(i, j)Pa(i).
ie[O;N—1],Je[0;P—1]

According to Proposition & (mTJrl = ki) = % As the two events are incompatible:
Px"=kvx"=k)=P(x"=k +P(x"=k).
Then, by using the inductive hypothes(x" = k) = 4, andP (x" =k ) = .
Let Sbe defined by
S= P1(i)P2(])-
ie[O;N—1],j€[0;P—-1]

Thenp=2x3 x 5 xS=5x xS

Scan now be evaluated:

S = Zie[[O;Nfl]},je[[(l);Pfl]]Pl(i)P2<j) .
Yicfon-17 PL(i) X ¥ jepop—1y P2(i)-

The set of event$Sj* =i} fori € [0;N — 1] and the set of eventsq}™ = j} for j € [0;P—1]
are both a patrtition of the universe of possibleSse 1.

Finally, P (x"1 =k) = ZiN which leads tox™?* ~ U (BN). This result is truevn € IN, we
thus have proven that the stego-contgi$ uniform in the set of possible stego-content,yse
U (BY) whenx~ U (BV). O

7 Topological model

In this section, we prove that SCISMM can be modeled as aatidgnamical system in a topological
space. We will show in the next section that SCISMM is a cadepdlogical chaos in the sense of
Devaney.

7.1 lIteration Function and Phase Space

Let
F: [O;N—1] x BN x [0;P —1] x BP — BN

(XA m) 1> (3(k, ). + 3k, 1).m,

) je[ON—-1]
where + and . are the boolean addition and product operations
Consider the phase spagg defined as follow:

Xo =Sy x BN x Sp x BP x Sp,

whereSy andSp are the sets introduced in Section 5.
We define the mags, : Xo — X> by:

gfo (SM X» Sla m7 ST'I) =
(GN (33)7 F (iN (Sp)»xa iP(SC)v m),O'p(S;), Gfo(mv S’ﬂ)v GP(Sﬂ))
Then SCISMM can be described by the iterations of the folhgdiscret dynamical system:

X0 ¢ X2
Xk+1 _ gfo(xk).



7.2 Cardinality of X»

By comparingX, and.X;, we have the following result.

Proposition 5. The phase spac& has, at least, the cardinality of the continuum.
Proof. Let ¢ be the map defined as follow:

b X1 — X
(Sx) — (5§x,0,0,0)
¢ is injective. So the cardinality of> is greater than or equal to the cardinality)af. And conse-
quently X, has at least the cardinality of the continuum. O

Remark 2. This result is independent on the number of cells of the syste

7.3 A New Distance onXs

We define a new distance a@ as follow: VX, X € Xz, if X = (Sp, X, &, M, Sn) andX = (Sp, %, S, M, Sn),
then: .
da(X,X) = dpn(XX)+dge(m,m)

+ ey (Spy Sp) + dsp (S %) + A (S, S),

wheredpgn, dgp, dsy, andds, are the same distances than in Definition 13.

7.4 Continuity of SCISMM

To prove that SCISMM is another example of topological chadbe sense of Devanegs, must
be continuous on the metric space, dy).

Proposition 6. Gy, is a continuous function 00Xz, dz).

Proof. We use the sequential continuity.

Let ((Sp)",x", (&)",m", (Sm)"new be a sequence of the phase spagewhich converges to
(Sps %, S, M, Sm). We will prove that G, ((Sp)", X", (S)" M, (Sn)"™)) ey CONVErges @, (Sp, X, S, M, Sy)-
Let us recall that for alh, (Sp)", ()" and (Sn)" are strategies, thus we consider a sequence of
strategiesi(e., a sequence of sequences).

As da(((Sp)", X", (&), M, (Sn)"™), (Sp, X, S, M, Sn)) converges to 0, each distandgn (X", X),
dge (M, m), dsy, ((Sp)", Sp), dsp ((S)", &), andds, ((Sm)", Sm) converges to 0. Butipn (X", x) and
dge (M", m) are integers, sénp € IN, Vn > ng, dpn (X", X) = 0 and3n; € IN,Vn > ny, dge (M, m) = 0.

Let n3 = Max(ng,n1). In other words, there exists a threshalge IN after which no cell will
change its stateing € N,n > n3 = (X" =x) A(M" = m).

In addition,ds, ((Sp)",Sp) — 0,ds, ()", &) — 0, andds, ((Sn)", Sn) — 0, S03N4, N5, Ne €
]Nv

o VN> ng,dsy ((SH)"Sp) <1077,
e Vn>ns,ds, ()", &) < 10°L,
e VN> ng,ds, ((Sn)", Sn) < 1071,

Let ny = Max(ns,ns,ng). Forn > n, all the strategie$S,)", ()", and(Sy)" have the same
first term, which are respective({,)o,(S)o and(Sm)o :Vn > ny,

((S0)6 = (Sp)o) A ((S)5 = (S)o) A ((Sm)g = (Sm)o)-

Let ng = Max(nz,n7). After theng—th term, states of" andx on the one hand, ana” andm
on the other hand, are identical. Additionally, stratedigs" andS,, ()" andS;, and(Sy)" and
Sy start with the same first term.

Consequently, states @f,((Sp)", X", (&)",m",(Sn)") and G1,(Sp, X, S, M, Sy) are equal, so,
after the(ng)!" term, the distance, between these two points is strictly smaller thah03?, so
strictly smaller than 1.

We now prove that the distance betweeh, ((Sp)",x", ()", m", (Sn)")) and( G, (Sp, X, S, M, Sn))
is convergent to 0. Let > 0.



e If £> 1, we have seen that distance betwgey((S,)", X", ()", m", (Sn)") and G, (Sp, X, &, M, Sn)
is strictly less than 1 after th@g)!" term (same state).

o Ife<1,thendkeIN,10%> £ > 10D, Asds, ((SH)" Sp), s ((S)", &) andds, ((Sm)", Sm)
converges to 0, we have:
— 3ng € IN,Vn > ng, ds, ((Sp)", Sp) < 10~ (k+2)
~ 3nio € N, ¥n > o, b, ()", &) < 10742,
— 3nyg € IN,Vn > nya, O ((Sm)", Sm) < 10-(0+2),
Let nio = Max(ng, N1, N11) thus aftemy,, thek + 2 first terms of(S)" andS,, ()" andS,
and(Sn)" andSy, are equal.

As a consequence, the+ 1 first entries of the strategies @f,((Sp)",x", (&)",m", (Sn)") and
G1,(Sp, X, &, M, Sy) are the same (due to the shift of strategies) and followiegdifinition ofds,,
andds,:

02 (Gro((Sp)™ X", (%)™ 1T, (Sn)™); Gty (Sp X, S, M. Si)

is equal to :

dsy ((Sp)", Sp) +dsp ((S)", &) +dsp ((Sm)", Sm)
which is smaller than 30~ 1 < 3.£ =e.
Let Np = max(ng, n12). We can claim that

Ve > 0,3INg € IN,Vn > N,

d2 (G ((Sp)™ X", (&)™ M, (Sn)"); G (Sp, X &, M, S)) < &
Gt, is consequently continuous @i, d). O

8 SCISMM is chaotic

To prove that we are in the framework of Devaney’s topologitaos, we have to check the regu-
larity, transitivity, and sensitivity conditions.

8.1 Regularity

Proposition 7. Periodic points ofGy, are dense in.

Proof. Let (Sp,% S, M, Sw) € X2 ande > 0. We are looking for a periodic poiriSy,%, S, M, Sn)
SatiSfyingdZ((S%Xa Slv ma S'ﬂ)' (Spv K S:a ma ST‘I)) <&

As € can be strictly lesser than 1, we must chog@se X andm = m. Let us definekgy(€) =
| —logio(§)] +1and consider the Sefs, & Snkole) = {Se SN % Sp x Sp/((Sp)k = §pk) A((S)K Svck))
A(Sn)* = Sn)), Tk < ole) }-

Then,¥(Sp, S, Sm) € 55, & ko) 92((Spr% S, S (Sp, %, &, M, Sn)) < 3.5 = €. It remains
to choosE Sy, S, Sp) € 55, & &, ko(e) SUCh thal Sy, X, S, M, Sn) = (S5, % S, M, Sy) is a periodic point
for Gi,.

Let g = {i € [O;N — 1] /x # %, where (Sp,x,S,m,Sn) = g?g(sv,p,)“(,svc,rﬁ,sﬂ)} ,A=card(¥),
andjo < j1 < ... < jh_1 the elements of .

1. Letus firstly build three strategieS;, ;, andS;, as follows.
< k

(8) ($)= S (8= & and(§)* = Sn', if k< ko(e).
(b) Letus now explain how to replacg,,"vq € [0;A —1]:
First of all, we must replack;,:
i. If 3o € [0;P —1]/Xj, = my,, then we can choosEs,)0 ! = jo, ()% = Ao,
(S ot = Ao, and sdj, will be equal to 1.
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ii. If such aAg does not exist, we choose:
(St = jo, (R =0, (Sp'ett =0,
(S 2= jo, (R)F2 =0, (S 2 =0,

andlj, = 2.

All of the Xj, are replaced similarly. The other termsjf &, andS;, are constructed

identically, and the values ¢f, are defined in the same way.

Lety:zé| o lia-

(c) Finally, let(Sp) = (Sy)), (S)* = ()1, and(S)* = (S;,)!, wherej < ko(€) +is satis-
fying j = k [mod (ko(g) +Y)], if k> ko(€) +

S0, G V(Sh, % .M Sy) = (S5,% S MSy). Let K = {i € [0;P — 1]/m # iy, where
GRS S M) = (S XK. S,

pu=card(X), andrg < ri < ... < ry_1 the elements of{.

2. Let us now build the strategi%, §c §n
(a) Firstly, letS, = (), § = (S)K, andSn = (Sp)*, if k < ko(€) +
(b) How to replaceny,,vq € [O;u—1]:

First of all, let us explain how to replaca*
i. If 3po € [O;N—1] /Xy = My,, then we can choosﬁpko+Y+ = Lo, gl _
< koty+1
Sn =Tp.
In that situation, we defing, = 1.

ii. If such apg does not exist, then we can choose:
ko+y+1 ko+y+1 < koty+l

S =0,% ro, smko = ro,
= Koty+2 & ko+ +2 +y+2

S M =0, =x,, smko =0,
& ko+y+3 + +3 < koty+3

Spko Y —0 Scko Y fo. S _0
Let J, = 3.

Then the othemy, are replaced as previously, the other term§~,pf§c, andS,, are
constructed in the same way, and the value pare defined similarly.

Leta = zg‘;éJrq.

(c) Finally, IetS~pk = §pj, §“=8 andS, =S, wherej < ko(€) +y-+ o is satisfying
j =k [mod (ko(€) +y+a)], if k> ko(g) +y+a.

SO, g?g(s)er‘Hx (5)7 Xv éa m7 %) = (g%xa §33 ma §)
Then,(§p,§,§n) € 5§p,s“;,s““,ko(s) defined as previous is such tH&n, X, Sn, M, Sy) is a periodic

point, of periodko(€) + Y+ a, which ise—close to(Sp, %, &, M, Sn).
As a conclusion( Xz, Gy, ) is regular. O

8.2 Transitivity
Proposition 8. (X, Gt,) is topologically transitive.

Proof. Let us defineX : X, — BN, such thatX (Sp,x, S, m,Sn) = x and M : X, — BP, such that
M (Sp, X, &, m, Sy) = m. Let

Bpn = B(Xa,ra) and Bg = B(Xg,rg) be two open Dballs of X,  with

Xa = ((Sp)A,xA,(St)A, Ma, (Sm)a) andXg = ((Sp)B,xB, (&)B,me, (Sn)s). We are looking forX =

(Sp X, & m, Sm) in Ba such thafing € N, gf (X )e Bg.

X must be inBa andra can be strictly lesser than 1, 6= xa andm=ma. Letky = Lf Ioglo( rA) +

1]. Letus noticeSx, k, = { (Sp, S, Sn) € Sn x (Sp)?/vk < ko, (S5=(Sp)K) A (S = ?
Then'(Sp, S, Sm) € Sxakos (Spr X, So. M. Sm) € Ba.

11
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Let 7 ={i € [O,N —1]/% # X(Xg)i, where
($5:% %, M Sn) = G2 (%) |, A = card(7),
andjo < j1 < ... < jh_1 the elements of .
1. Letus firstly build three strategieS;, §, andS;, as follows.

@ (8= (S)k ()= ()X and(Sy)* = (S, if k< ko.
(b) Letus now explain how to replac&(Xg)j,, Vq € [0;A — 1]:
First of all, we must replac& (Xg) j,:
i. If 3o € [0;P —1]/X(Xg)j, = M, then we can choos;) o™ = jo, ()t =
Ao, (St = Ao, and sdj, will be equal to 1.
ii. If such aAg does not exist, we choose:

(Spot = o, ()T =0, (St =0,
(Sp)o? = jo. (S)*? =0, (§,)*?=0

and so let us notich, = 2.

All of the X(Xg)j, are replaced similarly. The other terms §ff, &, andS;, are
constructed identically, and the valued pfare defined on the same way.

Lety=3"5jq-
() (S,S) (S, (k= (S)! and (Sp)* = (S;)! where j < ko +y is satisfying j =
k [mod (ko +Y)], if k> ko+Y.
So gkOer SE,XA,%,mA,an)) = (%aXBa$ama an)
Let X = {i € [0;P —1]/m # M (Xg)i, where
(S S Sh) = Gro (S0, S Ma,S)
p = card(X) andrg < r1 < ... <ry_1 the elements of(.
2. Letus secondly build three other strategigs:S:, Sn as follows.
(@) $° = (5% § = (), andSy = (S)¥, if k ko +.

(b) Let us now explain how to replackl (Xg)r,,vq € [O;p—1]:
First of all, we must replac8/ (Xg)r,:

i. If 3po € [O;N —1]/M (Xg)r, = (X8) o, then we can chooﬁ,kﬁwr = Ho, ék‘ﬁvﬂ —
fo, Sn " = o, andd;, will be equal to 1.

ii. If such app does not exist, we choosspk0+Y+ =0, §k°+y+l =Ty, /Svnkowl =Ty,
Spko+y+2 _o, S:I<0+y+2 ~ To, Smk0+y+2 _o,
§pko+y+3 _o, S:I<0+y+3 ~To, S1r1I<0+y+3 _o,

and so let us noticg, = 3.

All the M (Xg)r, are replaced similarly. The other terms® &, andSy, are con-
structed identically, and the values®f are defined on the same way.

Leta=yh oJ

0-rq"
« & koty+a+k o ko+y+oa+k < kot+y+a+k
(c) ke N, S = (S8 S = (&), andSn = (Sn)§.
So, gk°+y+°‘(sp Xa, S, Ma, Sn) = X, With (Sp, S, Sn) € Sxako- ThENX = (Sp, Xa, S, Ma, Sy) €
X, is such thak € B, and gk°+y+°’(x) € Bg. Finally we have proven the result. 0

8.3 Sensitivity on Initial Conditions
Proposition 9. (X2, Gt,) has sensitive dependence on initial conditions.

Proof. Gt, is regular and transitive. Due to Theoremgk, is sensitive. O

12



8.4 Devaney’s topological chaos

In conclusion,(X2, Gt,) is topologically transitive, regular, and has sensitivpetelence on initial
conditions. Then we have the result.

Theorem 3. Gy, is a chaotic map oliX2,dz) in the sense of Devaney.
So we can claim that:

Theorem 4. SCISMM is topologically-secure.

9 Conclusion

In this research work, a new information hiding scheme has tetroduced. It is topologically-
secure and stego-secure, and thus is able to withstandksaitatVatermark-Only Attack (WOA)
and Constant-Message Attack (CMA) setups. These resuleshieen obtained after having studied
the topological behavior of this data hiding scheme. To th&t lof our knowledge, this algorithm
is the third scheme that has been proven to be secure, aggdadihe information hiding security
field.

In future work, we intend to study the robustness of this s@heand to compare it with the two
other secure algorithms. Additionally, we will investigahe topological properties of our scheme,
to see whether it is secure in KOA and KMA setups.
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