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Short abstract: 

Grid systems have particular characteristics which make them difficult to make safe.  This chapter makes a review of these differences and presents the most usually solutions used like some existing secured systems.
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Security in Grid-Computing
Introduction

Grid technologies enable large-scale aggregation and harnessing computational, data and other resources across institutional boundaries. Fifty years of innovation have increased the speed of individual computers by an impressive factor, yet they are still too slow for many scientific problems. A solution to the inadequacy of computer power is to 'cluster' multiple individual computers. First explored in the early 1980s, this technique is now standard practice in supercomputer centres, research labs and industry. Although clustering can provide significant improvements in overall computing power, a cluster remains a dedicated resource, built at a single location. Rapid improvements in communication technologies led many researchers to consider a more decentralized approach to the problem of computing power. Several projects then saw the light of day: [1, 2, 3] to name a few. Internet computing came to something much more powerful because of the ability for communities to share resources as they tackle common goals in a seemingly virtual machine. Science is increasingly collaborative and multidisciplinary, and it is not unusual for teams to span institutions, countries and continents.
GRID computing implies sharing heterogeneous resources, located in different places belonging to different administrative domains over a heterogeneous network. As GRID applications gained popularity and interest in the business world, securing business trades was not regarded lightly way. Securing information encompasses authenticating the source of a message, verifying the integrity of the message to ensure there has been no malicious modification, or protecting the confidentiality of the message being sent from prying eyes.

Because of the cross institution nature of GRID application communications, GRID computing has specific security needs. It has to protect a Grid community against unwanted eyes, and yet, it has to allow wider and wider access to many more identified participants. The challenge was securing these legitimate participants while not affecting local entities' authority neither the performances. The geographical dispersion of Grid participants is often unpredictable, leaving us less margin to superimpose a new constraining protocol on the existing systems.
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Figure 1 Grid over the world

Overview of Distributed Systems and GRID Computing 
For several decades, researchers have tried to federate data-processing resources through networks: the first distributed systems were developed in which both data and treatment could be distributed. Parallel computing has moved from a proprietary design, centred on a supercomputer that was supported by homogeneous processors connected to an internal network, towards heterogeneous clusters of workstations distributed worldwide. The growing popularity of the Internet combined with the availability of powerful computers and high-speed networks as low costs cost commodity components are changing the way we do computing. These technologies enable the clustering of a wide variety of geographically distributed resources (such as supercomputers, storage systems, data sources, special devices and services that can be used as a unified resource). This new paradigm is popularly termed as “Grid” computing. The Grid is analogous to the electrical power grid and aims to couple distributed resources and offer consistent and inexpensive access to resources, irrespective of their physical location. 
At the beginning: metacomputing
Metacomputing appeared at the beginning of the mine ties. The idea was to gather within a meta-computer a group of small independent units equipped with calculation and storage capacities.

But network performance did not make it possible to develop such platforms on WAN. Tools were then developed to allow the installation of clusters on high performance LAN.

PVM [4] (Parallel Virtual Machine) was developed by Oak Ridge National Laboratory in 1990, then MPI [5] (Message Passing Interface 1993). These software tools simply made it possible to facilitate the programming of these applications by exchanging messages.
GRID Computing
The first appearance of the grid goes back to 1998 [6].  This new concept was then defined as being "hardware and software infrastructure that provides dependable, consistent, pervasive, and inexpensive access to high-end computational capabilities".

A GRID is a software toolbox which provides services to manage distributed material and software resources. This evolution gave metacomputing a new dimension in particular by allowing the interconnection of several clusters.
Peer-To-Peer
An important characteristic of this family of metacomputing applications is that each site cooperates on an equal basis. The appearance of Peer-to-Peer (P2P) is directly related to the advent of Internet [7].

Compared to GRID Computing, the assets of P2P are: 

· choice of decentralized, and non-hierarchical organization,

· management of instability, and  fault-tolerance.
Indeed, P2P application is deployed to broad scale and an interruption on a node or on a network link does not endanger all the applications.
We find a wide variety of P2P systems [8] currently used such as Nasper, Gnutella, Kazaa where peers are unaware of the total membership of nodes in the system. There are more structured P2P systems (eg. Chord and Pastry). Most large-scale P2P systems covers more traditional, synchronous group communication systems such as SETI@Home, Totem or Horus where scalability is typically limited, and group membership requires constant on-line presence of each peer. Client programs such as MSN Messenger, AOL Instant Messenger allow users to exchange text, voice and files;
Users of P2P systems ask the enhancement of access control with new authentication and authorization capabilities to address users that know little about each other. P2P systems introduce other problems that require to focus the attention on protection from those who offer resources, rather than from those who want to access them… JXTA [9] provides some functionality (e.g. encryption, signatures and hashes) for the development of secure P2P applications. Reputation techniques allow the expression and reasoning about trust in a peer based on its behaviour and interactions other peers have experienced with it [10].
A last evolution towards Total Computing
The last most recent evolution permits the development of grids on a very large scale. New middleware allow data management in completely heterogeneous media, wireless and mobile. This last family tends to associate qualities of GRID Computing and Peer-to-Peer.

The word computing is often associated with the final GRID: GRID Computing or Global Computing, are the terms that are usually used. But these platforms are not devoted exclusively to computing; it is also possible to find Data GRID type applications. In the continuation of this chapter, we will not differentiate between the concepts of GRID and GRID Computing.

Security Requirements for Grid Computing 

Security has often been a neglected aspect of most applications or systems design until a cyber attack makes it real. Often times, security practitioners consider security as being a step behind electronic war. However the first step towards a better protected system is awareness. Just like many other systems and architectures, Grid computing paid little attention to securing its communications. The need was very bleak since the instigation for Grid computing emerged from a well thinking scientific community working for a common interest. As Grid applications gained popularity and gained interest in the business world, securing business trades was not regarded in a light way. Securing information encompasses authenticating the source of a message, verifying the integrity of the message against malicious modification, or assuring the confidentiality of the message being sent against prying eyes. As electronic communication becomes pervasive, access control to privileged information became increasingly pertinent, and when new forms of attacks such as ones not aiming at stealth of information (denial of access) emerged, new protective measures needed to be put into place to ensure constant availability of service. 
Traditional Security Features
There is a great similarity between GRID Security and classical network security. It depends on the activity type, on the risks firms are ready to take and overall on the cost of the installation and the configuration of security systems such as firewall. All these features exist for the GRID; however, some are more important in this case. Moreover, additional requirements specific to grid environments exist. Indeed, security policies have to protect a grid computing platform without adding too many constraints that could seriously decrease performance in terms of calculation power for example. In particular, we can notice that there is a greater need for dynamicity, and greater importance of process supervision and of rights delegation. Classical Security features have to be adapted to Grid Computing environments.
Authentication, Authorization, and Auditing (AAA)
Each entity of the GRID must be able to authenticate the others. GRID entities must be authorized to communicate with other entities from the same domain or from another one. Auditing must take into account the dynamic aspect of GRID environments where component binding varies considerably and can have a short life cycle.

Confidentiality, Integrity, Availability (CIA) Auditing (AAA)
Communication between GRID entities must be secure. Confidentiality must be ensured for sensitive data from the communication stage to a potential storage stage. Problems of integrity must be detected in order to avoid treatment faults. Availability is directly bound to performance and cost in grid environments, and is therefore an important requirement.

Fault Tolerance
In Grid environments Fault Tolerance must be managed to ensure that a fault on a component does not cause the loss of all the work performed. Moreover, it can be important, in the particular case of the Grid, to recover a part of the work on a faulty node in order to increase global performance when a fault occurs. In the framework of fault tolerance, it is also required to supervise, to trace a process (initialisation, used nodes, bindings...) and to store this information.

Securized Middlewares of Grid Computing
Whereas very few turnkey security systems exist, a lot of organizations and companies are currently trying to develop some like GGF (Global Grid Forum), EGA (Enterprise Grid Alliance), GRIDS (GRID Research Integration Development and Support Center),... Secured systems for GRID are presented below.
Systems Using X509 certificates
One of the most popular security middleware for GRID is Globus using GSI [11] (Grid Security Infrastructure). GSI is based on the PKI security architecture which authenticates servers, users and processes. In order to do so, an X509 certificate signed by a CA (Certificate Authority) is delivered for each user and machine. To simplify the procedure and to avoid users having to authenticate themselves each time they have to submit a calculation, a proxy is used. The proxy is a new certificate with a new private/public key. 

This new certificate is signed by the user himself and not by the CA. This credential mechanism provided by the proxy implies that once someone accesses a remote system, he can give the remote system permission to use his credentials to access other systems for him. When connections are established, the SSL protocol is used to crypt communications.

A lot of middleware use GSI, to secure their system or to extend it for their own requirements like gridPP (grid Particle Physics), TeraGrid. Another example is the data-exchange systems which often use gridftp (module of Globus) with GSI like DataGrid.

Systems Using IPSec and DNSec
GRIDSec [12, 13] presents a secure architecture to identify and authenticate a legitimate Grid participant to other participants, without damaging the local entities’ authority. GRIDSec is a host-based authentication approach and provides security without damaging compatibility or performances. GRIDSec uses the DNSSec security features in an unusual way: authors transformed a secure DNS server into a key distribution server. Authors used SSH to protect the authentication and key exchange phase. Once the servers were authenticated, IPSec is used to protect the data exchange.

Systems Using fine authorizations

The Legion [14] system provides a fine mechanism of authorization. Each resource contains a list of objects which can access it. Moreover each method of an object has an "allow" and "deny" list which specifies the authorizations (ACL). An object will be authorized to access a method if and only if it does not appear in the deny list and does appear in the allow list.
GridLab focuses on the development of a flexible, manageable and robust authorization service called GAS [15] (GridLab Authorization Service).

Systems Using sandboxing
In grid computing relying in P2P architecture, applications are often transferred from a resource to another without having the capabilities to check mutual authenticities. In front of this difficulty to secure P2P systems, applications are more and more performed in a secure context, i.e. in a box which is an interface from and to the applications. Operations are woken up and permissions are given or refused. Permissions can mainly be applied to Network, File System and System configuration. Thus, even if someone succeeds to transmit a malicious code, it is ineffectual because of permission requirements. This concept is called the “Sandboxing”. Several implementations of the sandboxing exist: Java sandboxing, java webstart, gentoo sandbox, norman sandbox, FMAC, google sandbox, S4G (Sandbox for Grid)…
Either they intercept systems calls: strace, /proc…, allowing or refusing them; or they let the application running in a virtual context like chroot.
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Figure 2 Simplified Java sandbox architecture
Figure 2 shows a simplified representation of the Java Sandbox Architecture.
HiPoP [16] and XtremWEB [17] are two examples of grid computing systems using this concept of sandboxing. HiPoP means Highly distrIbuted Platform Of computing and is a platform entirely written in JAVA. It perform coast grain tasks having dependences in a highly distributed way. This platform relies on P2P architecture.
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Figure 3 :  Simplified HiPoP execution sample
Figure 3 shows a simple example of an execution in HiPoP. In front of the number of communications, it would be too heavy to check the authenticity of every peer during an execution. It is why HiPoP has also chosen to use the sandbox concept to protect the resources of the users who generally are volunteers in this kind of platform.
Grid Computing Uses in Industry Computing 

GRID computing is developing considerably in research centres, and companies are now using this type of technique more and more. 
The multinationals find it difficult to face up to the complex computing infrastructures which do not react sufficiently quickly to the evolutions of the expectations of their activities. Currently the majority of the professional applications are managed in a rigid way. In answer to this problem, certain companies have designed an adaptable infrastructure which shares and automatically manages the system resources.
 The users develop their applications on GRID architecture inside or outside the company but use machines located in other companies which are legally or financially dependent. For the moment, security techniques do not allow companies to widely use machines distributed all over the Internet.

Aim of GRID
The aim of GRID is:

· to obtain a more efficient use of resources inside the company or inside the group by reserving unused machines,
· to distribute the application load by distributing the treatments on idle or underloaded resources,
· to optimize the material and software investments by having a global view and a policy at the company level and not only at the service level,
· to concentrate computing power to carry out complex calculations with powerful modelling software.

To reach this aim, it is necessary to solve problems of security, fault-tolerance, scheduling of tasks, data transfer and communication time.  The first two problems are the most fundamental. To solve the first, a certain number of solutions exist to allow authentication, integrity, confidentiality and to maintain replay. The second problem is also significant, because in a GRID structure, machines can break down, can be moved or be replaced. A solution then consists in regularly saving an image of the application to be able to recall it after having to restart due to a problem.

Examples and Domains concerned
The main American public agencies support the Globus system: NASA, the NSF, DARPA... In the same way, large software distributors like IBM, Sun, Cisco, Microsoft. GridXpert [18] target 4 sectors:  manufacturing, energy, biotechnology and finance. The network game domain can also be approached with Butterfly.net. Security in the GRID is directed towards the use of Web Service technology. Microsoft's Passport project or Sun's Liberty Alliance were developed to solve security problems by using certificates. Research laboratories have joined the companies: lNRIA with Microsoft and Alcatel. Large Data processing companies like IBM, Sun, Microsoft, Platform and United Devices have taken a clear turn in the direction of the GRID.
The grid computing version of Oracle [19] is a software architecture designed to pool together large amounts of low cost modular storage and servers to create a virtual computing resource which can be transparently distributed. The resources can include storage, servers, database servers, application servers, and applications. Pooling resources together offers dependable, consistent, pervasive, and inexpensive access to these resources regardless of their location and the period where they are needed.
Oracle 10g is managed by Oracle Enterprise Manager 10g Grid Control, a web-based management console that enables administrators to manage many application servers as though they were one, thereby automating administrative tasks and reducing administrative costs. Oracle 10g supports Single Sign On (SSO) permitting users to be authenticated only one time to be allowed to access servers. OracleAS 10g provides a single, unified, standard based end-to-end Security and Identity Management infrastructure based on Oracle Internet Directory, OracleAS 10g Single Sign-On Server and OracleAS Certificate Authority.
To provide a secure environment to run Enterprise Applications, OracleAS 10g provides a number of security enhancements including comprehensive Java2 security support; SSL support for all protocols (RMI, RMI-over-IIOP, SOAP, JMS, LDAP…); a least privilege model for administrative privilege; and a comprehensive PKI-based security infrastructure.

Platform Symphony [20] is an enterprise providing Grid software for financial services. This system allows forward-thinking financial services firms to easily move to a true grid environment where multiple users and applications share computing resources in virtual pools that dynamically adjust and scale based on the priorities and needs of the business. Platform Symphony is based on the scalable Platform EGO (Enterprise Grid Orchestrator) that sets the benchmark for grid performance and reliability across heterogeneous enterprise environments. 
DFI [21] proposes a technology allowing users to optimize the computing power of all the machines of a company to redistribute them to the applications which require it, according to their needs. This system relies on Oracle’s Grid Control and Sun’s System Manager.
On-demand computing
On demand computing is an approach already in use. Companies have access to a powerful calculation resource and only pay large Computer firms for the resources they actually use. The goal is to adapt the power of computing, storage and also budget. For example, the Danish company Lego [22] thinks that the use of the IBM technique “on demand” will enable it to reduce management costs of its infrastructure by 30%. Indeed, it has one peak period at Christmas time when it needs very significant power over a short period.  Why thus be equipped all year long with a calculation capacity which will only be used for one month?
Datasynapse's GridServer [23] creates a flexible, virtual infrastructure that enables organizations to improve application performance and resiliency by automatically sharing and managing computing resources across the enterprise. GridServer is adaptive grid infrastructure software designed to virtualize compute and data intensive applications. By creating a virtualized environment across both applications and resources, GridServer provides an "on demand" environment to provide real-time capacity for process intensive business applications.
Conclusion
Computational Grid are becoming increasingly useful and powerful in the execution of large-scale and resource intensive applications. Data transit through multiple networks and their security can be put at risk. Network security is a hard-to-define paradigm in that its definition varies with the different organisations which implement it. Security is defined by the policies that implement the services offered to protect the data. These services are confidentiality, authentication, non-repudiation, access control, integrity and to protect or to prevent against such attacks. Grid computing has its specific security requirements due to the nature of its domain distribution. We are dealing with existing and the issue of trust is very important. A certificate authority needs to identify and authenticate a legitimate Grid participant to other participants, without damaging the local entities’ authority. Since Grid computing is a voluntary contribution and a trust-based relationship between different domains, it is important to establish a host-based authentication approach. Most of the time, participants speak to each other and identify themselves before engaging into such a collaboration; it cannot be an anonymous relationship.

Confined in research laboratories, GRID Computing is finally making its entrance in the business world. GRID computing has its specific security requirements due to the nature of its application domain. Large software publishers like Microsoft, Sun, IBM or HP are developing and offering GRID computing solutions. Thus far this technique is still inside the company. Indeed, it is too difficult to ensure security for Internet deployment. Therefore, GRID computing is primarily used inside companies or, when necessary, between several companies by using VPN.
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