High frequency vibroacoustics: A radiative transfer equation and radiosity based approach
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Abstract

This paper is a review of the theoretical framework for application of radiative transfer equations to structural dynamics and acoustics. It is shown that under the assumption of geometrical acoustics and when the phase of rays is neglected, a representation of sound field in terms of incoherent fictitious sources provides a sufficiently large framework to embody diffuse as well as specular reflection, steady-state or transient phenomena and even diffraction.

Two special cases are mentioned. The so-called radiosity method in acoustics corresponds to a purely diffuse boundary and statistical energy analysis when the sound field is diffuse.
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1. Introduction

The interest of the scientific community in high frequency methods applied to vibro-acoustics is relatively recent compared to other fields of physics such as electrodynamics or acoustics. It seems that ray methods have not been so popular in structural dynamics where most engineers prefer to use softwares based on the governing equations solved by the finite element method.
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However, this ‘brute force’ approach of vibro-acoustics rapidly encounters a practical limitation. When the frequency increases, the number of natural modes increases. Even for a numerical model of order of tens of millions of degrees of freedom, a reasonable task on current computers, the maximum analysis frequency is still too low and does not permit to cover the entire audio frequency band. This limitation is particularly unfavorable in the automotive industry or for larger structures such as aircraft or launchers which may contain millions of natural modes within the audio frequency band [1]. Furthermore, it might be emphasized that the sensitivity of these computations is poor which raises the question of how useful it is to know the ‘exact’ sequence of natural modes for systems having a large number of modes.

For these reasons, statistical energy analysis [2] (SEA) has been developed for fifty years. Introduced early in the sixties by R.H. Lyon [3] and many other authors [4, 5, 6], this theory is based on statistical concepts and applies when sources are random, uncorrelated and when the number of modes is large enough to be considered as a statistical population. Then under certain circumstances [7], sound/vibration reaches a state of diffuse field and equipartition of modal energy (an interesting method to dispense with equipartition is proposed in Refs. [8, 9]). Then, a simple law emerges: the energy exchange between two coupled subsystems is proportional to the difference in their modal energies. This has served as a foundation to interpret the modal energy as a ‘vibrational temperature’ and the coupling power proportionality as a thermal law. SEA follows on from room acoustics and Sabine’s formula and as such could be considered as a theory of statistical vibroacoustics [10] in the same way as exist statistical mechanics, statistical electromagnetism and so on.

Among numerous attempts to relax the more restrictive assumptions of SEA, several methods aim to predict the repartition of vibrational energy within subsystems where the field is not diffuse. But the behavior of local energy quantities is more subtle than it appears at first sight [11, 12, 13] and it is generally not possible to obtain a closed set of equations on energy variables without introducing strong assumptions.

To circumvent this difficulty, it has been proposed by several authors [14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25] to start from an integral representation of the vibrational field and to calculate a quadratic quantity by neglecting to various degrees the coherence between the boundary sources. When all sources are incoherent, it results in a boundary integral equation.
on energy that may be solved by a collocation or Galerkin method. Although they have been developed in various contexts, all these methods suggest more or less the idea that vibrational energy propagates in structures like radiant thermal energy. This thermal analogy is clearly not equivalent to the thermal conductivity proposed in other respects (see Refs. [26, 27, 23] for a discussion on this point). The radiative transfer analogy is more apparent in room acoustics with the so-called radiosity method [28, 29, 30, 31, 32]. Furthermore, when the vibrational field tends to be diffuse, it may be checked that the coupling power proportionality of statistical energy analysis is obtained as a limit case [33]. In this concern, let us also mention the recently proposed method called dynamical energy analysis which investigates the gap between full ray-tracing and statistical energy analysis [34, 35, 36].

The purpose of this paper is to review the theoretical framework of an extension of the radiosity method to specular reflection and diffraction which may serve as a basis for a generalization of statistical energy analysis. The outline of the paper is as follows. In Section 2 we introduce some generalities about representation of a vibration field in terms of radiant energy supplied by actual and fictitious sources. In Section 3 are derived the balance equations governing the emissive power of fictitious sources. The special case of diffuse reflection and the radiosity equation is introduced in Section 4. Two problems which enlarge the scope of classical radiosity are then discussed, specular reflection in Section 5 and diffraction in Section 6. The paper finishes with some concluding remarks.

2. Energy representation of a wave field

The laws of radiative energy transfer is based on two principles; the linear superposition principle and Huygens’ principle.

If the vibrational field is sufficiently ‘disordered’ then we may neglect all correlations between rays and energy variables turn out to be well-suited to describe the field state. Two rays emanating from a single source with a slightly different direction take different paths and are subjected to different events such as reflection, diffraction, diffusion etc. before eventually reaches the same receiver point. They rapidly ‘forget’ their phase so that after travelling a long distance, their energies may be added signifying that interference effects can be neglected.

Huygens’ principle states that each point of reflection, refraction, diffraction etc. behaves like a secondary source from which emanate spherical
waves. A more modern form is the so-called Helmholtz-Kirchhoff formula or any representation formula by Green’s function. The principle of all these formulas is that in the presence of an obstacle, the field is unchanged if one removes the obstacle and replaces it by appropriate fictitious sources. The field is therefore the sum of a direct field (the field that would be without the obstacle) and the field produced by fictitious sources.

Let $\Delta$ be a domain whose regular boundary is $\Gamma$ and whose set of diffracting points is $\Delta$. We admit that $\Delta$ may contain volume sources $\rho$. By virtue of Huygens’ principle, we also put surface sources $\sigma$ on $\Gamma$ and diffraction sources $\lambda_i$ on $\Delta$ (Fig. 1). The energy density $W$ at any point $x$ and time $t$ is given by (assuming incoherence),

$$W(x, t) = \int_{\Omega} \frac{\rho(y, t')}{4\pi c R^2} d\Omega_y + \int_{\Gamma} \frac{\sigma(y, v, t')}{4\pi c R^2} d\Gamma_y + \sum_{i \in \Delta} \frac{\lambda_i(v, t')}{4\pi c R^2}$$

(1)

where $R = |x - y|$ is the source-receiver distance, $v = (x - y)/R$ the source-receiver direction, $t' = t - R/c$ the retarded time and $c$ the sound speed (Fig. 1). The domain sources $\rho$ have been assumed omnidirectional but $\sigma$ and $\lambda_i$ depend on the emission direction $v$.

Inside the domain, we may also introduce the specific radiative intensity $I(x, v, t)$ defined as the energy flow per unit solid angle and unit area normal to the rays. While the energy density $W$ only depends on the position $x$ and the time $t$, the specific intensity depends in addition on the direction vector $v$. Considering a position $x$ and an infinitesimal solid angle $d\omega$ about a direction $v$, the specific intensity is,

$$I(x, v, t)d\omega = \int_{d\omega} \frac{\rho(y, t')}{4\pi R^2} d\Omega_y + \frac{\sigma(y, v, t')}{4\pi R^2} d\Gamma + \sum_{i} \frac{\lambda_i(v, t')}{4\pi R^2}$$

(2)
where the integration is performed over the cone of vertex \( x \) and angle \( d\omega \), 
\( d\Gamma \) is the part of boundary seen from \( x \) into the solid angle \( d\omega \) and the last 
sum is restricted to diffraction points lying in the cone (Fig. 1).

An equivalent representation is obtained for two-dimensional domains by 
substituting the kernel \( 1/4\pi R^2 \) with \( 1/2\pi R \). This is useful for instance for 
wave propagation in structural components such as plates, membranes, shells 
and so on. But when the medium is dispersive, \( c \) must be understood as the 
group velocity since this is the speed of energy flow.

The symbols \( \rho, \sigma, \lambda \) may readily be interpreted in terms of energy flux. 
Consider a point source located at \( x_0 \) or equivalently a source density \( \rho(y, t) = \delta(y - x_0)\rho(t) \). The intensity vector is radial and has magnitude \( \rho/4\pi R^2 \) at 
a distance \( R \). By calculating the flux of intensity over an infinitely small 
sphere of radius \( \varepsilon \), it yields,

\[
\lim_{\varepsilon \to 0} \int_{4\pi} \frac{\rho(t - \varepsilon/c)}{4\pi \varepsilon^2} \varepsilon^2 d\omega = \rho(t)
\]  
(3)

So, \( \rho \) is the power density of domain sources and therefore has units \( \text{W/m}^3 \). 
We may assume that the power \( \rho \) of domain sources is always known. These 
sources represent actions of external loads and therefore must be specified 
for a well-posed problem. External loadings are usually expressed in terms 
of force or moment applied to a structure or volume velocity in a fluid. They 
may be specified either by their root-mean-square value or power spectral 
density. In all cases, asymptotic relationships based on point-mobility of the 
infinite system are available in the literature to convert these values into a 
power [37, 38, 39].

The specific intensity \( I(x, u, t) \) leaving the surface in direction \( u \) is calculated 
by dividing the infinitesimal power into the solid angle \( d\omega \) by the 
apparent normal surface \( \cos \theta d\Gamma \) where \( \theta \) is the polar angle with the normal 
to the boundary (Fig. 2). So for an infinitesimal surface \( d\Gamma \) and an emission 
angle \( \theta \),

\[
I(x, u, t) = \lim_{\varepsilon \to 0} \frac{\sigma(x, u, t - \varepsilon/c)}{4\pi \varepsilon^2} \varepsilon^2 d\omega d\Gamma
\]  
(4)

The specific intensity leaving in direction \( u \) is therefore \( \sigma(x, u, t)/4\pi \cos \theta \). A 
perfectly diffuse source has a constant specific intensity. In two-dimensional 
systems, the factor \( 4\pi \) is replaced with \( 2\pi \).

Alternatively \( \sigma/4\pi \) is the power per unit area of surface and solid angle 
and is sometimes called the directional emitted flux or directional emissive 
power [40]. It has units of \( \text{W/m}^2 \).
The radiosity $B$ is the total energy flow leaving per unit area of the surface. However some authors prefer to define the radiosity as the incident energy rate. The radiosity is obtained by integrating the specific intensity over all emission directions, $B = \int I \cos \theta d\omega$, giving

$$B(x, t) = \int_{2\pi} \sigma(x, u, t) \frac{d\omega}{4\pi}$$

where the integration is performed over the half-sphere of inward directions.

### 3. Radiative transfer equation

A representation of an energy field like in Eq. (1) immediately raises the question of the determination of fictitious source powers $\sigma$ and $\lambda$.

Let the bidirectional reflectivity $\mathcal{R}(v, u)$ of the boundary be the ratio of radiative intensity $I(x, u, t)$ reflected in direction $u$ with emission angle $\theta$ and the incident flux $I(x, v, t) \cos \varphi$ from direction $v$ with incidence angle $\varphi$. The bidirectional reflectivity is also referred to as reflection matrix [41]. At a fixed point $x$ of the boundary, the specific intensity $I(x, u, t)$ leaving in direction $u$ is the sum of contributions from all incident directions $v$ times $\mathcal{R}(v, u)$. It yields,

$$I(x, u, t) = \int \mathcal{R}(v, u) I(x, v, t) \cos \varphi d\omega$$

This equation expresses conversion in phase space of energy flux at any point of the boundary. But at a boundary point $x$, the specific radiative intensity
is $I = \sigma/4\pi \cos \theta$ while the incident flux is given in Eq. (2). Substitution gives,

$$\frac{\sigma(x, u, t)}{\cos \theta} = \int_{\Omega} R(v, u) \rho(y, t') \frac{\cos \varphi}{R^2} d\Omega_y + \int_{\Gamma} R(v, u) \sigma(y, v, t') \frac{\cos \varphi}{R^2} d\Gamma_y + \sum_i R(v, u) \lambda_i(v, t') \frac{\cos \varphi}{R^2}$$

(7)

This is an integral equation which specifies the unknown $\sigma$ at any position $x$ and in any direction $u$ as dependent on $\sigma$ at all other positions $y$ and directions $v$.

A similar method applies for $\lambda$. Let define the bidirectional diffractivity $D(v, u)$ by analogy with the bidirectional reflectivity as the ratio of the emitted power per unit solid angle about $u$ and the incident radiative intensity from direction $v$. The total power emitted is the sum of contributions from all incident directions,

$$\frac{\lambda_i(u, t)}{4\pi} = \int D(v, u) I(x, v, t) d\omega$$

(8)

By substituting Eq. (2),

$$\lambda_i(u, t) = \int_{\Omega} D(v, u) \rho(y, t') \frac{d\Omega_y}{R^2} + \int_{\Gamma} D(v, u) \sigma(y, v, t') \frac{d\Gamma_y}{R^2} + \sum_{j \neq i} D(v, u) \lambda_j(v, t') \frac{1}{R^2}$$

(9)

Again, the unknowns $\lambda_i$ are determined by an integral equation where both $\lambda_j$ and $\sigma$ are involved.

4. Radiosity method

The radiosity method has been introduced in acoustics by Kuttruff in Ref. [28, 29]. Originally developed in thermics to compute the temperature of facing walls in thermal equilibrium by the so-called standard method or view factor method, this is a popular method in optics for illumination problems. The radiosity method may be readily transposed in acoustics provided that a finite sound speed is introduced. The advantage is that it provides a fruitful piece of information for transient regimes.
The radiosity method applies to rooms with perfect diffusely reflecting walls. Diffraction is usually not taken into account so that we set $\lambda_i = 0$ in Eqs. (1, 7). The reflectivity of a perfectly diffusing surface is the constant \[ R(v, u) = \frac{1 - \alpha}{\pi} \] (10)

where $\alpha$ is the absorptivity of the wall. Most often, we may consider that the absorptivity does not depend on the incidence angle. Furthermore, a diffuse reflection follows Lambert’s law which states that the specific intensity of a diffuse source does not depend on the emission direction. The brightness of a diffuse surface is the same whatever the observation angle. The Lambert law or cosine law is,

\[ \frac{\sigma(x, u, t)}{4\pi \cos \theta} = K \] (11)

By a direct integration over all emission directions and a comparison with Eq. (14), it immediately follows that the constant $K$ equals $B/\pi$. Thus, by substituting Lambert’s law (11) and the diffuse reflectivity (10) into Eq. (7), we obtain the radiosity equation,

\[ B(x, t) = (1 - \alpha(x)) \left[ E(x, t) + \int_{\Gamma} B(y, t - \frac{R}{c}) \frac{\cos \varphi \cos \theta}{\pi R^2} d\Gamma_y \right] \] (12)

where $E(x, t)$ is the contribution of the direct field,

\[ E(x, t) = \int_{\Omega} \rho \left( y, t - \frac{R}{c} \right) \frac{\cos \varphi}{4\pi R^2} d\Omega_y \] (13)

In the two above equations, $\varphi$ is the incidence angle at $y$, $\theta$ the emission angle at $y$ and $R = |x - y|$ the source receiver distance.

The most important consequence of the radiosity equation is that it allows to determine the sound decay after sources have been switched off even when the sound field is not diffuse. The radiosity equation turns out to be therefore an important generalization of Sabine’s theory to predict the reverberation time in rooms of arbitrary shape and absorption factors. Miles [42] observed that after a rapid transient state, the sound ultimately decays exponentially at the same rate at each location in the enclosure. By introducing an exponential time dependence $B(y, t) = B(y) \exp(-\lambda t)$ in Eq. (12) with $E = 0$, it yields,

\[ B(x) = (1 - \alpha(x)) \left[ \int_{\Gamma} B(y) \exp \left( \frac{\lambda R}{c} \right) \frac{\cos \varphi \cos \theta}{\pi R^2} d\Gamma_y \right] \] (14)
Table 1: Reverberation time (in s) for a rectangular room of size $20 \times 30 \times 5$ m$^3$ by standard formula (Sabine, Eyring, Millington) and the radiosity equation (14) by two algorithms (Gilbert [45], Kuttru [30]).

The calculation of reverberation time then reduces to the solving of the above equation in $\lambda$. Several algorithms and closed-form solutions have been proposed in the literature [43, 44, 45, 46, 30, 31].

An example is proposed in Table 1. The room is rectangular $20 \times 30 \times 5$ m$^3$ and has volume $V = 3000$ m$^3$, surface area $S = 1700$ m$^2$ and a uniform absorption $\alpha = 0.01$ excepted in one side where a very high absorption $\alpha = 0.8$ is prescribed. The reverberation time $T_r$ is estimated by the three standard formula Sabine, Eyring and Millington and by Eq. (14) with $T_r = 13.8/\lambda$. In the uniform case ($\alpha = 0.01$ on all surfaces) the sound field is diffuse. All methods give more or less the same result. When the floor $20 \times 30$ is highly absorbing, a strong difference appears between Sabine, Eyring and Millington formula since the difference between $\alpha$ and $-\ln(1-\alpha)$ is large for $\alpha = 0.8$. But, the radiosity equation gives a result of 0.8 s which is significantly less than Sabine’s result and close to Eyring’s result. Finally, for a highly absorbing wall ($10 \times 5$) the trend is reversed and all standard formula predict a reverberation time lower than the one of radiosity.

Another important application of the radiosity method is that it provides an alternative method to ray-tracing for the computation of sound pressure level maps in rooms with stationary sound sources. The formal proof of equivalence with ray-tracing and some numerical examples are given in Ref. [47, 48].

5. Specular reflection

The most intriguing property of the representation (1) is that it accounts for specular reflection [49]. To illustrate it, let us consider the simple situation of a steady-state point source in front of a perfect infinite mirror (Fig. 3). In
a two-dimensional space, the direct field is,

\[ W_d(x, y) = \frac{1}{2\pi c \sqrt{x^2 + (y - 1)^2}} \quad (15) \]

if the source is at \( x = 0 \) and \( y = 1 \) and has a unit power. If furthermore the reflecting line is \( y = 0 \) then we set a fictitious layer \( \sigma(\nu, \theta) \) where \( \nu \) is the abscissa and \( \theta \) the emission angle.

In the right hand-side of Eq. (7), the source power \( \rho = \delta(x)\delta(y - 1) \) is a delta Dirac function and the first integral reduces to \( R(\varphi, \theta) \cos \varphi / R \). But for a perfect mirror, the specular bidirectional reflectivity is [41],

\[ R(\varphi, \theta) = \frac{\delta(\theta - \varphi)}{\cos \varphi} \quad (16) \]

Furthermore, the distance from the point source to the boundary point \( x = \nu, y = 0 \) is \( R = \sqrt{\nu^2 + 1} \) and the incidence angle is \( \varphi = \arctan \nu \). Substituting in Eq. (7) gives,

\[ \sigma(\nu, \theta) = \delta(\theta - \arctan \nu) \frac{\cos \theta}{\sqrt{\nu^2 + 1}} \quad (17) \]

The reflected field is given by the second integral of Eq. (1). At a boundary point \( \nu \) the emission angle in view of the receiver point \( x, y \) is \( \theta = \arctan(x - \nu)/y \) and satisfies \( \cos \theta = y/\sqrt{(x - \nu)^2 + y^2} \). The reflected field is therefore,

\[ W_r(x, y) = \int_{-\infty}^{\infty} \delta(\arctan \frac{x - \nu}{y} - \arctan \nu) \frac{\cos \theta}{\sqrt{\nu^2 + 1}} \frac{d\nu}{2\pi c \sqrt{(x - \nu)^2 + y^2}} \quad (18) \]
After simplification,

\[ W_r(x, y) = \frac{1}{2\pi c \sqrt{x^2 + (y + 1)^2}} \]  \hspace{1cm} (19)

So, the reflected field shrinks to a single image-source located at \( x = 0, y = -1 \). Of course, this is a well-known property of rays. But the fact that the formation of image-sources is representable by an integral of type \( \int \sigma/2\pi c R \text{d}\nu \) points out that Eq. (1) accounts for a wide class of phenomena in spite of the fact that interferences have been neglected.

The extension of the radiosity method to specular reflection has been studied for a long time in thermics [50, 51, 40] and more recently in acoustics [52]. The classical solution is based on the image-source technique and the introduction of specular view-factors. But some non-standard solutions have also been proposed recently [15, 53]. In statistical energy analysis, the image-source technique also provides a powerful extension of the method when the sound field is not diffuse in the enclosure [54].

6. Multiple diffraction

Another interesting example of problems to which the representation equation (1) may give an elegant solution is that of multiple diffraction [55, 56]. To illustrate the problem, let us consider a two-dimensional acoustic medium with an incident stationary plane wave on two small obstacles localized respectively at the origin and \((0, L)\) as shown in Fig. 4.

To solve this problem, two fictitious sources \( \lambda_1 \) and \( \lambda_2 \) are set to the diffraction points. Their directional emissive powers \( \lambda_i/2\pi \) are given by Eq. (9) where the source term is \( 2\pi I_0 \) and no source \( \sigma \) has been placed. Then

\[
\lambda_1(\theta) = D(\varphi, \theta)2\pi I_0 + D(0, \theta)\frac{\lambda_2(\pi)}{L} \]  \hspace{1cm} (20)

\[
\lambda_2(\theta) = D(\varphi, \theta)2\pi I_0 + D(\pi, \theta)\frac{\lambda_1(0)}{L} \]  \hspace{1cm} (21)

Eqs. (20), (21) give the emissive powers \( \lambda_1, \lambda_2 \) in any direction provided that they are known in grazing directions. We must first determine \( \lambda_1(0) \) and \( \lambda_2(\pi) \). Applying the two above equations respectively to \( \theta = 0 \) and \( \theta = \pi \)
Figure 4: Double diffraction. The source is at infinite with incidence $\varphi$, the receiver at $(x, y)$ and the diffracting points at $(0, 0)$ and $(0, L)$. The emission angle is $\theta$.

gives,

$$\lambda_1(0) = D(\varphi, 0)2\pi I_0 + D(0, 0)\frac{\lambda_2(\pi)}{L}$$

$$\lambda_2(\pi) = D(\varphi, \pi)2\pi I_0 + D(\pi, \pi)\frac{\lambda_1(0)}{L}$$

This set of linear equations is readily solved, giving

$$\lambda_1(0) = 2\pi I_0 \frac{D(\varphi, 0) + D(0, 0)D(\varphi, \pi)/L}{1 - D(0, 0)D(\pi, \pi)/L^2}$$

$$\lambda_2(\pi) = 2\pi I_0 \frac{D(\varphi, \pi) + D(\pi, \pi)D(0, \varphi)/L}{1 - D(0, 0)D(\pi, \pi)/L^2}$$

Finally, the energy density at any point is found by applying Eq. (1),

$$W(x, y) = \frac{I_0}{c} + \frac{\lambda_1(\theta_1)}{2\pi c\sqrt{x^2 + y^2}} + \frac{\lambda_2(\theta_2)}{2\pi c\sqrt{(x - L)^2 + y^2}}$$

This is the solution to the problem of double diffraction.

7. Transition to statistical energy analysis

When the field becomes diffuse in a domain, a simple law emerges: The energy leaving the system through the boundary is proportional to the total energy,

$$P_{1 \rightarrow 2} = \eta_{12\omega}E_1$$
where $E_1$ is the total energy, $P_{1\rightarrow 2}$ the outgoing power, $\omega$ the frequency (rad/s) and $\eta_{12}$ the so-called coupling loss factor. When two subsytems are connected by a common boundary, the net exchanged energy may be decomposed as a difference of two terms $P_{12} = P_{1\rightarrow 2} - P_{2\rightarrow 1} = \omega(\eta_{12}E_1 - \eta_{21}\omega E_2)$. This is the coupling power proportionality law well-known in statistical energy analysis.

This phenomenon is correctly predicted by the radiative transfer equations. Assuming for convenience a unique stationary point source located at $x_0$ and no diffracting point, the total energy is obtained by integrating the energy density $W (x)$ of Eq. (1) over the domain,

$$E_1 = \int_{\Omega} \frac{d\Omega_x}{4 \pi c R_0^2} + \int_{\Gamma} \int_{\Gamma} \frac{\sigma (y, v)}{4 \pi c R^2} d\Gamma_y d\Omega_x$$

(28)

where $R_0 = |x_0 - x|$ is the source-receiver distance and $R = |x - y|$. The outgoing power is the flux of the normal component of the incident radiative intensity $I(x, v) \cos \varphi$,

$$P_{1\rightarrow 2} = \alpha \left( \int_{\Gamma} \frac{\cos \varphi}{4 \pi R_0^2} d\Gamma_x + \int_{\Gamma} \int_{\Gamma} \frac{\sigma (y, v) \cos \varphi}{4 \pi R^2} d\Gamma_y d\Gamma_x \right)$$

(29)

Let us consider the canonical problem of a system of volume $V$ lightly damped with reflecting boundaries excepted a small aperture of area $S$ of totally absorbing boundary. We may wonder if the ratio $P_{1\rightarrow 2}/E_1$ tends to the asymptotic limit,$

$$\eta_{12}\omega = \frac{Sc}{4 \pi V \alpha}$$

(30)

predicted by statistical energy analysis.

In Table 2 is shown the evolution of $P_{1\rightarrow 2}/E_1$ and $\eta_{12}\omega$ versus $S$ for a room of $20 \times 30 \times 5$ m$^3$ with an aperture centred on a wall $30 \times 5$. The aperture has $\alpha = 0.99$ while $\alpha = 0$ for other surfaces. A single point source of 1 W is located at the centre of the room. To perform the calculation, the radiosity equation (12) has been solved in $B(y)$ in steady-state condition by a collocation method with a mesh of about 1200 triangles. $E_1$ and $P_{1\rightarrow 2}$ have been calculated by Eqs. (28, 29) where $\sigma (y, v) = 4B(y) \cos \theta$ have been substituted. The number of receiver points to assess $E_1$ is 36. The ratio of standard deviation and mean value of energies also appears in Table 2. The results clearly indicates that a large discrepancy between $\eta_{12}$ and $P_{1\rightarrow 2}/E_1$ is observed for large apertures where the direct field is dominant.
Table 2: Comparison of the empirical coupling loss factor $P_{1 \rightarrow 2}/E_{1}$ with the asymptotic limit $\eta_{12}\omega$ of statistical energy analysis for a room of size $20 \times 30 \times 5$ m$^3$ with perfectly reflecting ($\alpha = 0$) walls, floor and ceiling and an aperture ($\alpha = 0.99$) centred on the wall $30 \times 5$. The point source is centred in the room.

<table>
<thead>
<tr>
<th>aperture (m$^2$)</th>
<th>28 $\times$ 4</th>
<th>10 $\times$ 4</th>
<th>4 $\times$ 4</th>
<th>2 $\times$ 2</th>
<th>1 $\times$ 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{12}\omega$ (s$^{-1}$)</td>
<td>3.1416</td>
<td>1.1220</td>
<td>0.4488</td>
<td>0.1122</td>
<td>0.0280</td>
</tr>
<tr>
<td>$P_{1 \rightarrow 2}/E_{1}$ (s$^{-1}$)</td>
<td>1.8220</td>
<td>0.8624</td>
<td>0.3942</td>
<td>0.1094</td>
<td>0.0282</td>
</tr>
<tr>
<td>std/mean (%)</td>
<td>126</td>
<td>58.8</td>
<td>26.9</td>
<td>7.45</td>
<td>1.91</td>
</tr>
</tbody>
</table>

(large std/mean). But the convergence is good for small apertures when the field becomes diffuse inside the room (small std/mean).

8. Conclusion

In this study, the theoretical framework for a generalization of the radiosity method in acoustics and statistical energy analysis in vibro-acoustics has been presented in detail. The main features are the following. The vibrational field, described in terms of energy density and specific intensity, is constructed as a linear superposition of actual and fictitious sources positioned in the domain, on the boundary and at the diffraction points. The emissive power of these sources is driven by the balance of radiant exchanges as in optics or thermics.

The method whose principle is well-known in thermics seems to be also useful in vibro-acoustics. The development of the radiosity method in acoustics and its application to sound illumination problem in room acoustics or reverberation time determination beyond the validity of Sabine’s law underline its importance in engineering. Furthermore, its extension to specular reflection and diffraction highlights that it may be also useful in a larger class of problems, including sound radiation, structural response, sound transmission [57]. From this point of view, radiative exchange equations look like a natural extension of statistical energy analysis when energy fields are not diffuse.
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