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Data-driven prognostic method based on Bayesian
approaches for direct remaining useful life prediction
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Abstract Reliability of prognostics and health management systems (PHM)
relies upon accurate understanding of critical components’ degradation pro-
cess to predict the remaining useful life (RUL). Traditionally, degradation pro-
cess is represented in the form of data or expert models. Such models require
extensive experimentation and verification that are not always feasible. An-
other approach that builds up knowledge about the system degradation over
the time from component sensor data is known as data driven. Data driven
models, however, require that sufficient historical data have been collected. In
this paper, a two phases data driven method for RUL prediction is presented.
In the offline phase, the proposed method builds on finding variables that
contain information about the degradation behavior using unsupervised vari-
able selection method. Different health indicators (HI) are constructed from
the selected variables, which represent the degradation as a function of time,
and saved in the offline database as reference models. In the online phase, the
method finds the most similar offline health indicator, to the online health indi-
cator, using k-nearest neighbors (k-NN) classifier to use it as a RUL predictor.
The method finally estimates the degradation state using discrete Bayesian
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filter. The method is verified using battery and turbofan engine degradation
simulation data acquired from NASA data repository. The results show the
effectiveness of the method in predicting the RUL for both applications.

Keywords Degradation Modeling - Online Estimation - Discrete Bayes
Filter - Uncertainty Representation - Data-driven PHM.

1 Introduction

The large volume of data gathered continuously from different systems has
created challenges to interpret such data in order to anticipate the breakdowns.
Most large industries have specialized engineers whom are skilled in the use of
high technology maintenance equipment and have earned special certification
in the field of maintenance. Nevertheless, it is still hard to take immediate
decisions and predict the system failure. The need of computer systems that
constantly record and analyze data to predict the RUL of critical components
is particularly important for facilitating maintenance decisions.

In general, maintenance involves performing routine actions to obtain opti-
mal availability of industrial systems [1]. Maintenance routines can be broadly
categorized into two main types, namely, corrective and preventive mainte-
nance [2]. In corrective maintenance, the interventions are performed only
when the critical component is fully worn out and failure occurred. Preven-
tive maintenance can be further divided into two main approaches, namely,
time-based maintenance and condition based maintenance (CBM). In time-
based maintenance, the interventions are placed according to periodic inter-
vals regardless of the assets’ health condition and thus the service life of the
critical components is not fully utilized [3]. Condition based maintenance uses
machine run-time data to assess the critical component’s state and schedule
required maintenance actions prior to breakdown [4]. Furthermore, predictive
maintenance utilizes the current health status of a given critical component
to predict its future condition and plan maintenance actions. Prognostics and
Health Management (PHM) [5] is a process which links degradation modeling
research to predictive maintenance policies.

Prognostics and health management consists of four main modules: fault
detection, fault diagnostics, fault prognostics and decision making [6]. Fault
detection can be defined as the process of recognizing that a problem has
occurred regardless of the root cause [7]. Fault diagnostics is the process of
identifying the faults and their causes [8]. Fault prognostics can be defined as
the prediction of when a failure might take place [9]. Finally, decision making
step uses all the information gathered about the monitored system status to
choose the optimal maintenance actions [10]. Among other routines, prognos-
tics have recently attracted significant research interest due to the need of
models for accurate RUL prediction for different applications.

RUL prediction of critical components is a non-trivial task for many rea-
sons. Sensor signals, for instance, are usually obscured by noise and thus it is
very challenging to process and to extract informative representation of the
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RUL [11]. Another problem is the prediction uncertainty due to the variation
of the end of life time that can differ for two components made by the same
manufacturer and operating under the same conditions. Therefore, proposed
models should include such uncertainties and represent them in a probabilistic
form [12,13].

RUL prediction models can be realized using two different methods, namely,
physics based and data-driven methods [14]. Physics based methods build
physical models of the desired critical components by the means of state-space
models [15] and dynamic ordinary or partial differential equations [16]. These
models require extensive experimentation and model verification [17]. How-
ever, these models are very reliable at least until the system is upgraded or
changed [18]. Data-driven methods can be used when the first principles of
the system operation are complex such that developing an accurate physics of
failure model is not feasible [19,20]. Such methods employ pattern recognition
and machine learning techniques to characterize the desired critical compo-
nents’ degradation behavior [21]. One way to do data-driven RUL prediction
is by first estimating the current health status of the desired component and
when the degradation exceeds the alarm threshold, the algorithms start pre-
dicting the RUL [39-41]. Different regression models have been proposed in
the literature to deal with data-driven RUL prediction problem such as the
auto regressive model and the multivariate adaptive regression splines [22-27].
A drawback of using regression methods is that when available component
degradation history is incomplete the extrapolation may lead to large errors
[42]. There have been more interests lately on various types of neural networks
and neural-fuzzy systems [28-38|. However, these methods generate black box
models and it is difficult to select the structure of the network [43]. Similarity-
based methods are shown to be very effective in performing RUL prediction. A
similarity-based method based on linear regression to construct offline degra-
dation models is proposed in [42]. The method measures the similarity between
test instance and offline models and the selected offline instance is used for
RUL prediction. The RUL probability density of the test instance is estimated
from the multiple local predictions using the kernel density estimation method.
The main problem with this method is the manual selection of the informative
sensor data. Another similarity-based method that utilizes k-NN and belief
function theory to estimate the health and from that deduce the RUL of tur-
bofan engines is proposed in [43]. The authors manually annotate the health
status of the offline data sets and then the method predicts the RUL when the
degradation level reaches a predefined alarm threshold.

Alternatively, instead of learning the degradation from the data and pre-
dict the RUL; direct RUL prediction algorithms learn the relation between the
sensor data and the end of life to predict the RUL. To do this, health indicators
are extracted from the raw monitoring signals, which may have originated from
single sensor or from a number of sensors aggregated to represent the degra-
dation evolution over time. Although this type of RUL prediction is relatively
easy to implement, there are few published examples in the literature [44].
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In this work, direct RUL prediction method is presented. The aim of this
work is to model the relation between sensor data and end of life to predict the
RUL without the need for predefined alarm threshold. The method builds on
extracting health indicators from the training data, which are used as reference
models. For new data, the method finds in the database the most similar signal
to be used as a RUL predictor. The method then estimates the new signal’s
health status using a Bayesian approach.

The assumptions taken in this work can be summarized as follows:

1. The method can only be applied to critical components, which are already
identified by the system expert.

2. Historical data should contain degradation evolution of the critical com-
ponent over time.

3. Historical data should contain sufficient number of training instances to
build representative models of the desired critical component’s behavior.

4. The predicted RUL values will span between the values available in the
offline data sets.

This paper is structured as follows. Section 2 presents the proposed method.
The experimental set-up and the simulation results are depicted in Section 3.
Finally, Section 4 concludes the paper.

2 Data-driven prognostic method based on Bayesian approaches
for direct remaining useful life prediction

Measurements observed from monitored components are usually noisy mul-
tidimensional time series signals. Thus, it is essential in the offline phase to
first extract information that represents the degradation evolution over time.
The relation between the extracted information and the end of life should
be modeled to predict the RUL. To do this, the proposed method selects in-
teresting sensor signals and builds health indicators that are used as offline
models. In the online phase, the method estimates the current status from the
unseen online data, using only the sensors selected on the offline phase, and
predicts the RUL by measuring the similarity to the offline data. The method
is summarized in Figure 1 and explained hereafter.

2.1 Offline phase

In order to build offline reference models, representative features should be
extracted from the training data. Those features are later labeled with the
end of life time and saved in the database. To do that, a trend construction
method is applied [45]. The method builds on two main steps, namely, variable
selection and health indicator construction.
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Fig. 1: The method’s general scheme.

2.1.1 Variable selection

Not all signals from the monitored component are informative. Signals that
have non-random relationships contain information about the system degra-
dation. To select such signals, an unsupervised variable selection algorithm
based on information theory is applied [46]. The algorithm first calculates
pairwise symmetrical uncertainty (SU), as depicted in Figure 2a, for all the
input signals:

I(X)Y)

SU(X,Y) =2 x X 1B

(1)
where, I(X,Y) is the mutual information between two random variables X and
Y; H(X) and H(Y) are information entropy values of the random variables X
and Y, respectively. Then, the algorithm groups the variables based on the SU
distance using hierarchical clustering shown in Figure 2b. The algorithm finally
ranks the resulting clusters according to the quality of the included signals
in representing interesting relationships using normalized self-organizing map
distortion measure. A cluster gets low rank if it contains random signals. On
the other hand, a cluster gets high rank if it contains signals that exhibit
nonrandom relationship and those signals will be used for later processing.

2.1.2 Health indicator construction

The following task, after selecting the interesting variables from the initial
monitoring raw signals, is to extract smooth monotonic signals, which are
correlated with the component’s end of life. These monotonic signals are later
processed to extract representative features over the time, which can be used



6 A. Mosallam et al.

o
©

Input variables

o
>

Symetrical uncertainty distance
=]
o

o
N

-

" 3 5 6 7 8 9 10 11 04 T2 4 1 6 9 1 8 3 5
Input variables Input variables
(a) SU similarity matrix. (b) Tree representation of variables
relations.

Fig. 2: Variable selection step for 11 sensor signals from NASA battery B0005.

as health indicators and are saved in the database as reference models. To
do this, three processing steps, namely variable compression, trend extraction
and feature extraction, are applied to the selected variables.

Variable compression: The goal of this step is to compress the n signals
selected in the previous step onto one-dimensional space. From each cycle, the
selected variables are compressed using standard principal component analysis
(PCA) method. The first principle component retains the maximum variance
while reducing the dimensionality to one dimension. Therefore, only the first
principle component is used to represent the health status evolution with re-
spect to time.

Trend extraction: The compressed variables are then further processed at
each cycle to get monotonic trends that can represent the variation of end of life
using empirical mode decomposition algorithm (EMD) [47]. EMD is a method
employed to decompose a signal into successive intrinsic mode functions (IMF)
and a residual signal 7, (¢), which should be a constant or monotonic signal
that can be represented as:

ra(t) = X(t) — Z imf(t) (2)

where, X (t) is the input signal, imf; is the IMF and n is the maximum num-
ber of IMFs. The generated residual can represent the relation between the
generated trends and end of life time. For example, Figure 3a shows an acceler-
ation signal acquired from a degraded bearing that was worn out after around
9 hours and Figure 3b shows a non-degraded bearing were the experiment
stopped at the same time of the degraded bearing [48]. EMD was applied to
both of the two signals and the resulting residuals are shown in Figure 3c. The
experiments show that the residual of the degraded component was a mono-
tonic signal while the non-degraded component generated almost a constant
residual.
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Fig. 3: Residual variation according to the health status.

Feature extraction: So far, trends are extracted from the compressed vari-
ables. These trends should be used to build an offline model, which can be
used to classify new online data. In order to make the classification task more
efficient, discriminant features should be extracted from acquired trends. Dif-
ferent approaches have been proposed for extracting features such as mean,
variance, multi-exponential function, curve fitting, discrete wavelet transform
and discrete Fourier transform [49]. However, selecting appropriate features is
mainly problem specific. Recalling Figure 3c, the slope of the trend can be a
discriminant characteristic of the trend. A trend with more RUL tends to have
smaller slope and vice versa. The y-intercept of the curve fit shows the begin-
ning value of the extracted trend, which also can be a discriminant feature.
Another discriminant feature for this problem is the mean of the extracted
trend. Every data value in the trend contributes to the mean value, and the
change of the data over time will affect the mean value. Finally, the variance
of the extracted trend describes the spread of a trend with respect to end of
life time, which is also an important feature to extract.

In this work, a feature vector F = [a, b, 7, s?] is extracted from each trend
at each time, where, a and b are the slope and the y-intercept of a linear curve
fit of the input trend respectively, Z and s? are the mean and the variance
of the input trend, respectively. The feature vector is extracted from each
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trend starting from time 0 until current time ¢. Figure 4 shows an example of
the feature extraction process from three different trends extracted at three
constitutive cycles, namely, cycle 40, cycle 100 and cycle 167. The method
extracts the feature vector, from each trend built from in previous step, labels
the vector with the cycle number and end of life value and saves it in the
offline database. This process is repeated recursively, until the method reaches
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* Fitting at cycle 40 cycle 167 - = +Residual at cycle 100
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(a) Slope and y-intercept values. (b) Mean and variance values.

Fig. 4: Feature extraction from input residual at cycles 40, 100 and 167.

the end of life, to generate a representation of the degradation as a function
of time. The resulting function or health indicator, as depicted in Figure 5, is
then used to represent the corresponding critical component according to its
end of life time. Each group of health indicators with similar end of life time
is considered as a class and saved in the offline database.
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Fig. 5: Health indicators constructed from the NASA battery B0005.
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2.2 Online phase

In this phase, new sensor data are collected online from the critical compo-
nent(s) from only the sensors that are selected in the offline phase. The pro-
cesses applied in the offline phase, such as extracting monotonic trends and
feature vector F', are applied to the online signals. The generated vector F is
then fed to a k-NN classifier to find the most similar offline signal (or case).
The end of life value of the offline signal is then considered to be the RUL
of the test signal. The online estimator recursively estimates the trends value
until it stops at end of life time.

2.2.1 Classification using k-Nearest Neighbours

In order to build the predictive model, a k-NN classifier is applied in this work.
The extracted feature vector F' at time ¢ is passed to the k-NN to find the
most similar offline group in the database at the same time as shown in Figure
6a. The classification decision is based on largest posterior probability of the
tested sample at time ¢, therefore, a probability value will be assigned to the
prediction output:

p(Ft|EOLk) X p(EOLk)
p(Fy)

where, F; is the online feature vector, EOLj is the class or end of life value
for group k, p(F;|EOLy) is the probability of observing F; given EOLy, also
known as the likelihood, p(EOLy) is class prior and p(F}) is the marginal
likelihood. The end of life with the highest posterior probability will be used
as the end of life for the new signal as depicted in Figure 6b.

P(EOLy|Fy) = (3)

,,,,,,,,,,,,,,,,,,,,,,,,,, 0.45;
Feature
group #1 at 0.4r
Y time t Predicted EOL time
0.35" p(EOLIF)
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time t 5 0.25¢
- £ Online signal
Onl
ext:alc'::d g 0.27  at time =50
features at 3 cycles RUL
time t I 0.15f
0.1
Feature 0.05
group #n
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(a) Selecting the most similar group. (b) End of life for the online signal.

Fig. 6: Finding the end of life for the online signal at time = 50 cycles using
k-NN classifier.
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2.2.2 Online estimation

To estimate the actual value of the online health indicator at the predicted end
of life value, a recursive discrete Bayesian filter is applied to the online trends.
This filter, decomposes the state space into many regions and represents the
cumulative posterior for each region by probability values, see Algorithm 1.

Input : {pr;—1}, 2t
Output: {py +}
forall the k£ do
Pt = » p(Xt = 2| X1 = @5)pijt—1

i
Pr,t = np(2e| Xt = x)Pr ¢
end

Algorithm 1: Discrete Bayesian filter.

The input to the algorithm is a discrete probability distribution {py .}
along with the recent measurement z;. The first line of the Algorithm 1,
Drt = 2 .p(Xy = x| Xy—1 = x;)pi—1, calculates the prediction for the new

state ba;ed on previous state uncertainty and state transition model. The pre-
diction is then updated in the second line, pi; = np(z| Xy = x)Pr,t, SO as
to incorporate the measurement. Discrete Bayesian filters apply to problems
with finite state space, where the random variable X; = 21, Uxo; U .2y ;.
A straightforward decomposition of X; is a multidimensional grid, where each
Ty, is a bin or region. The size of each bin is dz = Fmes—Imin where 40
is the maximum state value, x,,;, is the minimum state value and n is the
number of bins. Each bin can then be represented as a Gaussian function with
a mean value at each state and a common variance:

P(Xe|Xeo1) = |[do x N(Xge,0%)| (4)

where, p(X; = x| X;—1) is the state transition model, dz is the bin size and
N (X} +,0?) is the normal distribution at state X} ;. Moreover, Eq. (4) is nor-
malized to turn this quantity into a probability distribution. Similarly, the
measurement probability model can be calculated in the same manner as the
transition model. Figure 7 shows the final result of the proposed method. The
estimation algorithm stops once it reaches the predicted end of life. The uncer-
tainty about the prediction and current status are represented in probabilistic
forms. The overall method is summarized in Algorithm 2.

The machine degradation information, i.e. predicted RUL, the estimated
health status and corresponding uncertainties, produced by this method can
be used as an input for maintenance decision making routine. Decision-making
routine considers both machine degradation information and system structure
to assist the plant manager in making a dynamic maintenance plan based
not only on the optimization of single component/subsystem plan, but also on
the global scheduling of whole system for optimized maintenance prioritization
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Fig. 7: Estimation of the health indicator using Bayesian filter.

Data: {trainingData, testData}
Result: {D;, RUL}

1 for VtrainingData do
2 | selectedVariables = FindBestGroup(trainingData);
3 end
4 Offline phase
5 for ¢ = 1 : numberO f(trainingData) do
6 EOL = lengthO f (trainingData(1));
7 for j =2: EOL do
8 selectedVariables = getSelectedV ariables(trainingData(i));
9 ip = selectedV ariables(1 : j);
10 firstComponent = Get FirstComponent(ip);
11 residual = GetEM D Residual( firstComponent);
12 features = GetFeatures(residual);
13 HI = append([features,i]);
14 end
15 D; = append([HI, EOL));
16 end

17 Online phase

18 selectedV ariables = getSelectedV ariables(testData);

19 firstComponent = GetFirstComponent(selectedV ariables);
20 residual = GetEM D Residual( firstComponent);

21 testingFeatures = GetFeatures(residual);

22 FOL = kN N((testFeatures, D;);

23 rulEstimation = discrete BayesianFilter(testFeatures, EOL);
24 RUL = (EOL, rulEstimation);

Algorithm 2: The general algorithm of the proposed method

[50]. Maintenance prioritization is crucial and important to reduce unnecessary
maintenance activities, especially when availability of maintenance resources
are limited [51].



12 A. Mosallam et al.

3 Applications and results

Two real life data sets are used in this work to verify the proposed method:
turbofan engine and lithium-ion battery aging data sets.

3.1 Turbofan engine data

The turbofan engine data sets are generated using commercial modular aero-
propulsion system simulation (C-MAPSS) [53]. They consist of four training
files, four testing files and four RUL values files. The training files contain
run to failure sensor records of a fleet of engines generated under different
combinations of operational conditions and fault modes. Each engine is op-
erating normally and it develops a fault at some point during the operation
until finally it reaches the system failure and the engine stops. The test files
are generated in the same way; however, the sensor readings are omitted prior
to system failure. The RUL files contain vector of true RUL values for the test
data. Each training and test file contains 26 columns that represent different
variables. The first two columns represent the engine number and the time
in cycles, respectively. The next three columns represent the operational set-
tings. The last 21 columns, or variables, represent different time series sensor
data such as total temperature at fan inlet, pressure at fan inlet, physical fan
speed, etc. Each row represents a data snapshot taken during a single cycle.
In this work, the data file “train_.FD0O01.txt” is used for offline training and
“test_FD0O01.txt” is used for online testing. Each file contains data for 100
engines and the objective is to predict the number of remaining operational
cycles before failure in the test set. The true RUL values for the test data are
presented in the data file “RUL_FDO001.txt”.

Variable selection: One of the results of the selection algorithm is the pair
of sensors number {8,13}, i.e. physical fan speed and corrected fan speed,
respectively (Figure 8a). The selected group is interesting as the two variables
are correlated and both are related to the fan speed. Then, the method starts
constructing the monotonic trends iteratively from each pair at each time.

Health indicator: As mentioned before, four features are extracted from
each trend at each time and labeled with end of life time to be saved in the
offline database. The features represent the relation between the extracted
trends and the engine’s end of life. Figure 8b shows one of the four health
indicators for the NASA training engine number 61. The indicator is mono-
tonic and shows how the relation between the end of life and the extracted
trend changes through the time. Each health indicator is then saved in offline
database and labeled with the end of life time and will be used for predicting
the RUL of new sensor data.
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Fig. 8: Results of variable selection and health indicator construction for the
NASA turbofan engine 61.

Prediction results: Figure 9 shows the predicted RUL for 4 engines at all
cycles. It can be noticed that the accuracy of the predictions increases with
the time. The prediction error at the last cycles is less than the errors at
the beginning. To assess the performance of the proposed method, the mean
absolute percentage error (MAPE) is calculated for all 100 online predictions:

100% ~~ RUL;— RUL?
1

=1

where RUL and RUL* are the actual and predicted RUL values respectively
and n is the number of total predictions. The error is calculated only for the
last cycles of all 100 test signals. The MAPE over the 100 test data equals
to 12.19%. And for comparison, the MAPE over the first 15 test engines is
8.7691%, which outperforms the method presented in [34] in which the MAPE
value is 15.5% for the 15 test engines.

3.2 Lithium-ion battery data

These data are collected on 34 lithium-ion batteries run through different
operational profiles (e.g. charge, discharge and impedance) at different tem-
peratures [52]. In this work only charge and discharge data are used. Each data
set, corresponding to one experiment, consists of 11 variables such as charg-
ing voltage, charging current, temperature, discharging current, discharging
voltage and capacity. The aging of the batteries was accelerated and the ex-
periments continued until the batteries reached their end of life time. Each
cycle is presented by the mean value to reduce the processing time. In order
to validate the proposed method, a 3-fold cross-validation is applied, i.e. the
available data sets are partitioned into three groups of equal size. Each group

200
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Fig. 9: Results of predicting the RUL at all cycles for 4 engines.

is then divided into training and testing data set as depicted in Table 1 and
Table 2, respectively. Only 31 battery data sets are used in this experiment
as three batteries, namely B0018, B0041 and B0053, do not have any similar
data sets with the same end of life.

Variable selection: One of the results of the selection algorithm is the pair
of variables {6, 11}, i.e. the voltage measured at discharge and the capacity
of the battery (Figure 10). The selected pair is interesting because the two
variables are correlated. Indeed, the capacity is related to the battery health
as the decrease in the capacity indicates health degradation.

Health indicator: Four features are extracted from each trend at each time
and labeled with end of life time to be saved in the offline database. Figure 5
shows two of the four health indicators for the battery B0O005. The indicators
are monotonic and show how the relation between the end of life and the
extracted trend changes through the time.
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Table 1: Training data sets with three folds.

Fold #1 Fold #2 Fold #3 EOL
B0006 B0005 B0005 168
B0007 B0007 B0006 168
B0026 B0025 B0025 28
B0027 B0026 B0026 28
B0028 B0027 B0028 28
B0030 B0029 B0029 40
B0031 B0031 B0030 40
B0032 B0032 B0031 40
B0034 B0033 B0033 197
B0036 B0036 B0034 197
B0039 B0038 B0038 47
B0040 B0040 B0039 a7
B0043 B0042 B0042 112
B0044 B0044 B0043 112
B0045 B0045 B0045 72
B0047 B0046 B0046 72
B0048 B0048 B0047 72
B0050 B0049 B0049 25
B0051 B0050 B0050 25
B0052 B0051 B0052 25
B0055 B0054 B0054 102
B0056 B0056 B0055 102

Table 2: Testing data sets with three folds.

Fold #1 Fold #2 Fold #3 EOL
B0005 B0006 B0007 168
B0025 B0028 B0027 28
B0029 B0030 B0032 40
B0033 B0034 B0036 197
B0038 B0039 B0040 47
B0042 B0043 B0044 112
B0046 B0047 B0048 72
B0049 B0052 B0051 25
B0054 B0055 B0056 102

Prediction results: To assess the performance of the proposed method,
MAPE is calculated for all cycles of each battery (Figure 11). The average
MAPE per fold is calculated as follows:

MAPE; =

S|

x Y MAPE; ; (6)
=1

K

where M APE/; is the average MAPE for a complete fold, M APE,; y is the
MAPE for test battery 4 in fold f. The final results are calculated and sum-
marized in Table 3.

Figure 11a shows plot of the predicted RUL for all cycles for battery B0005.
It can be seen that the prediction accuracy increases with time, i.e, the longer
the test trend is the higher the predication accuracy. Figure 11b shows a plot
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Fig. 10: Selected pair of variables from the NASA battery B0005.
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Fig. 11: Results of predicting the RUL at all cycles for 2 batteries.

Table 3: Mean absolute percentage error for the NASA battery data sets.

Fold #1 Fold #2 Fold #3 Average
28.0493% 26.3089% 28.3536% 27.5706%

of the RUL predicted for the battery B0025. Only 10 cycles were considered
as late prediction. However, the error was decreasing at the later cycles.

4 Conclusion

In this paper a data driven method for RUL prediction based on a Bayesian ap-
proach is proposed. The method builds on unsupervised selection of interesting
variables from the input offline signals. It constructs representative features
that can be used as health indicators. The method represents the current sta-



Title Suppressed Due to Excessive Length 17

tus of the online signals as well as the uncertainty about the predictions in a
probabilistic form.

The performance of the proposed method is evaluated using two data sets,
namely, turbofan engines and lithium-ion battery data downloaded form the
NASA prognostic center of excellence website. The prediction results show low
MAPE error for both applications.

For future work, the proposed method should consider the data sets with
no training samples in the database, such as the case with battery data sets.
Also, it should be tested using data sets with variable operating conditions and
after introducing maintenance interventions. Different classification /regression
models should be tested in the proposed framework.
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