Path following: from mobile robotics to laser surgery
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Abstract— Laser surgery requires accurate following of a
path defined by the surgeon, while the velocity on this path
is dependent on the laser-tissue interaction. Therefore, path
following and velocity profile control must be decoupled. In
this paper, non-holonomous control of the unicycle model is
used to implement velocity-independent visual path following
for laser microphonosurgery. Experiments at almost 600 Hz
show an accuracy (mean) of less than 0.34 pixels (=~ 15 yum) with
a standard deviation of 0.21 pixels (= 10um) in path following,
and a relative velocity distortion of 7.5 x 10~8 %.

I. INTRODUCTION

Laser surgery consists of the use of a laser source (instead
of a scalpel) to cut tissue in which the laser beam vaporizes
soft tissue. A large variety of surgical areas practice laser
surgery: ophthalmology, gynaecology, otolaryngology, neu-
rosurgery, and paediatric surgery [1]. This is especially true
when it comes to microsurgery which requires an extreme
precision [2]. In the past few decades, the microphonosurgery
received a growing interest by both surgeons and researchers
in the objective to develop more suitable and intuitive laser
microsurgery system [3], especially in the laser-assisted
procedure field. Vocal folds surgery is one of the most
demanding procedures in terms of accuracy, particularly
because of the specific tissue to be resected (thin, viscous,
fragile, difficult healing, and lesions less than 1 mm) [4].
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Fig. 1: Schematic view of the laser steering system with two
cameras.
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The most popular laser-assisted microphonosurgery is un-
doubtedly the AcuBlade system [5]. The later consists of a
laser micromanipulator placed outside the patient which is
manually actuated by the surgeon. The use of this system
requires extensive expertise due to the position of the laser
source (positioned from a distance of 400 mm) (Fig. 1).
Consequently, the laser surgery performances are highly de-
pendent on the individual surgeon dexterity and skills [6], [7].
To overcome this drawbacks, the uRALP project develops a
more compact (less than 20 mm of diameter) and intuitive
flexible endoscopic system [8]. It can be inserted directly into
the larynx and equipped with cameras, lighting source, laser
source and two degrees of freedom (dof) steered mirror [9] to
control the laser spot displacement on the target. This new
system allows the monitoring of ablation and resection of
the vocal folds tumors in automatic mode. It means that the
laser displacement on the vocal folds is steered by controlling
the embedded 2 dof mirror using a vision feedback control
scheme.
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Fig. 2: Schematic view of the laser steering system with two
cameras.

In practice, the control consists of two tasks. The first
one is to ensure the laser velocity compatibility with laser-
tissue interaction, in order to avoid carbonization of the
tissue while achieving efficient incision or ablation. The
second one is to ensure that the laser follows the desired
geometric path drawn by the surgeon on the input device (a
tablet in [8]) (Fig. 2). Those two tasks eventually define the
trajectory (i.e., geometric path + velocity profile along the
path) of the laser. However, it is not advisable to use standard
trajectory tracking because the two tasks should be intuitively
modifiable by the surgeon. In this paper, we focus on the
second task: laser path following using the visual feedback
independently from the velocity profile.

The first contribution of the paper is to consider laser



path following as a non-holonomic problem, similar to the
unicycle path following (Fig. 3(a)). The second contribution
of the paper is to implement path following at high frequency
to satisfy the constraints of laser-tissue interaction.

In the remainder of this paper, Section II gives a back-
ground on the existing path following methods in mobile
robotics. In Section III, the implementation of the path
following method is detailed. Section IV presents the ex-
perimental validation results.

II. PATH FOLLOWING IN MOBILE ROBOTICS

Path following in the mobile robotics has been widely
studied in the literature for many years and there are several
applications in the industrial field (e.g., autonomous vehicle
control). Path following differs from trajectory following
essentially by the fact that the notion of fime is removed
in the first one. Indeed, in trajectory following the robot is
controlled to be at a location at a given time which is not the
case in path following. However, as shown by Brockett [10],
mobile robots are not stable with continuous steady state
feedback laws. The first approach is to use discontinuous
control laws [12] or piecewise continuous control law [13].
But these methods do not explicitly address the issue of
robustness to the occurrence of uncertainties. Thereafter, [14]
proposed to use a sliding mode based controller which
has shown better behaviors. The second approach is to use
continuous non-steady state feedback laws such as Samson
in the early 90 [15]. Lyapunov methods are often used to
design such type of control law [17], [19]. Indeed, it gives
good results in terms of robustness and accuracy. It is also
possible to use a chained system to design the controller with
exact linearization as shown by Morin and Samson [20], [21].
In these studies, the path following speed profile is not known
so, only the path and the distance between the robot and
the curve are considered. Therefore, the tangential vectors
of the curve are used to set the velocity and the orientation
of the robot. In our work, both motion and behavior of a
laser spot are considered as analogous to those of a unicycle
robot. This means that the displacement of the laser spot
on a target is governed by the control of an actuated small
mirror on which the laser beam is reflected. The laser spot
trajectory will be defined by the surgeon using a tablet or
smartphone, on which are projected the vocal folds images
in real-time. This trajectory is naturally unknown shape and
a non-parameterized curve.

A. Kinematic Equations

Let us consider that the laser spot is represented by a 2D
point p = (x,y) " in a fixed (reference) frame Ky (the image
frame). Therefore, the kinematics of the laser are governed
in the Frenet frame R (Fig. 3(b))frame by:
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where s and C(s) are respectively the curvilinear abscissa
and the curvature, 0, is the difference between the laser
orientation v and the tangential vector of &y, d is the distance
of p to I', v represents the translational velocity amplitude
of the laser spot in Ky, and ® its rotational velocity carried
by the axis z (Fig. 3(b)).

B. Control law

To establish the controller, [20] introduces a coordi-
nates/variables transformation in the following manner:

{5,d,0,,v,0} <= {z1,22,23,u1,u2} defined in R? x (—

%,—Fg) x R2. This allows transforming locally (1), (2) and
3) in:
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where u; and u, are intermediate control inputs.
In our case, the coordinates/variables transformation is
defined as:
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Moreover, to ensure that the distance d and the orientation
error 0, are servoed to 0O, the stable proportional state
feedback solution [20] is:

uy = —urY122 — |u | V223 (12)

where, y; and Y, are positive gains.

IIT. IMPLEMENTATION

Considering that the position of the laser spot p and the
curvilinear coordinates s and C(s) are well known at each
iterations k of the process, the rotational speed ® can be
computed by inverting (11):
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Then, using (12) and (13) allow defining the expression
of the velocity direction at each step k of the path following
process:
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where, x defines the cross-product and v, represents the
current velocity direction of the laser spot.



Fig. 3: Mobile robot modeling versus laser surgery modeling.

Therefore, it is necessary to convert these velocities to the
joint velocities q; (i € [1,2]) through the inverse differential

kinematic matrix D~! of the mirror mechanism as q; =

D‘l(x
y

IV. VALIDATION
A. Experimental Set-up

The proposed path following technique was tested on
a home-made experimental set-up (Fig. 4). It consists of
a high speed camera EoSens>YCXP (from Mikrotron®)
characterized with a frame rate which can reach 10 000
frames per second with a resolution of 800 x 600 pixels, a
laser pointer, a fixed mirror, and an actuated mirror (S-334)
from Physical Instruments Inc. The latter contains two single
axis units (o and ) working in series with one common pivot
point characterized by a bandwidth of 1 kHz, a resolution
of 0.2 urad and a motion range of +25 mrad. With that
motion range and appropriate alignment of the mirror with
the image, the inverse kinematics can be approximated by:
D'~ 1o

0 1

Concerning the time-varying position p of the laser spot

in the image, it is tracked using ViSP library [23].

B. Experimental Validation

The proposed method have been implemented on the
experimental set-up presented above to verify the relevance
of the path following technique. To illustrate the results,
we opted for a non-parametric and arbitrary shape curve as
shown in Fig. 5. The initial position of the laser spot is placed
at a distance d = 1 pixel and an orientation 6, = 0 to the
closed point of the curve I'. The initial parameters (gains)
are fixed as v = 100, y; = 0.2, and 7, = 0.8.

Fig. 5 shows an image sequence describing the experi-
mental validation of the proposed path following method.
As shown by this figure, the reference path (yellow color) is
perfectly followed by the laser spot (red color) even in the
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Fig. 4: Photography of the experimental set-up.

case where the curvature is significant. Similarly, Fig. 7(a)
illustrates the evolution of the errors (distance d as well as
orientation 0,) versus the iterations number k (each iteration
takes 1.702 ms). For several repetitive tests, the RMS (Root
Mean Square) error as well as the standard deviation (STD)
are computed (e.g., RMS(d) = 0.34 pixels = 15 ym and
STD(d) = 0.21 pixels = 10 um). Otherwise, the velocity
variations are computed and shown in Fig. 6 in which it
can be highlighted that the laser spot velocity profile during
the entirety process remains almost constant (with a relative
velocity distortion of 7.5 x 1078 %).

Note that in laser microphonosurgery, the laser scanning
should works in high frequency i.e., at least of 200 Hz
(sampling time) to avoid tissue carbonization during tumors
ablation or resection. As shown in Table I, it can be high-
lighted that our approach takes only 1.702 milliseconds (ms)
which is equivalent to a frequency of 587 Hz (sampling time)
despite the use of a slow USB communication.
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Fig. 5: Image sequence captured during the experimental validation of the path following: (a) to (f) represent the laser spot
displacements (in red color) following the reference path (in yellow color).
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Fig. 6: Velocity profile during the path tracking process
studied in Fig. 5.
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Fig. 7: Experimental results for the validation test shown in
Fig. 5.

TABLE I: Time-consuming of the main tasks of the process.

[ task [ time (ms) |
grabbing image 0.064
laser tracking 0.471
controller 0.002
sending control (USB 2.0) 0.989
others 0.176
entire process 1.702 (f = 587 Hz)

We also studied the effect of the velocity v on the quality
(RMS and standard deviation of the error) for the path fol-
lowing using another shape curve. Thus, for different ranges
of velocity v from 100 pixels/seconds to 500 pixels/seconds
with a step of 100, the accuracy remains almost the same
(RMS(d) € [0.072 to 0.083] pixels, and RMS(6,) € [0.072
to 0.083] rad and standard deviation within similar ranges.

V. CONCLUSION

In this paper, a vision-based control for laser steering using
a path following approach was presented. To achieve this,
we were inspired explicitly by the methods used in mobile
(unicycle kinematic model) in order to develop an efficient
controller scheme by taking into account the fact that the
path following and the velocity profile must be decoupled.
Thus, the proposed path following method was based on
the use of the curvilinear representation (i.e., curvilinear
abscissa and curvature) which allows a better consideration
of the laser steering problem, especially in case of laser
surgery. This method was validated experimentally using a
real-world validation set-up which was equipped with a high
frequency (1 kHz) actuated mirror and high speed camera
(= 10 000 fps). The developed controller has shown more
than satisfactory results in terms of accuracy (about 15 um),
robustness, repeatability and rapidity (about 587 Hz).

The next stages of this work will involve adapting the
described materials for real laser surgery applications i.e.,
on a human cadaver using the entire endoscopy system
developed in uRALP project. In addition, the velocity will
have to be servoed with regard to the heat profile in the tissue
and to the depth variations of the tissues with respect to the
image.
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